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#### Abstract

The Multiplicative Ergodic theorem, which gives information about the dynamical structure of a cocycle $\Phi$, or a linear skew product flow $\pi$, over a suitable base space $M$, asserts that for every invariant probability measure $\mu$ on $\mathbf{M}$ there is a measurable decomposition of the vector bundle over $\mathbf{M}$ into invariant measurable subbundles, and that every solution with initial conditions in any of these subbundles has strong Lyapunov exponents. These exponents depend on the measure $\mu$, and when $\mu$ is ergodic, they are constant (almost everywhere) on $\mathbf{M}$ and form a finite set meas $\Sigma(\mu)$. The dynamical spectrum dyn $\Sigma$ consists of those values $\lambda \in \mathbf{R}$ for which the shifted flow $\pi_{\lambda}$ fails to have an exponential dichotomy over $\mathbf{M}$. The Spectral theorem for linear skew product flows states that when $\mathbf{M}$ is compact and dynamically connected then dyn $\Sigma$ is the finite union of $k$ disjoint compact intervals and the vector bundle over $\mathbf{M}$ is the sum of $k$ continuous invariant subbundles. We show that


$$
\text { Boundary dyn } \Sigma \subseteq \bigcup_{\mu} \operatorname{meas} \Sigma(\mu) \subseteq \operatorname{dyn} \Sigma
$$

where the union above is over all ergodic measures $\mu$ on M. Also we show that the measurable invariant subbundles which arise in the Multiplicative Ergodic theorem form a refinement of the continuous invariant subbundles described in the Spectral theorem. A new proof of the Multiplicative Ergodic theorem is presented here. This proof is a substantial simplification over other arguments. Applications of the theory of Lyapunov exponents to "spiral" systems, products of "random" matrices, stochastic differential equations, and the almost periodic Schrödinger operator are included.
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1. Introduction. Nearly two decades ago Oseledec (1968) published his proof of the Multiplicative Ergodic theorem. This theorem, which is one of the milestones in the study of ergodic properties of dynamical systems, has had far-reaching applications, including its role in the work of Margulis (1975) on arithmeticity in Lie groups, in the theory of Pesin (1977) on Bernoullian substructures for diffeomorphisms, in the theory of Katok (1980) on entropy and periodic points, in the study of Kotani (1982) on spectral measures for Schrödinger operators, in the work of Constantin and Foias (1983) on attractors in the Navier-Stokes equations, and in the study of Novikov (1975) and Millionscikov (1978) on almost reducible systems with almost periodic coefficients. As a testimony to the importance of this theorem one finds several alternative proofs including the contemporaneous paper of Millionscikov (1968), and those of Raghunathan (1979), Ruelle (1979) and Crauel (1981), as well as the anticipatory paper of Liao (1966).

The Multiplicative Ergodic theorem gives information about the dynamical structure of a cocycle $\Phi$, or a linear skew product flow $\pi$, over a suitable base space $\mathbf{M}$. In typical applications the base space $M$ is either an attractor, a compact invariant set, or the space of coefficients for a diffeomorphism, a differential equation, or a vector field. This theorem asserts that for every invariant probability measure $\mu$ on $\mathbf{M}$ there is a measurable decomposition of the vector bundle over $\mathbf{M}$ into invariant measurable

[^0]subbundles, and that every solution with initial conditions in any of these subbundles has strong Lyapunov exponents. These exponents, or growth rates, depend on the measure $\mu$, and when $\mu$ is ergodic, they are constant (almost everywhere) on $\mathbf{M}$ and form a finite set meas $\Sigma(\mu)$, the measurable (Millionscikov-Oseledec) spectrum.

The main objective in this paper is to study the connection between the measurable spectrum meas $\Sigma(\mu)$ and the dynamical spectrum dyn $\Sigma$ introduced by Sacker and Sell (1975), (1978), (1980). (Also see Daletskii and Krein (1974), as well as Selgrade (1975).) The dynamical spectrum dyn $\Sigma$ consists of those values $\lambda \in \mathbf{R}$ for which the shifted flow $\pi_{\lambda}$ fails to have an exponential dichotomy over M. It follows from the Spectral theorem for linear skew-product flows, Sacker and Sell (1978), that the dynamical spectrum is the finite union of disjoint compact intervals when $\mathbf{M}$ is compact and dynamically connected.

The dynamical spectrum and the theory of exponential dichotomies are central concepts in wide-ranging branches of analysis including the perturbation theories for invariant manifolds (see Sacker (1969), Fenichel (1971) and Hirsch, Pugh and Shub (1977), the bifurcation theories of Chenciner and Iooss (1979) and Sell (1979), the characterization of the spectrum of Schrödinger operators in Johnson (1982), linearization theories near invariant manifolds in Sell (1984), the study of transversal homoclinic orbits in Palmer (1984), as well as the study of inertial manifolds for dissipative systems in Foias, Sell and Temam (1985).

It is important therefore to understand the connection between these two spectral concepts. We will show, in § 8, that

$$
\begin{equation*}
\text { boundary dyn } \Sigma \subseteq \bigcup_{\mu} \text { meas } \Sigma(\mu) \subseteq \operatorname{dyn} \Sigma, \tag{1.1}
\end{equation*}
$$

where the union above is over all ergodic measures $\mu$ on $\mathbf{M}$. We actually derive much more than (1.1). We show that the measurable invariant subbundles which arise in the Multiplicative Ergodic theorem form a refinement of the continuous invariant subbundles described in the Spectral theorem. The relationship (1.1) also leads to good methods for computing the Lyapunov exponents and the continuous spectral bundles (see Perry (1986)).

Another objective is to show that the cocycle $\Phi$, itself, has a strong Lyapunov exponent (almost everywhere) and that this agrees with max meas $\Sigma(\mu)$. Although simple, this fact is very important because it forms the foundation for deriving an approximation theory which leads to the numerical evaluation of the measurable and dynamical spectra. The approximation theory and the related numerical coding is described in the University of Minnesota Ph.D. thesis of David Perry (1986).

While doing this investigation we discovered a new proof of the Multiplicative Ergodic theorem. Since our proof is a substantial simplification over other arguments, we present it here. In addition to this simplification, our proof has some interesting geometrical features which may be useful elsewhere. While our proof of the Multiplicative Ergodic theorem is restricted to cocycles over a compact base space M, we will see that this includes practically every application. Among other things, our theory applies to linear stochastic differential equations with bounded measurable coefficients, as well as to the linearized flow near an attractor in a nonlinear dynamical system.

A final objective of this paper is the presentation of several applications of these spectral theories. One of these theories, the theory of Lyapunov exponents for "spiral" systems, is central to any numerical investigation of Lyapunov exponents. Other applications include products of "random" matrices, stochastic differential equations, and the almost periodic Schrödinger operator.

This paper is organized as follows: In § 2 we present the statements of the main theorems in this paper. Section 3 is concerned with a number of technical details which shall be used in the proofs of our theorems. One may wish to skip this on the first reading. In § 4 we present the basic triangularization method as it applies to linear skew product flows. Section 5 is concerned with a brief review of some basic facts about invariant measures, and in § 6 we present our proof of the Multiplicative Ergodic theorem. The ergodic properties of the induced flow on the projective bundle are presented in §7. In § 8 we derive (1.1) which describes the connection between the measurable and the dynamical spectra. In $\S 9$ we study the theory of wedge-product flows and show how this can be used to compute the measurable spectrum, and in $\S 10$ we present the applications discussed above. The paper concludes with an Appendix which contains some comments on related geometric properties of linear skew product flows.
2. Statement of main theorems. Let $\mathbf{M}$ be a compact Hausdorff space and let $T$ denote either the integers $\mathbf{Z}$ or the reals $\mathbf{R}$. Assume that $\theta \cdot t$ is a flow on $\mathbf{M}$, i.e. the mapping $(\theta, t) \rightarrow \theta \cdot t$ of $\mathbf{M} \times \mathbf{T}$ into $\mathbf{M}$ is continuous and satisfies $\theta \cdot 0=\theta$, and $\theta \cdot(t+s)=(\theta \cdot t) \cdot s$. The Krylov-Bogoliubov theorem (see Nemytskii and Stepanov (1960)) assures us that there is an invariant probability measure $\mu$ on $\mathbf{M}$. This means that $\mu(A \cdot t)=\mu(A)$ for all Borel sets $A \subseteq \mathbf{M}$ and all $t \in \mathbf{T}$, where $A \cdot t=\{\theta \cdot t: \theta \in A\}$. The invariant measure $\mu$ is ergodic if $\mu(A \triangle A \cdot t)=0$ for all $t \in \mathbf{T}$ implies that $\mu(A)=0$ or $\mu(A)=1$. Recall that $A \triangle B=(A \backslash B) \cup(B \backslash A)$ is the symmetric difference. For an integer $m \geqq 1$ let $\mathscr{G} \mathscr{L}(m)$ denote the group of all isomorphisms on $\mathbf{R}^{m}$, i.e., the group of nonsingular ( $m \times m$ ) matrices with entries in $\mathbf{R}$. A cocycle on $\mathbf{M}$ is a continuous mapping $\Phi \cdot \mathbf{M} \times \mathbf{T} \rightarrow \mathscr{G} \mathscr{L}(m)$ that satisfies

$$
\begin{equation*}
\Phi(\theta, t+s)=\Phi(\theta \cdot t, s) \Phi(\theta, t) \tag{2.1}
\end{equation*}
$$

for all $\theta \in \mathbf{M}$ and $s, t \in \mathbf{T}$. We note that $\Phi$ is a cocycle on $\mathbf{M}$ if and only if

$$
\begin{equation*}
\pi(x, \theta, t):=(\Phi(\theta, t) x, \theta \cdot t) \tag{2.2}
\end{equation*}
$$

is a linear skew product flow on $R^{m} \times \mathbf{M}$.
If $\mathbf{T}=\mathbf{R}$ we shall say that the flow $\pi$ is smooth provided the mapping

$$
A:\left.\theta \rightarrow \frac{d}{d t} \Phi(\theta, t)\right|_{t=0}
$$

exists and is continuous. In this case the cocycle $\Phi(\theta, t)$ is simply the fundamental matrix solution of

$$
\begin{equation*}
x^{\prime}=A(\theta \cdot t) x \quad\left(x \in \mathbf{R}^{m}\right) \tag{2.3}
\end{equation*}
$$

that satisfies $\Phi(\theta, 0)=I$. This is the prototypical example of a cocycle.
Let $\Phi$ and $\Psi$ be two cocycles on $M$ with range in $\mathscr{G L}(m)$. We shall say that $\Phi$ and $\Psi$ are cohomologous if there is a continuous mapping $F: \mathbf{M} \rightarrow \mathscr{G} \mathscr{L}(m)$ that satisfies

$$
\begin{equation*}
\Phi(\theta, t)=F(\theta \cdot t) \Psi(\theta, t) F(\theta)^{-1} \tag{2.4}
\end{equation*}
$$

for all $\theta \in \mathbf{M}, t \in \mathbf{T}$, where (-1) denotes the matrix inverse.

Let $\Phi$ be a cocycle on $\mathbf{M}$. Let $x \in \mathbf{R}^{m}(x \neq 0)$ and $\theta \in \mathbf{M}$ and define the four Lyapunov exponents $\lambda_{i}^{ \pm}(x, \theta), \lambda_{s}^{ \pm}(x, \theta)$ by

$$
\lambda_{s}^{ \pm}(x, \theta)=\limsup _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Phi(\theta, t) x|, \quad \lambda_{i}^{ \pm}(x, \theta):=\liminf _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Phi(\theta, t) x| .
$$

If it happens that the following two limits exist and are equal

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{1}{t} \log |\Phi(\theta, t) x|=\lim _{t \rightarrow-\infty} \frac{1}{t} \log |\Phi(\theta, t) x|, \tag{2.5}
\end{equation*}
$$

then we shall denote the common value as $\lambda(x, \theta)$. In the future when we write the symbol $\lambda(x, \theta)$ this should be interpreted as an assertion that both limits in (2.5) exist and $\lambda(x, \theta)$ is the common value. In this case one says that $(x, \theta)$ has a strong Lyapunov exponent.

Let $\Phi$ and $\Psi$ be two cohomologous cocycles on $M$ that satisfy (2.4), and let $x=F(\theta) y$. Then one has

$$
\limsup _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Phi(\theta, t) x|=\limsup _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Psi(\theta, t) y|
$$

and

$$
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log |\Phi(\theta, t) x|=\lim _{|t| \rightarrow \infty} \frac{1}{t} \log |\Psi(\theta, t) y| .
$$

In other words, cohomologous cocycles have the same Lyapunov exponents.
For $0 \leqq k \leqq m$ let $\mathscr{G}(m, k)$ denote the Grassman manifold of $k$-planes in $\mathbf{R}^{m}$, and let $\mathscr{G}(m)=\bigcup_{k=0}^{m} \mathscr{G}(m, k)$ denote the disjoint union of these compact manifolds. For $k \in\{1, \cdots, m\}$ we shall let $N(k)$ denote those vectors $\vec{m}=\left(m_{1}, \cdots, m_{k}\right)$ with $1 \leqq m_{i}$ and $m_{1}+\cdots+m_{k}=m$.

The first two theorems are statements of the Multiplicative Ergodic theorem.
Theorem 2.1. Let $\mathbf{M}$ be a compact Hausdorff space with a flow $\theta \cdot t$ and let $\mu$ be an invariant probability measure on $\mathbf{M}$. Let $\phi$ denote a cocycle on $\mathbf{M}$. Then there exist:
(i) an invariant set $\mathbf{M}_{\mu} \subseteq \mathbf{M}$ with $\mu\left(\mathbf{M}_{\mu}\right)=1$;
(ii) a measurable decomposition $\mathbf{M}_{\mu}=\cup \mathbf{M}_{\mu}(p)$ where each $\mathbf{M}_{\mu}(p)$ is invariant and the union is taken over all pairs $p=(k, \vec{m})$ where $1 \leqq k \leqq m$, and $\vec{m} \in N(k)$;
(iii) measurable mappings $\lambda_{1}, \cdots, \lambda_{k}: \mathbf{M}_{\mu}(p) \rightarrow \mathbf{R}$, where

$$
\lambda_{1}(\theta)<\lambda_{2}(\theta)<\cdots<\lambda_{k}(\theta)
$$

for $\theta \in \mathbf{M}_{\mu}(p)$; and
(iv) measurable mappings $\mathscr{W}_{i}: \mathbf{M}_{\mu}(p) \rightarrow \mathscr{G}\left(m, m_{i}\right), 1 \leqq i \leqq k$, where

$$
\vec{m}=\left(m_{1}, \cdots, m_{k}\right),
$$

such that for $\theta \in \mathbf{M}_{\mu}(p)$ one has:
(v) $\left\{\mathscr{W}_{1}(\theta), \cdots, \mathscr{W}_{k}(\theta)\right\}$ is linearly independent;
(vi) $R^{m}=\mathscr{W}_{1}(\theta)+\cdots+\mathscr{W}_{k}(\theta)$;
(vii) if $x \in \mathscr{W}_{i}(\theta), x \neq 0$, then $\lambda(x, \theta)=\lambda_{i}(\theta)$ for $1 \leqq i \leqq k$.

If, in addition, $\mu$ is an ergodic measure, then precisely one $\mathbf{M}_{\mu}(p)$ has positive measure, and the mappings $\lambda_{i}: \mathbf{M}_{\mu} \rightarrow \mathbf{R}$ are constant, $1 \leqq i \leqq k$.

The results in the last theorem extend readily to linear skew product flows on arbitrary vector bundles, Sacker and Sell (1978).

Theorem 2.2. Let $\mathscr{E}$ be a vector bundle over a compact Hausdorff space $\mathbf{M}$ and let $\pi$ be a linear skew product flow on $\mathscr{E}$. Let $\mu$ be an invariant probability measure on $\mathbf{M}$. Then the conclusions of Theorem 2.1 remain valid where $\mathscr{W}_{i}, 1 \leqq i \leqq k$, now assume values in the appropriate Grassman bundles over $\mathbf{M}$.

The measurable spectrum meas $\Sigma(\mu)$ is defined to be the collection $\left\{\lambda_{1}, \cdots, \lambda_{k}\right\}$ when $\mu$ is ergodic. The numbers $m_{1}, \cdots, m_{k}$ are the multiplicities of the spectral values $\lambda_{1}, \cdots, \lambda_{k}$. When $\mu$ is not ergodic, then the spectrum is meas $\Sigma(\mu, \theta)=$ $\left\{\lambda_{1}(\theta), \cdots, \lambda_{k}(\theta)\right\}$ and the multiplicities $\left\{m_{1}, \cdots, m_{k}\right\}$ depend on $\theta \in \mathbf{M}_{\mu}$ and $\theta \in$ $\mathbf{M}_{\mu}(p)$. For an ergodic measure $\mu$, the measurable bundle associated with a spectral value $\lambda_{i}, 1 \leqq i \leqq k$ is

$$
\mathscr{W}_{i}=\left\{(x, \theta): x \in \mathscr{W}_{i}(\theta), \theta \in \mathbf{M}_{\mu}\right\} .
$$

If $\mu$ is not ergodic, then the measurable bundles are defined similarly on each of the invariant sets $\mathbf{M}_{\mu}(p)$.

The next theorem compares the measurable spectrum and the measurable bundles with the dynamical (or continuous) spectrum and associated continuous spectral subbundles arising in the theory of exponential dichotomies in linear skew product flows; see Sacker and Sell (1978), (1980).

Let $\pi(x, \theta, t)$ be a linear skew product flow on $\mathbf{R}^{m} \times \mathbf{M}$, where $\mathbf{M}$ is a compact, connected space, and for $\lambda \in \mathbf{R}$ let

$$
\begin{equation*}
\pi_{\lambda}(x, \theta, t):=\left(\Phi_{\lambda}(\theta, t) x, \theta \cdot t\right) \tag{2.6}
\end{equation*}
$$

be the shifted flow, where $\Phi_{\lambda}(\theta, t):=e^{-\lambda t} \Phi(\theta, t)$. Recall that $\pi_{\lambda}$ has an exponential dichotomy over $\mathbf{M}$ if there is a (continuous) projector $P(x, \theta)=(P(\theta) x, \theta)$ on $\mathbf{R}^{m}$ and constants $K \geqq 1, \alpha>0$ such that

$$
\begin{aligned}
& \left|\Phi_{\lambda}(\theta, t) P(\theta) \Phi_{\lambda}^{-1}(\theta, s)\right| \leqq K e^{-\alpha(t-s)}, \quad s \leqq t, \\
& \left|\Phi_{\lambda}(\theta, t)[I-P(\theta)] \Phi_{\lambda}^{-1}(\theta, s)\right| \leqq K e^{-\alpha(s-t)}, \quad t \leqq s
\end{aligned}
$$

for all $\theta \in \mathbf{M}$ and $s, t \in \mathbf{T}$. The set $\lambda \in \mathbf{R}$ for which $\pi_{\lambda}$ fails to have an exponential dichotomy over $\mathbf{M}$ is defined to be dyn $\Sigma$, the dynamical spectrum. The Spectral theorem (Sacker and Sell (1978)) assures us that dyn $\Sigma=\bigcup_{i=1}^{k}\left[a_{i}, b_{i}\right]$ is the union of $k$-nonoverlapping compact intervals, where $1 \leqq k \leqq m$. Also corresponding to each spectral interval [ $a_{i}, b_{i}$ ] there is an invariant spectral subbundle $\mathscr{V}_{i}$ of $\mathbf{R}^{m} \times \mathbf{M}$ with $\operatorname{dim} \mathscr{V}_{i}(\theta) \geqq 1$, where $\mathscr{V}_{i}(\theta)=\left\{x \in \mathbf{R}^{m}:(x, \theta) \in V_{i}\right\}, 1 \leqq i \leqq k$, the spaces $\left\{\mathscr{V}_{1}(\theta), \cdots, \mathscr{V}_{k}(\theta)\right\}$ are linearly independent and $\mathbf{R}^{m} \times \mathbf{M}=\mathscr{V}_{1}+\cdots+\mathscr{V}_{k}$ (as a Whitney sum). The boundary of dyn $\Sigma$ is the finite collection of end points $\left\{a_{1}, \cdots, a_{k}, b_{1}, \cdots, b_{k}\right\}$. The next theorem, which describes the connection between the measurable and dynamical spectra, is proved in § 7.

Theorem 2.3. Let $\pi$ be a linear skew product flow on $\mathbf{R}^{m} \times \mathbf{M}$ where $\mathbf{M}$ is compact and connected, and let $\operatorname{dyn} \Sigma$ denote the dynamical spectrum of $\pi$. Then one has

$$
\begin{equation*}
\text { boundary dyn } \Sigma \subseteq \bigcup_{\mu} \text { meas } \Sigma(\mu) \subseteq \operatorname{dyn} \Sigma \tag{2.7}
\end{equation*}
$$

where the union is either over all invariant probability measures $\mu$ on $\mathbf{M}$ or over all ergodic measures on M . Let $\mu$ be a given invariant probability measure on M and let meas $\Sigma(\mu, \theta)=\left\{\lambda_{1}(\theta), \cdots, \lambda_{k}(\theta)\right\}$ be the measurable spectrum for $\theta \in \mathbf{M}_{\mu}(p)$. Then for each $\lambda_{j}$ there is precisely one spectral interval $\left[a_{i}, b_{i}\right]$ with $\lambda_{j}(\theta) \in\left[a_{i}, b_{i}\right]$ for all $\theta \in \mathbf{M}_{\mu}(p)$. Also the associated measurable bundle $\mathscr{W}_{j}(\theta)$ satisfies $\mathscr{W}_{j}(\theta) \subseteq \mathscr{V}_{i}(\theta)$ for all $\theta \in \mathbf{M}_{\mu}(p)$.

Finally one has $\mathscr{V}_{i}(\theta)=\sum \mathscr{W}_{j}(\theta)$ for all $\theta \in \mathbf{M}_{\mu}(p)$ where the summation is over all $j$ with $\lambda_{j}(\theta) \in\left[a_{i}, b_{i}\right]$.

If $\mathbf{T}=\mathbf{Z}$, then the last theorem is valid when $\mathbf{M}$ is compact and "dynamically connected," where the latter means that $M$ cannot be written as the union of two disjoint nonempty closed invariant sets. Also, as in the spirit of Theorem 2.2, we note that Theorem 2.3 extends to linear skew product flows on general vector bundles.

Our next theorem is concerned directly with the problem of computing the measurable spectrum meas $\Sigma(\mu, \theta)$. The point is that one is able to do this without computing the basis elements $e_{1}, \cdots, e_{m}$. The key idea here is the notion of a wedge product, cf. Matshushima (1972). For $1 \leqq k \leqq m$ let $\Lambda^{k} \mathbf{R}^{m}$ denote the vector space generated by all $k$-fold wedge products $x_{1} \wedge \cdots \wedge x_{k}$ where $x_{i} \in \mathbf{R}^{m}, 1 \leqq i \leqq k$. Recall that the wedge product $x_{1} \wedge \cdots \wedge x_{k}$ is linear in each factor and antisymmetric, i.e. $x \wedge y=-y \wedge x$. If $L: \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ is linear, then this induces a linear mapping $\Lambda^{k} L$ on $\Lambda^{k} \mathbf{R}^{m}$ by the formula

$$
\Lambda^{k} L\left(x_{1} \wedge \cdots \wedge x_{k}\right):=L x_{1} \wedge \cdots \wedge L x_{k} .
$$

Since one has $\Lambda^{k}(L M)=\left(\Lambda^{k} L\right)\left(\Lambda^{k} M\right)$, we see that if $\Phi(\theta, t)$ is a cocycle on $M$ then $\Lambda^{k} \Phi(\theta, t)$ is also cocycle, for $1 \leqq k \leqq m$.

In the statement of the next theorem reference will be made to the notation of Theorem 2.1. In particular for $\theta \in \mathbf{M}_{\mu}(p)$ the growth rates

$$
\lambda_{1}(\theta)<\lambda_{2}(\theta)<\cdots<\lambda_{k}(\theta)
$$

with multiplicities $m_{1}, \cdots, m_{k}$ will be rewritten in the form

$$
\begin{equation*}
\gamma_{1}(\theta) \leqq \gamma_{2}(\theta) \leqq \cdots \leqq \gamma_{m}(\theta) \tag{2.8}
\end{equation*}
$$

where $\lambda_{i}(\theta)$ is repeated $m_{i}$-times in (2.8), $1 \leqq i \leqq k$.
Theorem 2.4. Let $\mathbf{M}$ be a compact Hausdorff space with a flow $\theta \cdot t$ and let $\mu$ be an invariant probability measure on $\mathbf{M}$. Let $\Phi$ denote a cocycle on $\mathbf{M}$ and adopt the conclusions and notation of Theorem 2.1. Let $\gamma_{1}, \cdots, \gamma_{m}$ satisfy (2.8) for $\theta \in \mathbf{M}_{\mu}(p)$. Then for all $\theta \in \mathbf{M}_{\mu}(p)$ one has:
(i) $\lim _{t \rightarrow+\infty}(1 / t) \log |\Phi(\theta, t)|=\gamma_{m}(\theta)$,
(ii) $\lim _{t \rightarrow+\infty}(1 / t) \log \left|\Lambda^{k} \Phi(\theta, t)\right|=\gamma_{m+1-k}(\theta)+\cdots+\gamma_{m}(\theta)$, for $2 \leqq k \leqq m$,
(iii) $\lim _{t \rightarrow-\infty}(1 / t) \log |\Phi(\theta, t)|=\gamma_{1}(\theta)$,
(iv) $\lim _{t \rightarrow-\infty}(1 / t) \log \left|\Lambda^{k} \Phi(\theta, t)\right|=\gamma_{1}(\theta)+\cdots+\gamma_{k}(\theta)$, for $2 \leqq k \leqq m$.

The last theorem extends to linear skew product flows on a vector bundle $\mathscr{E}$ over a compact Hausdorff space $\mathbf{M}$. In this case the wedge product of vectors $x_{1}, \cdots, x_{k} \in$ $\mathscr{E}(\theta)$ forms a new bundle $\Lambda^{k} \mathscr{E}, 1 \leqq k \leqq m$ over $\mathbf{M}$. Also the flow $\pi$ on $\mathscr{E}$ induces a flow $\Lambda^{k} \pi$ on $\Lambda^{k \mathscr{E}}$. This extension is a direct consequence of the proof of the last theorem together with Lemma 3.4 below. We will omit the details.

Remark 2.1. For simplicity of exposition we have formulated these theorems for cocycles with values in $\mathscr{G} \mathscr{L}(m, \mathbf{R})$. The theorems are valid for cocycles with values in $\mathscr{G L}(m, \mathbf{C})$, and the proofs we give below extend with only trivial modifications.
3. Some technicalities. Before we turn our attention to the proofs of the main theorems, we need to dispense with some technical details which will enable us to simplify our arguments. We begin with a proof of the following facts:

1. One can assume, without loss of generality, that the base space $\mathbf{M}$ is a compact metric space instead of a compact Hausdorff space. (This fact simplifies substantially some of the measure theoretic considerations.)
2. If $\mathbf{T}=\mathbf{R}$ one can assume that the cocycle $\Phi$ is the fundamental solution matrix of an ordinary differential equation on $\mathbf{M}$ with continuous coefficients. We call such a cocycle smooth.
3. A linear skew product flow on an arbitrary vector bundle $\mathscr{E}$ over a compact Hausdorff space $\mathbf{M}$ can be imbedded into a linear skew product flow on $\mathbf{R}^{m} \times \mathbf{M}$ for some $m \geqq 1$.

The argument in each of these three cases is based on the same principle, viz. one can show that the given flow is cohomologous to the desired flow. The resulting cohomology preserves all the desired properties of our main theorems. In particular if $\Phi_{1}$ and $\Phi_{2}$ are two cohomologous cocycles on a compact Hausdorff space $M$ that satisfy

$$
F(\theta \cdot t) \Phi_{1}(\theta, t)=\Phi_{2}(\theta, t) F(\theta)
$$

where $F: \mathbf{M} \rightarrow \mathscr{G L}(m)$ is continuous, then as noted above $\Phi_{1}$ and $\Phi_{2}$ have the same collection of Lyapunov exponents. Furthermore ( $x, \theta$ ) has a strong Lyapunov exponent for $\Phi_{1}$ if and only if $(F(\theta) x, \theta)$ has a strong Lyapunov exponent for $\Phi_{2}$. Thus $F$ preserves the measurable spectrum meas $\Sigma(\mu, \theta)$ and it maps the measurable bundles of $\Phi_{1}$ onto those of $\Phi_{2}$. In addition $F$ preserves the dynamical spectrum, and it sets up a one-to-one correspondence between the continuous spectral subbundles.

The situation is, in fact, more general. Let $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ be two compact Hausdorff spaces and let $f: \mathbf{M}_{1} \rightarrow \mathbf{M}_{2}$ be a flow epimorphism. Next let $\Phi_{i}$ be a cocycle on $\mathbf{M}_{i}$ $(i=1,2)$ and let $F: \mathbf{M}_{1} \rightarrow \mathscr{G} \mathscr{L}(m)$ satisfy

$$
F\left(\theta_{1} \cdot t\right) \Phi_{1}\left(\theta_{1}, t\right)=\Phi_{2}\left(f\left(\theta_{1}\right), t\right) F\left(\theta_{1}\right) .
$$

Then $\Phi_{1}$ and $\Phi_{2}$ have the same measurable and dynamical spectra and $F$ sets up a one-to-one correspondence between the associated spectral bundles.

Our first step is to show that we can replace a compact Hausdorff base space $\mathbf{M}_{1}$ with a compact metric space $\mathbf{M}_{2}$. We use an argument of Ellis (1969).

Lemma 3.1. Let $\Phi_{1}$ be a cocycle over a compact Hausdorff space $\mathbf{M}_{1}$ with a flow $\theta_{1} \cdot t$. Then there is (i) a compact metric space $\mathbf{M}_{2}$ with a flow $\theta_{2} \cdot t$, (ii) a flow epimorphism $f: \mathbf{M}_{1} \rightarrow \mathbf{M}_{2}$ and (iii) a cocycle $\Phi_{2}$ over $\mathbf{M}_{2}$ such that $\Phi_{1}\left(\theta_{1}, t\right)=\Phi_{2}\left(f\left(\theta_{1}\right), t\right)$.

Proof. Let $\left\{t_{n}\right\}$ be a countable dense subset of T. Let $\mathscr{A}$ be the closed subalgebra of $\mathscr{C}\left(\mathbf{M}_{1}, \mathbf{R}\right)$ generated by all functions of the form $\left\{\theta_{1} \rightarrow \phi_{i j}\left(\theta_{1}, t_{n}\right)\right\}$ where $\phi_{i j}$ are the components of $\Phi$. Then $\mathscr{A}$ is a separable subalgebra of $\mathscr{C}\left(\mathbf{M}_{1}, \mathbf{R}\right)$. Since $\mathscr{A}$ is closed it contains all mappings $\left\{\theta_{1} \rightarrow \phi_{i j}\left(\theta_{1}, \tau\right)\right\}$ where $\tau \in T$; in fact $\mathscr{A}$ is also the closed subalgebra generated by all such mappings for $\tau \in T$. Because of the cocycle identity (2.1) we see that $\mathscr{A}$ is invariant, in the sense that if $g \in \mathscr{A}$ then $g_{\tau} \in \mathscr{A}$, where $g_{\tau}\left(\theta_{1}\right)=$ $g\left(\theta_{1} \cdot \tau\right)$. The Stone theorem, cf. Hewitt and Ross (1963, pp. 483-484), says that $\mathscr{A}=\mathscr{C}\left(\mathbf{M}_{2}, \mathbf{R}\right)$, where $\mathbf{M}_{2}$ is the maximal ideal space of $\mathscr{A}$. Since $\mathscr{A}$ is separable, $\mathbf{M}_{2}$ is a compact metric space. Recall that $\mathbf{M}_{2}$ can be realized as the space of equivalence classes $\left[\theta_{1}\right]$ where $\theta_{1} \sim \tilde{\theta}_{1}$ provided $\phi_{i j}\left(\theta_{1}, t_{n}\right)=\phi_{i j}\left(\tilde{\theta}_{1}, t_{n}\right)$ for all $i, j$ and all $t_{n}$. Note that if $\theta_{1} \sim \tilde{\theta}_{1}$ then $\theta_{1} \cdot \tau \sim \tilde{\theta}_{1} \cdot \tau$ for all $\tau \in T$. Consequently a flow on $\mathbf{M}_{2}$ is given by $\left[\theta_{1}\right] \cdot \tau=\left[\theta_{1} \cdot \tau\right]$. Also the mapping $f\left(\theta_{1}\right):=\left[\theta_{1}\right]$ from $\mathbf{M}_{1}$ to $\mathbf{M}_{2}$ is an epimorphism because $\mathscr{A}$ is invariant. Finally we see that for each $t \in \mathbf{T}$ the cocycle $\Phi_{1}\left(\theta_{1}, t\right)$ depends only on the equivalence class $\left[\theta_{1}\right]$. So we conclude the proof by defining $\Phi_{2}$ by $\Phi_{2}\left(\left[\theta_{1}\right], t\right):=\Phi_{1}\left(\theta_{1}, t\right)$ Q.E.D.

The following lemma appears in Ellis and Johnson (1982), but we include a proof for completeness of exposition.

Lemma 3.2. Let $\Phi$ be a cocycle over a compact Hausdorff space $\mathbf{M}$ with $\mathbf{T}=\mathbf{R}$. Then $\Phi$ is cohomologous to a smooth cocycle $\Psi$ over $\mathbf{M}$, i.e. $\Psi(\theta, t)$ is a fundamental matrix solution to $x^{\prime}=A(\theta \cdot \tau) x$ where $A$ is given by (3.1) below.

Proof. Let $V \subseteq \mathscr{G} \mathscr{L}(m)$ be a compact convex neighborhood of the identity $I$ and choose $r>0$ so that $\Phi(\theta, t) \in V$ for all $\theta \in \mathbf{M}$ and $0 \leqq t \leqq r$. Define $F(\theta):=$ $(1 / r) \int_{0}^{r} \Phi(\theta, s) d s$. Then $F(\theta)$ is invertible, and it is easily verified that the cocycle

$$
\Psi(\theta, t):=F(\theta \cdot t) \Phi(\theta, t) F(\theta)^{-1}=\frac{1}{r} \int_{t}^{t+r} \Phi(\theta, s) d s F(\theta)^{-1}
$$

which is cohomologous to $\Phi$, is the fundamental matrix solution to $x^{\prime}=\boldsymbol{A}(\theta \cdot t) x$ where

$$
\begin{equation*}
A(\theta):=\frac{1}{r}[\Phi(\theta, r)-I] F(\theta)^{-1} \tag{3.1}
\end{equation*}
$$

Q.E.D.

The next lemma will allow us to conclude that the Multiplicative Ergodic theorem 2.2 is valid for linear skew product flows on a vector bundle $\mathscr{E}$ over a compact Hausdorff space M. The same lemma shows that Theorems 2.3 and 2.4 extend to vector bundles as well. Before stating this we need to derive the following general fact concerning smooth approximations to continuous mappings on a compact invariant set.

Lemma 3.3. Let $\mathbf{M}$ be a compact Hausdorff space with a flow $\boldsymbol{\theta} \cdot \boldsymbol{t}$ and let $f: \mathbf{M} \rightarrow \mathbf{N}$ be a continuous mapping where $\mathbf{N}$ is a smooth compact Riemannian manifold. Then for every $\delta>0$ there is a continuous function $g: \mathbf{M} \rightarrow \mathbf{N}$ with the following properties:
(i) $\sup \{\operatorname{dist}(f(\theta), g(\theta)): \theta \in \mathbf{M}\} \leqq \delta$,
(ii) for every $\theta \in \mathbf{M}$, the mapping $\left.\theta \rightarrow(d / d t) g(\theta \cdot t)\right|_{t=0}$ of $\mathbf{M}$ into the tangent bundle TN is a continuous mapping in $\theta$.

Proof. Let $\delta>0$ be given. The Tubular Neighborhood theorem, see Guillemin and Pollack (1974), assures us that for a sufficiently large $m \geqq 1$ there is a smooth imbedding $h: \mathbf{N} \rightarrow \mathbf{R}^{m}$, an open set $W \supseteq \boldsymbol{h}(\mathbf{N})$ and a smooth retract $R: W \rightarrow h(\mathbf{N})$. Now choose $\eta>0$ so that if $\phi_{1}, \phi_{2} \in \boldsymbol{h}(\mathbf{N})$ and $\left|\phi_{1}-\phi_{2}\right| \leqq \eta$ then $\operatorname{dist}\left(h^{-1}\left(\phi_{1}\right), h^{-1}\left(\phi_{2}\right)\right) \leqq \delta$. Next choose $\tau>0$ so that

$$
V(\theta):=\operatorname{Co}\{h(f(\theta \cdot t)): 0 \leqq t \leqq \tau\} \subseteq W
$$

for every $\theta \in \mathbf{M}$, where Co refers to the closed convex hull, and $|h(f(\theta))-R(y)| \leqq \eta$ for every $\boldsymbol{\theta} \in \mathbf{M}$ and $y \in \boldsymbol{V}(\boldsymbol{\theta})$. We now define $g: \mathbf{M} \rightarrow \mathbf{N}$ by

$$
g:=h^{-1} \circ R\left(\frac{1}{\tau} \int_{0}^{\tau} h \circ f(\theta \cdot s) d s\right) .
$$

Since $1 / \tau \int_{0}^{\tau} h f(\theta \cdot s) d s \in V(\theta)$ we see that $|f(\theta)-g(\theta)| \leqq \delta$ for all $\theta \in \mathbf{M}$. Furthermore it is easy to conclude that $g$ is $C^{1}$ along trajectories and the mapping $\left.\theta \rightarrow(d / d t) g(\theta \cdot t)\right|_{t=0}$ is continuous. Q.E.D.

Lemma 3.4. Let $\mathscr{E}$ be a finite dimensional vector bundle over a compact Hausdorff base space $\mathbf{M}$ and let $\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t)$ be a linear skew product flow on $\mathscr{E}$. Then for any $\lambda \in R$ there exists an integer $m \geqq 1$, a monomorphism $H: \mathscr{E} \rightarrow \mathbf{R}^{m} \times \mathbf{M}$, a smooth cocycle $\Psi: M \rightarrow \mathscr{G} \mathscr{L}(m)$ and an orthogonal invariant resolution of the identity $Q=\left(Q_{1}, Q_{2}\right)$ such that $H(\mathscr{E})=$ Range $Q_{1}$ and

$$
\begin{aligned}
& Q_{1}(\theta \cdot t) \Psi(\theta, t)=\Psi(\theta, t) Q_{1}(\theta), \quad H(\theta \cdot t) \Phi(\theta, t)=\Psi(\theta, t) H(\theta), \\
& Q_{2}(\theta \cdot t) \Psi(\theta, t)=\Psi(\theta, t) Q_{2}(\theta)=e^{\lambda t} Q_{2}(\theta) .
\end{aligned}
$$

Proof. Since $\operatorname{dim} \mathscr{E}(\theta)$ is constant on the components of $\mathbf{M}$, there is no loss in generality in assuming that $\operatorname{dim} \mathscr{E}(\theta)=k$ for all $\theta \in \mathbf{M}$. The first step is to apply a standard result in the theory of vector bundles, Atiyah (1967, p. 25), which states that there is an integer $m>0$ and a projector $P_{1}: \mathbf{R}^{m} \times \mathbf{M} \rightarrow \mathbf{R}^{m} \times \mathbf{M}$ such that the vector bundle Range $P_{1}$ is isomorphic to $\mathscr{E}$. Let $\hat{H}: \mathscr{E} \rightarrow$ Range $P_{1} \subseteq \mathbf{R}^{m} \times \mathbf{M}$ be the isomorphism. Without any loss of generality we can assume that $P_{1}(\theta)$ is an orthogonal projection on $\mathbf{R}^{m}$ for all $\theta \in \mathbf{M}$. Let $P_{2}:=I-P_{1}$.

The mapping $\hat{W}_{1}: \theta \rightarrow$ Range $P_{1}(\theta)$ defines a continuous mapping of $\mathbf{M}$ into the smooth manifold $\mathscr{G}(m, k)$ of $k$-planes in $\mathbf{R}^{m}$. By Lemma 3.3, there is a smooth mapping $W_{1}: M \rightarrow \mathscr{G}(m, k)$ that is close to $\hat{W}_{1}$. Define $Q_{1}(\theta)$ to be the orthogonal projection with $W_{1}(\theta)=$ Range $Q_{1}(\theta)$. Since $W_{1}$ is smooth this means that $\left.\theta \rightarrow(d / d t) Q_{1}(\theta \cdot t)\right|_{t=0}$ is continuous. Also $Q_{2}(\theta)=I-Q_{1}(\theta)$ is smooth. Since $Q_{1}$ is close to $P_{1}$ it follows that $H=Q_{1} \hat{H}$ is an isomorphism of $\mathscr{E}$ onto Range $Q_{1}$.

Next we define a flow on $\mathbf{R}^{m} \times \mathbf{M}$ under which $Q_{1}$ and $Q_{2}$ are invariant. Let $S(\theta)=Q_{1}^{\prime}(\theta) Q_{1}(\theta)+Q_{2}^{\prime}(\theta) Q_{2}(\theta)$ and let $\Psi_{1}(\theta, t)$ be the fundamental matrix solution of $x^{\prime}=S(\theta \cdot t) x$ satisfying $\Psi_{1}(\theta, 0)=I$. Then as shown by Daletskii and Krein (1974) one has

$$
Q_{i}(\theta \cdot t) \Psi_{1}(\theta, t)=\Psi_{1}(\theta, t) Q_{i}(\theta)
$$

for all $\theta \in \mathbf{M}, t \in \mathbf{R}$, and $i=1,2$. Define a cocycle $\Psi$ on $\mathbf{M}$ by

$$
\begin{aligned}
& \Psi(\theta, t) Q_{1}(\theta)=H(\theta \cdot t) \Phi(\theta, t) H^{-1}(\theta), \\
& \Psi(\theta, t) Q_{2}(\theta)=e^{\lambda t} \Psi_{1}(\theta, t) Q_{2}(\theta) .
\end{aligned}
$$

It is now straightforward to check the remaining details. Lemma 3.2 assures us that $\Psi$ can be chosen to be smooth. Q.E.D.
4. Triangularization of cocycles. We turn next to the theory of the Gram-Schmidt factorization of isomorphisms on $\mathbf{R}^{m}$, where $\mathbf{R}^{m}$ has the Euclidean inner product $\langle$,$\rangle .$ Let $\mathscr{G L}(m)$ denote the group of all isomorphisms of $\mathbf{R}^{m}$. Each element $L \in \mathscr{G L}(m)$ is identified with the ( $m \times m$ ) matrix whose column vectors satisfy $\operatorname{col}_{i} L=L e_{i}, 1 \leqq i \leqq m$, where $\left\{e_{1}, \cdots, e_{m}\right\}$ is a fixed orthonormal basis in $\mathbf{R}^{m}$. Let $\mathcal{O}=\mathcal{O}(m)$ denote the subgroup of $\mathscr{G L}(m)$ consisting of all orthogonal linear transformations, and let $\mathscr{T}^{+}(m)$ denote the subcollection of all upper triangular matrices $L \in \mathscr{G L}(m)$ with positive entries on the main diagonal. Then $\mathscr{T}^{+}(m)$ is also a subgroup of $\mathscr{G L}(m)$ and one has

$$
\begin{equation*}
\mathscr{O}(m) \cap \mathscr{T}^{+}(m)=\{I\} . \tag{4.1}
\end{equation*}
$$

The Gram-Schmidt orthogonalization process assures us that for every $A \in \mathscr{G} \mathscr{L}(m)$ there are unique matrices $G(A) \in \mathscr{O}(m)$ and $T(A) \in \mathscr{T}^{+}(m)$ such that

$$
\begin{equation*}
G(A)=A T(A) \tag{4.2}
\end{equation*}
$$

Since the entries in $T(A)$ are algebraic functions of $\left\langle\operatorname{col}_{i} A, \operatorname{col}_{j} A\right\rangle$ we see that both $T(A)$ and $G(A)$ are smooth functions of $A$.

Next we note that one has

$$
\begin{equation*}
G(A B)=G(A G(B)), \quad T(A B)=T(B) T(A B T(B)) \tag{4.3}
\end{equation*}
$$

In order to prove (4.3), we define $U, V \in \mathscr{O}(m)$ by

$$
U:=G(A B)=A B T(A B), \quad V:=G(A G(B))=A B T(B) T(A B T(B)),
$$

where (4.2) is used above. One then has

$$
\begin{equation*}
U^{-1} V=T(A B)^{-1} T(B) T(A B T(B)) \in \mathscr{O}(m) \cap \mathscr{T}^{+}(m) . \tag{4.4}
\end{equation*}
$$

Hence by (4.1) $U^{-1} V=I$, which proves (4.3).
Let $\Phi: \mathbf{M} \rightarrow \mathscr{G} \mathscr{L}(m)$ be a cocycle on $\mathbf{M}$. Then (4.2) admits the factorization

$$
\begin{equation*}
G(\Phi(\theta, t) U)=\Phi(\theta, t) U T(\Phi(\theta, t) U) \tag{4.5}
\end{equation*}
$$

for every $U \in \mathscr{O}(m)$. This permits us to define a new flow on $\mathbf{H}:=\mathbf{M} \times \mathscr{O}(m)$ as follows: Let $\phi:=(\theta, U) \in \mathbf{M} \times \mathscr{O}(m)$ and define

$$
\begin{equation*}
\phi \cdot t:=(\theta \cdot t, G(\Phi(\theta, t) U)) \tag{4.6}
\end{equation*}
$$

Lemma 4.1. Equation (4.6) defines a flow on $\mathbf{H}=\mathbf{M} \times \mathcal{O}(m)$.
Proof. It suffices to verify the group property

$$
G[\Phi(\theta \cdot t, s) G(\Phi(\theta, t) U)]=G(\Phi(\theta, t+s) U)
$$

However, this is an immediate consequence of (2.1) and (4.3). Q.E.D.
We noted in § 2 that the cocycle $\Phi(\theta, t)$ on $\mathbf{M}$ defines a linear skew product flow on $\mathbf{R}^{m} \times \mathbf{M}$ by $\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t)$. By using (4.6) we see that $\pi$ can be lifted to a new flow $\hat{\pi}$ on $\mathbf{R}^{m} \times \mathbf{H}$ by

$$
\hat{\pi}(x, \phi, t):=(\Phi(\theta, t) x, \phi \cdot t)
$$

where $\phi=(\theta, U)$. Let $q: \mathbf{M} \times \mathscr{G} \mathscr{L}(m) \rightarrow \mathscr{G} \mathscr{L}(m)$ and $r: \mathbf{M} \times \mathscr{G} \mathscr{L}(m) \rightarrow \mathbf{M}$, (or $r: \mathbf{H} \rightarrow \mathbf{M})$ be the natural projections. Define $\Psi(\phi, t)$ by

$$
\begin{equation*}
\Psi(\phi, t):=q(\phi \cdot t)^{-1} \Phi(\theta, t) q(\phi)=G(\Phi(\theta, t) U)^{-1} \Phi(\theta, t) U \tag{4.7}
\end{equation*}
$$

where the ( -1 ) denotes the matrix inverse and $\phi=(\theta, U)$. Since $\phi \cdot t$ is a flow on $\mathbf{H}$, it follows that $\Psi$ is a cocycle on $\mathbf{H}$, and

$$
\begin{equation*}
\tilde{\pi}(x, \phi, t):=(\Psi(\phi, t) x, \phi \cdot t) \tag{4.8}
\end{equation*}
$$

is a linear skew product flow on $\mathbf{R}^{m} \times \mathbf{H}$ which is cohomologous to $\hat{\pi}$. The following lemma is now an immediate consequence of (4.2) and (4.7).

Lemma 4.2. Let $\Phi$ be a cocycle on $M$ and define $\phi \cdot t$ and $\Psi(\phi, t)$ by (4.6) and (4.7). Then one has

$$
\begin{equation*}
\Psi(\phi, t)=T(\Phi(\theta, t) U)^{-1} \in \mathscr{T}^{+}(m) \tag{4.9}
\end{equation*}
$$

for all $\phi=(\theta, U) \in \mathbf{H}$ and $t \in \mathbf{T}$.
Remark 4.1. The triangularization method described above is directly related to the familiar technique developed by Lyapunov (1892), Perron (1930) and Diliberto (1950). Let $\mathbf{T}=\mathbf{R}$ and let $\Phi(\theta, t)$ be a smooth cocycle and (therefore) the fundamental solution matrix of a differential equation

$$
\begin{equation*}
x^{\prime}=A(\theta \cdot t) x, \quad x \in \mathbf{R}^{m}, \quad \theta \in \mathbf{M} \tag{4.10}
\end{equation*}
$$

where $A$ is a continuous ( $m \times m$ ) matrix valued function defined on $\mathbf{M}$. Then $\Psi(\phi, t)$ is the fundamental solution matrix of

$$
\begin{equation*}
y^{\prime}=B(\phi \cdot t) y, \quad y \in \mathbf{R}^{m}, \quad \phi \in \mathbf{H} \tag{4.11}
\end{equation*}
$$

where $\phi=(\theta, U), B=G^{-1}\left(A G-G^{\prime}\right), G=G(\Phi(\theta, t) U)$ and $G^{\prime}=(d / d t) G$. The change of variables which maps solutions of (4.11) onto those of (4.10) is

$$
x=P(t) y=G(\Phi(\theta, t) U) y
$$

Also since the fundamental matrix solution of (4.11) is $\Psi$, an upper triangular matrix, we see that $B$ is also upper triangular.

Remark 4.2. For $\mathbf{T}=\mathbf{Z}$ this is basically the triangularization method described in Oseledec (1968).
5. Invariant measures. In this section we record for reference a number of known results concerning invariant measures associated with the flows on $\mathbf{M}$ and $\mathbf{H}$. Let $r$ be the natural projection of $\mathbf{H}$ onto $\mathbf{M}$. By (4.6) we see that $r$ is a flow epimorphism, i.e. $r(\phi) \cdot t=r(\phi \cdot t)$.

Because of Lemma 3.1 we see that there is no loss in generality in assuming $\mathbf{M}$ (and therefore $\mathbf{H}$ ) to be compact metric spaces. The Riesz Representation theorem says that for any compact metric space $\mathbf{M}$ there is an isomorphism between bounded positive linear functionals $l$ on $\mathscr{C}(\mathbf{M}, \mathbf{R})$ satisfying $l(1)=1$ with the (regular, positive, Borel, probability) measures $\mu$ on $\mathbf{M}$, and this isomorphism is given by the formula

$$
l(f)=\int_{M} f(\theta) \mu(d \theta) .
$$

Hereafter we will interchange freely such functionals and the associated measures and write $\mu(f)$ in place of $l(f)$.

The measure $\mu$ is invariant for the flow $\theta \cdot t$ if and only if $\mu\left(f_{\tau}\right)=\mu(f)$ for all $f \in \mathscr{C}(\mathbf{M}, \mathbf{R})$ and all $\tau \in \mathbf{T}$ where $f_{\tau}(\theta)=f(\theta \cdot \tau)$. Also $\mu$ is ergodic if and only if for $f \in \mathscr{L}^{1}(\mathbf{M}, \mathbf{R})$ one has

$$
\mu\left(f_{\tau}\right)=\mu(f) \quad \text { for all } \tau \in \mathbf{T} \Leftrightarrow f \equiv \text { constant. }
$$

The Krylov-Bogoliubov method, cf. Nemytskii and Stepanov (1960), is a method for constructing invariant measures. Let us review this for the case $\mathbf{T}=\mathbf{R}$. Let $\mu$ be a given measure on $\mathbf{M}$ and define

$$
\begin{equation*}
\mu_{T}(f):=\frac{1}{T} \int_{0}^{T} \mu\left(f_{\tau}\right) d \tau \tag{5.1}
\end{equation*}
$$

for $T>0$. Let $T_{n} \rightarrow+\infty$, and suppose (by choosing a subsequence if necessary) that $\mu_{T_{n}}$ converges weakly to a measure $\hat{\mu}$. Then $\hat{\mu}$ is easily seen to be invariant.

If the original measure $\mu$ is a $\delta$-measure, i.e. $\mu(f)=\delta_{\theta}(f)=f(\theta)$, then (5.1) becomes

$$
\begin{equation*}
\mu_{T}(f):=\frac{1}{T} \int_{0}^{T} f(\theta \cdot \tau) d \tau \tag{5.2}
\end{equation*}
$$

Notice that if the original measure $\mu$ has support in a closed invariant set $\mathbf{M}_{0}$, then the induced invariant measure $\hat{\mu}$ has support in $\mathbf{M}_{0}$ as well.

Let $\mu$ be a given invariant measure on $\mathbf{M}$. Let $I(\mu)$ denote the collection of all invariant measures $\nu$ on $\mathbf{H}$ that cover $\mu$, i.e. $\nu \in I(\mu)$ if it is invariant and $r(\nu)=\mu$. If $\mu$ is an ergodic measure on $\mathbf{M}$ we let $E(\mu)$ denote the ergodic measures $\nu \in I(\mu)$. By using the Krylov-Bogoliubov method we see that $I(\mu)$ is nonempty. Indeed if $l$ is any measure on $\mathcal{O}(m)$, then $\mu \times l$ is a measure on $\mathbf{H}$. Now form

$$
(\mu \times l)_{T}(g)=\frac{1}{T} \int_{0}^{T}(\mu \times l)\left(g_{\tau}\right) d \tau
$$

and let $\nu$ be a resulting invariant measure. In order to show that $\nu$ covers $\mu$ we need to show that $\nu(f)=\mu(f)$ whenever $f=f(\theta)$ depends only on the coordinate $\theta \in \mathbf{M}$. However in this case one has

$$
(\mu \times l)\left(f_{\tau}\right)=\mu\left(f_{\tau}\right)=\mu(f)=(\mu \times l)_{T}(f)
$$

since $\mu$ is invariant. Hence the limit $\nu$ satisfies $\nu(f)=\mu(f)$. Since $I(\mu)$ is nonempty, compact and convex it has extreme points. The extreme points in $I(\mu)$ are ergodic measures $\nu$ when $\mu$ is ergodic.
6. Proof of the Multiplicative Ergodic theorem. Throughout this section we will adopt without any loss of generality the following Standing Hypotheses which will lead to a proof of Theorems 2.1 and 2.2: Let $\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t)$ be a given
linear skew-product flow on the trivial (Lemma 3.4) vector bundle $\mathbf{R}^{m} \times \mathbf{M}$, where $\mathbf{M}$ is a compact metric space (Lemma 3.1). If $\mathbf{T}=\mathbf{R}$ we assume that $\Phi(\theta, t)$ is smooth and is the fundamental solution matrix (Lemma 3.2) of

$$
\begin{equation*}
x^{\prime}=A(\theta \cdot t) x, \quad x \in \mathbf{R}^{m}, \quad \theta \in \mathbf{M} . \tag{6.1}
\end{equation*}
$$

Let $\hat{\pi}(x, \phi, t)=(\Psi(\phi, t) x, \phi \cdot t)$ be the cohomologous triangular flow induced on $\mathbf{R}^{m} \times \mathbf{H}(\S 4)$. If $\mathbf{T}=\mathbf{R}$ then $\Psi(\phi, t)$ is also smooth and is the fundamental solution matrix of

$$
\begin{equation*}
y^{\prime}=B(\phi \cdot t) y, \quad y \in \mathbf{R}^{m}, \quad \phi \in \mathbf{H} \tag{6.2}
\end{equation*}
$$

where $B$ is a continuous upper triangular matrix. Let $\mu$ be a given invariant measure on $\mathbf{M}$ and let $\nu \in I(\mu)$ be any invariant measure on $\mathbf{H}$ that covers $\mu$. If $\mu$ is ergodic we assume that $\nu$ is ergodic (§5). Also $r: \mathbf{H} \rightarrow \mathbf{M}$ is the natural projection.

We shall say that a point $\theta \in \mathbf{M}$ (or $\phi \in \mathbf{H}$ ) is a Lyapunov point for $\pi$ (or $\hat{\boldsymbol{\pi}}$ ) if there are real numbers $\gamma_{1}, \cdots, \gamma_{m}$ and a basis $e_{1}, \cdots, e_{m}$ of $\mathbf{R}^{m}$ such that

$$
\begin{align*}
& \lambda\left(e_{i}, \theta\right):=\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\Phi(\theta, t) e_{i}\right|=\gamma_{i},  \tag{6.3}\\
& \left(\text { or } \lambda\left(e_{i}, \phi\right):=\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\Psi(\phi, t) e_{i}\right|=\gamma_{i}\right) \tag{6.4}
\end{align*}
$$

for $1 \leqq i \leqq m$.
Roughly speaking, the Multiplicative Ergodic theorem asserts that there are many Lyapunov points (i.e. $\mu\left(\mathbf{M}_{\mu}\right)=1$ ) and that they fit together in a measurable manner. As we now show this follows from the triangularization technique described in § 4.

Lemma 6.1. Let $\phi=(\theta, U) \in \mathbf{H}$ be a Lyapunov point for $\hat{\pi}$. Then $\theta \in \mathbf{M}$ is a Lyapunov point for $\pi$.

Proof. Choose $\gamma_{1}, \cdots, \gamma_{m}$ in $\mathbf{R}$ and a basis $e_{1}, \cdots, e_{m}$ in $\mathbf{R}^{m}$ so that (6.4) is satisfied. Define $f_{1}, \cdots, f_{m}$ by $f_{i}=U e_{i}, 1 \leqq i \leqq m$. Equation (4.7) yields

$$
\begin{equation*}
G(\Phi(\theta, t) U) \Psi(\phi, t)=\Phi(\theta, t) U . \tag{6.5}
\end{equation*}
$$

Since $G(\Phi(\theta, t) U)$ is an orthogonal matrix one has

$$
\left|\Phi(\theta, t) f_{i}\right|=\left|\Psi(\phi, t) e_{i}\right|, \quad 1 \leqq i \leqq m .
$$

It follows that (6.3) is satisfied with the same $\gamma_{i}$ when $e_{i}$ is replaced by $f_{i}$, $1 \leqq i \leqq m$. Q.E.D.

The next lemma is the key step in our proof.
Lemma 6.2. Let $\phi=(\theta, U) \in \mathbf{H}$ be fixed. Assume that the diagonal entries $\Psi(\phi, t)$ satisfy

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|=\gamma_{i} \tag{6.6}
\end{equation*}
$$

for some constants $\gamma_{i}, 1 \leqq i \leqq m$. Then $\phi$ is a Lyapunov point for $\hat{\pi}$ where the growth rates $\gamma_{1}, \cdots, \gamma_{m}$ are given by (6.6), and the associated matrix $V$ of basis vectors $\left\{e_{i}, \cdots, e_{m}\right\}$ is an upper triangular matrix given by (6.7) with $v_{i i}=1,1 \leqq i \leqq m$.

If $\mathbf{T}=\mathbf{R}$, then $\psi_{i i}(\phi, t)=\exp \left(\int_{0}^{t} b_{i i}(\phi \cdot s) d s\right)$ where $b_{i i}, 1 \leqq i \leqq m$, are the diagonal entries of the triangular matrix $B$ in (6.2). In this case (6.6) becomes

$$
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|=\lim _{|t| \rightarrow \infty} \frac{1}{t} \int_{0}^{t} b_{i i}(\phi \cdot s) d s=\gamma_{i}, \quad 1 \leqq i \leqq m .
$$

Also if $\mathbf{T}=\mathbf{Z}$, then the diagonal elements of $\psi$ satisfy

$$
\psi_{i i}(\phi, t)=\prod_{s=0}^{t-1} \psi_{i i}(\phi \cdot s, 1), \quad t>0
$$

with a similar expression valid for $t<0$. For $t>0$ one has

$$
\frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|=\frac{1}{t} \sum_{s=0}^{t-1} \log \left|\psi_{i i}(\phi \cdot s, 1)\right| .
$$

We see then that for both $\mathbf{T}=\mathbf{R}$ and $\mathbf{T}=\mathbf{Z}$, the limits in (6.6) are time-averages of continuous real-valued functions defined on $\mathbf{H}$. This fact will be used later when we apply the Birkhoff Ergodic theorem.

Proof. The argument we now give applies to any triangular cocycle $\Psi$ over any compact metric space $\mathbf{H}$. We will not use the special form of the flow on $\mathbf{H}$.

Let $i$ satisfy $1 \leqq i \leqq m$. For any upper triangular ( $m \times m$ ) matrix $T$ we let $T_{i}$ denote the lower-right $(k \times k)$-dimensional block where $k=(m-i+1)$. Thus $T_{1}=T$ and $T_{m}=\left(t_{m m}\right)$. For the matrix $B$ given by (6.2) we let $\beta_{i}$ denote the ( $m-i$ )-dimensional row vector that satisfies

$$
B_{i}=\left(\begin{array}{cc}
b_{i i} & \beta_{i} \\
0 & B_{i+1}
\end{array}\right)
$$

for $1 \leqq i \leqq m-1$.
The upper triangular matrix $V$ of basis vectors is obtained by constructing the $V_{i}$ inductively starting with $V_{m}=(1)$. Suppose $1 \leqq i \leqq m-1$ and that $V_{i+1}$ has been constructed with the properties that its diagonal elements are 1 and

$$
\lambda\left(\operatorname{col}_{j}\left(V_{i+1}\right), \phi\right)=\gamma_{j}
$$

for $i+1 \leqq j \leqq m$. To construct $V_{i}$ with the corresponding properties we first define $v_{i i}=1$. For $1 \leqq i \leqq m-1$ and $i+1 \leqq j \leqq m$ we define ${ }^{1}$

$$
\begin{gather*}
v_{i j}=v_{i j}(\phi):=\int_{\tau}^{0} \psi_{i i}^{-1}(\phi, s) \beta_{i}(\phi \cdot s) \Psi_{i+1}(\phi, s) \operatorname{col}_{j}\left(V_{i+1}(\phi)\right) d s  \tag{6.7}\\
\operatorname{col}_{j}\left(V_{i}\right):=\binom{v_{i j}}{\operatorname{col}_{j}\left(V_{i+1}\right)}
\end{gather*}
$$

where

$$
\tau=\tau_{i j}:= \begin{cases}\infty & \text { if } \gamma_{i}>\gamma_{j} \\ 0 & \text { if } \gamma_{i}=\gamma_{j} \\ -\infty & \text { if } \gamma_{i}<\gamma_{j}\end{cases}
$$

Equations (6.4) and (6.6) and the induction hypothesis imply that for every $\varepsilon>0$ there are constants $K_{1}$ and $K_{2}$ such that for $t \geqq 0$ one has

$$
\begin{aligned}
& \left|\psi_{i i}(\theta, t)\right| \leqq K_{2} \exp \left[\left(\gamma_{i}+\varepsilon\right) t\right], \quad\left|\psi_{i i}^{-1}(\theta, t)\right| \leqq K_{2} \exp \left[\left(-\gamma_{i}+\varepsilon\right) t\right], \\
& K_{1} \exp \left[\left(\gamma_{j}-\varepsilon\right) t\right] \leqq\left|\Psi_{i+1}(\phi, t) \operatorname{col}_{j}\left(V_{i+1}\right)\right| \leqq K_{2} \exp \left[\left(\gamma_{j}+\varepsilon\right) t\right]
\end{aligned}
$$

for $i+1 \leqq j \leqq m$. Since $\left|\beta_{i}\right|$ is uniformly bounded on $\mathbf{H}$, it follows that the infinite integral in (6.7) is well defined.

[^1]The variation of constants formula for the block-triangular system $u^{\prime}=B_{i}(\phi \cdot t) u$ yields

$$
\begin{equation*}
\Psi_{i}(\phi, t) \operatorname{col}_{j}\left(V_{i}\right)=\binom{\psi_{i i}(\phi, t) \int_{\tau}^{t} \psi_{i i}^{-1}(\phi, s) \beta_{i}(\phi \cdot s) \Psi_{i+1}(\phi, s) \operatorname{col}_{j}\left(V_{i+1}\right) d s}{\Psi_{i+1}(\phi, t) \operatorname{col}_{j}\left(V_{i+1}\right)} \tag{6.8}
\end{equation*}
$$

for $i+1 \leqq j \leqq m$ and $\Psi_{i}(\phi, t) \operatorname{col}_{i}\left(V_{i}\right)=\operatorname{col}\left(\psi_{i i}(\theta, t), 0, \cdots, 0\right)$. Let $v_{i j}(t)$ denote the first entry in (6.8). One then has $\lambda\left(\operatorname{col}_{i}\left(V_{i}\right), \phi\right)=\gamma_{i}$. While it is known that

$$
\begin{equation*}
\lambda\left(\operatorname{col}_{j}\left(V_{i}\right), \phi\right)=\lambda\left(\operatorname{col}_{j}\left(V_{i+1}\right), \phi\right)=\gamma_{j} \tag{6.9}
\end{equation*}
$$

for $i+1 \leqq j \leqq m$, cf. Millionscikov (1968), we shall include a proof for completeness. Indeed it follows from (6.8) and the inequalities after (6.7) that there is a constant $K$ such that

$$
\left|v_{i j}(t)\right| \leqq K \exp \left[\left(\gamma_{j}+3 \varepsilon\right) t\right]
$$

for $i+1 \leqq j \leqq m$ and $t \geqq 0$. Since $\varepsilon$ is arbitrary one has

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \frac{1}{|t|} \log \left|v_{i j}(t)\right| \leqq \gamma_{j}, \quad i+1 \leqq j \leqq m, \tag{6.10}
\end{equation*}
$$

and therefore by (6.8) we have

$$
\begin{aligned}
\gamma_{j} & =\lim _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Psi_{i+1}(\phi, t) \operatorname{col}_{j}\left(V_{i+1}\right)\right| \leqq \liminf _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Psi_{i}(\phi, t) \operatorname{col}_{j}\left(V_{i}\right)\right| \\
& \leqq \limsup _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Psi_{i}(\phi, t) \operatorname{col}_{j}\left(V_{i}\right)\right| \leqq \limsup _{t \rightarrow+\infty} \frac{1}{t} \log \left|v_{i j}(t)\right| \leqq \gamma_{j} .
\end{aligned}
$$

A similar argument applies as $t \rightarrow-\infty$. Also (6.10) is valid as $t \rightarrow-\infty$.
This completes the argument for $\mathbf{T}=\mathbf{R}$. If $\mathbf{T}=\mathbf{Z}$ the integrals in (6.7)-(6.8) are replaced by sums. For example by the variation of constants formula in Sacker and Sell (1976b), $v_{i j}(t)$ takes the form

$$
v_{i j}(t)=\psi_{i i}(\phi, t) \sum_{s=\tau}^{t-1} \psi_{i i}^{-1}(\phi, s+1) \beta_{i}(\phi \cdot s) \Psi_{i+1}(\phi, s) \operatorname{col}_{j}\left(V_{i+1}\right)
$$

where $\beta_{i}=\beta_{i}(\phi)$ is the $(m-i)$-dimensional row vector that satisfies

$$
\Psi_{i}(\phi, 1)=\left(\begin{array}{cc}
\psi_{i i}(\phi, 1) & \beta_{i}(\phi) \\
0 & \Psi_{i+1}(\phi, 1)
\end{array}\right)
$$

for all $\phi \in \mathbf{H}$. We will omit the details, which are easily verified. Q.E.D.
Lemma 6.3. Let $\phi=(\theta, U)$ satisfy the hypotheses of Lemma 6.2 and let $V$ be the matrix of basis vectors constructed above. Then there are upper triangular $(m \times m)$ matrices $S(\phi, t)$ and $D(\phi, t)$ that satisfy
(i) $\Psi(\phi, t) V=S(\phi, t) D(\phi, t)$,
(ii) $D(\phi, t)=\operatorname{diag}\left(\psi_{11}(\phi, t), \cdots, \psi_{m m}(\phi, t)\right)$,
(iii) $\lim \sup _{|t| \rightarrow \infty}(1 /|t|) \log |S(\phi, t)| \leqq 0$,
(iv) $\lim \sup _{|t| \rightarrow \infty}(1 /|t|) \log \left|S^{-1}(\phi, t)\right| \leqq 0$.

Proof. $S$ and $D$ are uniquely determined by (i) and (ii) and

$$
S(\phi, t)=\left(\begin{array}{cccc}
1 & \psi_{22}^{-1}(\phi, t) v_{12}(t) & \cdots & \psi_{m m}^{-1}(\phi, t) v_{1 m}(t) \\
0 & 1 & \cdots & \psi_{m m}^{-1}(\phi, t) v_{2 m}(t) \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1
\end{array}\right)
$$

It follows from (6.10) that

$$
\limsup _{|t| \rightarrow+\infty} \frac{1}{|t|} \log \left|\psi_{j j}^{-1}(\phi, t) v_{i j}(t)\right| \leqq 0
$$

for $1 \leqq i \leqq m-1$ and $i+1 \leqq j \leqq m$. Parts (iii) and (iv) then follow from the last inequality and the fact that the entries in $S^{-1}$ are polynomials in the entries of $S$. Q.E.D.

Next we apply the Birkhoff Ergodic theorem which assures us that there are a good supply of Lyapunov points in $\mathbf{H}$.

Lemma 6.4. There is a Borel measurable invariant set $\mathbf{H}_{\nu} \subseteq \mathbf{H}$ with $\nu\left(\mathbf{H}_{\nu}\right)=1$ and such that every point $\phi \in \mathbf{H}_{\nu}$ is a Lyapunov point.

Proof. As noted above the limits

$$
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|, \quad 1 \leqq i \leqq m
$$

are time-averages of continuous functions defined on $\mathbf{H}$. The Birkhoff Ergodic theorem, see Nemytskii and Stepanov (1960), asserts that there is a Borel set $\mathbf{H}_{\nu} \subseteq \mathbf{H}$ with $\nu\left(\mathbf{H}_{\nu}\right)=1$, and there exist bounded Borel measurable invariant functions $\rho_{1}, \cdots, \rho_{m}: \mathbf{H}_{\nu} \rightarrow \mathbf{R}$ with the property that

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|=\rho_{i}(\phi), \quad 1 \leqq i \leqq m, \tag{6.11}
\end{equation*}
$$

for all $\phi \in \mathbf{H}_{\nu}$. It then follows from Lemma 6.2 that each $\phi \in \mathbf{H}_{\nu}$ is a Lyapunov point. Q.E.D.

Let $\rho_{1}, \cdots, \rho_{m}$ satisfy (6.11). For each integer $k, 1 \leqq k \leqq m$, let $N(k)$ denote the collection of vectors $\vec{m}=\left(m_{1}, \cdots, m_{k}\right)$ with integer entries that satisfy $1 \leqq m_{j}, 1 \leqq j \leqq k$, and $m_{1}+\cdots+m_{k}=m$. We will now construct a measurable decomposition of $\mathbf{H}_{\nu}$. Fix $\phi \in \mathbf{H}_{\nu}$. We then note that there is an integer $k, 1 \leqq k \leqq m$, and an $\vec{m} \in N(k)$ such that the following two properties hold:
(i) There are exactly $k$ distinct values in the collection $\left\{\rho_{1}(\phi), \cdots, \rho_{m}(\phi)\right\}$, which we rewrite as $\left\{\lambda_{1}(\phi), \cdots, \lambda_{k}(\phi)\right\}$ where

$$
\begin{equation*}
\lambda_{1}(\phi)<\lambda_{2}(\phi)<\cdots<\lambda_{k}(\phi) \tag{6.12}
\end{equation*}
$$

(ii) The cardinality of the set $\left\{i: 1 \leqq i \leqq m\right.$ and $\left.\rho_{i}(\phi)=\lambda_{j}(\phi)\right\}$ is $m_{j}$ for each $j$, $1 \leqq j \leqq k$.

We denote the ordered pair $(k, \vec{m})$ briefly by $p$ and define $\mathbf{H}_{\nu}(p)$ to be the set of all $\phi \in \mathbf{H}_{\nu}$ to which $k$ and $\vec{m}$ correspond as above. The set $\mathbf{H}_{\nu}(p)$ is Borel measurable since it is the pullback of the closed set

$$
\left\{\left(x_{1}, \cdots, x_{m}\right): x_{1}=x_{2}=\cdots=x_{m_{1}}<x_{m_{1}+1}=\cdots=x_{m_{2}}<\cdots<x_{m_{k-1}+1}=\cdots=x_{m_{k}}\right\}
$$

by the Borel measurable function that is the composition of the Borel measurable function $\phi \rightarrow\left(\rho_{1}(\phi), \cdots, \rho_{m}(\phi)\right)$ with the continuous function $\sigma$ that maps $\left(x_{1}, x_{2}, \cdots, x_{m}\right)$ onto its permutation ( $x_{1}^{\prime}, x_{2}^{\prime}, \cdots, x_{m}^{\prime}$ ) where $x_{1}^{\prime} \leqq x_{2}^{\prime} \leqq \cdots \leqq x_{m}^{\prime}$.

It is easy to see that $H_{\nu}=\cup H_{\nu}(p)$, where the union is taken over all such points $p=(k, \vec{m})$, is a measurable decomposition of $\mathbf{H}_{\nu}$. Since each $\rho_{i}$ is invariant we see that the sets $H_{\nu}(p)$ are invariant. If $\nu$ is an ergodic measure, then all but one $H_{\nu}(p)$ has $\nu$-measure 0 . The following result is a consequence of the measurability and invariance of $\rho_{1}, \cdots, \rho_{m}$.

Lemma 6.5. The functions $\lambda_{1}, \cdots, \lambda_{k}: \mathbf{H}_{\nu}(p) \rightarrow \mathbf{R}$ are Borel measurable and invariant.

Let $\phi \in \mathbf{H}_{\nu}(p)$ and let $\rho_{1}, \cdots, \rho_{m}$ and $\lambda_{1}, \cdots, \lambda_{k}$ be given as above. Let $e_{1}, \cdots, e_{m}$ be the basis in $\mathbf{R}^{m}$ constructed in Lemma 6.2. Thus one has $\lambda\left(e_{i}, \phi\right)=\rho_{i}(\phi), 1 \leqq i \leqq m$. For $1 \leqq j \leqq k$ define

$$
\mathscr{W}_{j}(\phi):=\operatorname{Span}\left\{e_{i}: \lambda\left(e_{i}, \phi\right)=\lambda_{j}(\phi)\right\} .
$$

One then has $\operatorname{dim} \mathscr{W}_{j}(\phi)=m_{j}$ and $R^{m}=\mathscr{W}_{1}(\phi)+\cdots+\mathscr{W}_{k}(\phi)$.
The next lemma shows that every $y \in \mathscr{W}_{j}(\phi), y \neq 0$, has $\lambda_{j}(\phi)$ as a strong Lyapunov exponent.

Lemma 6.6. Let $\phi \in \mathbf{H}$ satisfy the hypothesis of Lemma 6.2. Then for all $y \in W_{j}(\phi)$, $y \neq 0$, one has

$$
\begin{equation*}
\lim _{|t| \rightarrow+\infty} \frac{1}{t} \log |\Psi(\phi, t) y|=\lambda_{j}(\phi), \quad 1 \leqq j \leqq k . \tag{6.13}
\end{equation*}
$$

Moreover the limit in (6.13) is uniform for $|y|=1$.
Proof. We will use Lemma 6.3. Fix $j$ and let $y \in \mathscr{W}_{j}(\phi), x \neq 0$. Then

$$
y \in \operatorname{Span}\left\{\operatorname{col}_{i}(V): \lambda_{i}(\phi)=\lambda_{j}(\phi)\right\} .
$$

If $\left\{e_{1}, \cdots, e_{m}\right\}$ is the natural basis in $\mathbf{R}^{m}$ then $z=V^{-1} y$ satisfies

$$
z \in \operatorname{Span}\left\{e_{i}: \lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{i i}(\phi, t)\right|=\lambda_{j}(\phi)\right\} .
$$

Consequently one has

$$
\lim _{|t| \rightarrow+\infty} \frac{1}{t} \log |D(\phi, t) z|=\lambda_{j}(\phi)
$$

and the last limit is uniform for $|y|=1$. Since one has

$$
\left|S^{-1}(\phi, t)\right|^{-1}|D(\phi, t) z| \leqq|\Psi(\phi, t) V z|=|\Psi(\phi, t) y| \leqq|S(\phi, t)||D(\phi, t) z|
$$

and

$$
\liminf _{t \rightarrow+\infty} \frac{1}{t} \log \left|S^{-1}(\phi, t)\right|^{-1}=-\limsup _{t \rightarrow+\infty} \frac{1}{t} \log \left|S^{-1}(\phi, t)\right| \geqq 0
$$

(by Lemma 6.3), we get

$$
\begin{aligned}
\lambda_{j}(\phi) & \leqq \liminf _{t \rightarrow+\infty} \frac{1}{t} \log \left|S^{-1}(\phi, t)\right|^{-1}+\liminf _{t \rightarrow+\infty} \frac{1}{t} \log |D(\phi, t) z| \\
& \leqq \liminf _{t \rightarrow+\infty} \frac{1}{t} \log |\Psi(\phi, t) y| \leqq \limsup _{t \rightarrow+\infty} \frac{1}{t} \log |\Psi(\phi, t) y| \\
& \leqq \limsup _{t \rightarrow+\infty} \frac{1}{t} \log |S(\phi, t)|+\underset{t \rightarrow+\infty}{\limsup } \frac{1}{t} \log |D(\phi, t) y| \\
& \leqq \lambda_{j}(\phi) .
\end{aligned}
$$

A similar argument applies as $t \rightarrow-\infty$. Q.E.D.
Lemma 6.7. Let $\phi \in \mathbf{H}_{\nu}(p)$ and let $y \in \mathbf{R}^{m}, y \neq 0$. Assume that $\lambda(y, \phi)=\gamma$. Then there is a $j, 1 \leqq j \leqq k$ such that $\lambda(y, \phi)=\lambda_{j}(\phi)$ and $y \in \mathscr{W}_{j}(\phi)$.

Proof. Since $e_{1}, \cdots, e_{m}$ is a basis one has

$$
\begin{equation*}
y=\alpha_{1} e_{1}+\cdots+\alpha_{m} e_{m} \tag{6.14}
\end{equation*}
$$

where $\alpha_{1}, \cdots, \alpha_{m}$ are scalars. It is an easy exercise to see that one has

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \frac{1}{t} \log |\Psi(\phi, t) y|=\max \left\{\rho_{i}(\phi): 1 \leqq i \leqq m \text { and } \alpha_{i} \neq 0\right\}, \\
& \lim _{t \rightarrow-\infty} \frac{1}{t} \log |\Psi(\phi, t) y|=\min \left\{\rho_{i}(\phi): 1 \leqq i \leqq m \text { and } \alpha_{i} \neq 0\right\} .
\end{aligned}
$$

Therefore if the two-sided limit $\lambda(y, \phi)=\gamma$ exists, the only nonzero $\alpha$ 's in (6.14) are coefficients of basis vectors used to define a single $\mathscr{W}_{j}(\phi)$. Hence $\lambda(y, \phi)=\lambda_{j}(\phi)$ and $y \in \mathscr{W}_{j}(\phi)$. Q.E.D.

Let $\phi_{1}=\left(\theta, U_{1}\right), \phi_{2}=\left(\theta, U_{2}\right)$ be two points in $\mathbf{H}$ with the same $\theta$-coordinate. From (6.5) one has

$$
\begin{equation*}
G\left(\Phi(\theta, t) U_{1}\right) \Psi\left(\phi_{1}, t\right) U_{1}^{-1}=\Phi(\theta, t)=G\left(\Phi(\theta, t) U_{2}\right) \Psi\left(\phi_{2}, t\right) U_{2}^{-1} \tag{6.15}
\end{equation*}
$$

Therefore if $y \in \mathbf{R}^{m}$ then $\left|\Psi\left(\phi_{1}, t\right) y\right|=\left|\Psi\left(\phi_{2}, t\right) V y\right|$ where $V=U_{2}^{-1} U_{1}$. We see that

$$
\begin{equation*}
\lambda\left(y, \phi_{1}\right)=\gamma \Leftrightarrow \lambda\left(V y, \phi_{2}\right)=\gamma . \tag{6.16}
\end{equation*}
$$

Now assume further that $\phi_{1} \in \mathbf{H}_{\nu}$. Then $\phi_{1}$ is a Lyapunov point by Lemma 6.2 and (6.4). Let $\gamma_{1}, \cdots, \gamma_{m}$ be the strong Lyapunov exponents and let $e_{1}, \cdots, e_{m}$ be a basis with $\lambda\left(e_{i}, \phi_{1}\right)=\gamma_{i}, 1 \leqq i \leqq m$. It follows from (6.16) that $V e_{1}, \cdots, V e_{m}$ is a basis for which $\lambda\left(V e_{i}, \phi_{2}\right)=\gamma_{i}, 1 \leqq i \leqq m$. We have just proved the following result:

Lemma 6.8. Let $\phi=(\theta, U) \in \mathbf{H}_{\nu}$, and let $\gamma_{1}, \cdots, \gamma_{m}$ be the set of strong Lyapunov exponents given by Lemma 6.2 and (6.4). Then every point $\hat{\phi}=(\theta, \hat{U})$ in the fiber over $\theta$ is a Lyapunov point with precisely the same set of strong Lyapunov exponents.

By combining Lemmas 6.7 and 6.8 and (6.15) we immediately have the following:
Lemma 6.9. Let $\phi_{1}=\left(\theta, U_{1}\right)$ and $\phi_{2}=\left(\theta, U_{2}\right)$ be two points in $\mathbf{H}_{\nu}$ with the same $\theta$-coordinate. Then $\phi_{1}$ and $\phi_{2}$ lie in the same set $\mathbf{H}_{\nu}(p)$, and for $1 \leqq j \leqq k$ one has

$$
\begin{equation*}
\lambda_{j}\left(\phi_{1}\right)=\lambda_{j}\left(\phi_{2}\right), \quad U_{1} \mathscr{W}_{j}\left(\phi_{1}\right)=U_{2} \mathscr{W}_{j}\left(\phi_{2}\right) \tag{6.17}
\end{equation*}
$$

Hence $\lambda_{j}\left(\phi_{1}\right)$ and $U_{1} \mathscr{W}_{j}\left(\phi_{1}\right)$ depend only on the $\theta$-coordinate.
By using (6.16) together with Lemma 6.6 we see that if $\phi_{1}=\left(\theta, U_{1}\right) \in \mathbf{H}_{\nu}$ then for any $\phi_{2}=\left(\theta, U_{2}\right)$, with the same $\theta$-coordinate, we have

$$
\lambda\left(y, \phi_{1}\right)=\lambda\left(V y, \phi_{2}\right)=\lambda_{j}\left(\phi_{1}\right)
$$

for all $y \in \mathscr{W}_{j}\left(\phi_{1}\right), y \neq 0$, where $V=U_{2}^{-1} U_{1}$.
We now use $r: H \rightarrow \mathbf{M}$ to project $\mathbf{H}_{\nu}$ and $\mathbf{H}_{\nu}(p)$ to $\mathbf{M}$. Define $\mathbf{M}_{\mu}$ and $\mathbf{M}_{\mu}(p)$ by

$$
r\left(\mathbf{H}_{\nu}\right):=\mathbf{M}_{\mu}, \quad r\left(\mathbf{H}_{\nu}(p)\right):=\mathbf{M}_{\mu}(p)
$$

Note that since $M$ and $H$ are compact metric spaces, and $H_{\nu}$ and $\mathbf{H}_{\nu}(p)$ are Borel measurable sets in $\mathbf{H}$, the images $\mathbf{M}_{\mu}$ and $\mathbf{M}_{\mu}(p)$ are $\mu$-measurable sets in $\mathbf{M}$, see Federer (1969, Chap. 2). Furthermore one has $\mu\left(\mathbf{M}_{\mu}\right)=1$. (Strictly speaking, $\mathbf{M}_{\mu}$ and $\mathbf{M}_{\mu}(p)$ depend on the choice of $\nu \in I(\mu)$. Since $\mu\left(r\left(\mathbf{H}_{\nu}\right)\right)=\nu\left(\mathbf{H}_{\nu}\right)=1$ we see that any two such sets $\mathbf{M}_{\mu}$ agree except on a set of $\mu$-measure 0 .)

Let $\phi=(\theta, U) \in \mathbf{H}_{\nu}(p)$. Then $\theta \in \mathbf{M}_{\nu}(p)$. Next define

$$
\lambda_{j}(\theta):=\lambda_{j}(\phi), \quad \mathscr{W}_{j}(\theta):=U^{\mathscr{W}} \mathscr{W}_{j}(\phi), \quad 1 \leqq j \leqq k
$$

From Lemma 6.9 we see that $\lambda_{j}(\theta)$ and $U\left(W_{j}(\phi)\right)$ depend only on the $\theta$-coordinate. Also from Lemmas 6.5 and 6.9 we see that $\lambda_{1}, \cdots, \lambda_{k}: \mathbf{M}_{\mu}(p) \rightarrow \mathbf{R}$ are $\mu$-measurable and invariant. For $\theta \in \mathbf{M}_{\mu}(p)$ we see that the spaces $\mathscr{W}_{1}(\theta), \cdots, \mathscr{W}_{k}(\theta)$ satisfy conclusions (v)-(vii) of Theorem 2.1.

The only point that remains to be proven is that the mappings $\mathscr{W}_{i}: \mathbf{M}_{\mu}(p) \rightarrow$ $\mathscr{G}\left(m, m_{i}\right), 1 \leqq i \leqq k$, are $\mu$-measurable. Because of Lemma 6.9 it suffices to show that each $\mathscr{W}_{i}$ is Borel measurable on $\mathbf{H}_{\nu}(p), 1 \leqq i \leqq k$. We will do this by noting that the basis matrix $V=\left\{e_{1}, \cdots, e_{m}\right\}$ constructed in (6.7) is Borel measurable in $\phi$ since the coefficients in the integral depend continuously in $\phi$, and therefore the integral is measurable ${ }^{2}$ in $\phi$, cf. Federer (1969). This completes the proof of Theorem 2.1.

Theorem 2.2, the Multiplicative Ergodic theorem on a vector bundle $\mathscr{E}$, follows directly from Lemma 3.4 and Theorem 2.1. In Lemma 3.4 one can choose the $\lambda \in \mathbf{R}$ arbitrarily. A good choice for $\lambda$ is $\lambda \notin \operatorname{dyn} \Sigma(\mathscr{E})$, where dyn $\Sigma(\mathscr{E})$ is the dynamical spectrum of the linear skew product flow on $\mathscr{E}$. With this choice one knows that the measurable subbundle associated with $\lambda$ is Range ( $Q_{2}$ ) and is disjoint from Range ( $Q_{1}$ ). (See Theorem 8.1 below.)

Remark 6.1. The uniformity described in Lemma 6.6 can be strengthened. Let $\phi=(\theta, U) \in \mathbf{H}_{\nu}(p)$, let $\lambda_{1}, \cdots, \lambda_{k}: \mathbf{H}_{\nu}(p) \rightarrow \mathbf{R}$ be the growth rates with $\lambda_{1}(\phi)<\cdots<\lambda_{k}(\phi)$, and let

$$
\mathbf{R}^{m}=\mathscr{W}_{1}(\phi)+\cdots+\mathscr{W}_{k}(\phi)
$$

be the decomposition of $\mathbf{R}^{m}$ into the measurable bundles. Then every $y \in \mathbf{R}^{m}$ can be written uniquely as $y=y_{1}+\cdots+y_{k}$ where $y_{i} \in \mathscr{W}_{i}(\phi), 1 \leqq i \leqq k$. Furthermore for $y \neq 0$ one has

$$
\begin{align*}
& \lim _{t \rightarrow+\infty} \frac{1}{t} \log |\Psi(\phi, t) y|=\lambda_{b}(\phi),  \tag{6.18}\\
& \lim _{t \rightarrow-\infty} \frac{1}{t} \log |\Psi(\phi, t) y|=\lambda_{a}(\phi), \tag{6.19}
\end{align*}
$$

where $a=\min \left\{i: y_{i} \neq 0\right\}$ and $b=\max \left\{i: y_{i} \neq 0\right\}$. (See Lemma 6.7.) By using the argument of Lemma 6.6, it is easily seen that the limits in (6.18) and (6.19) are uniform on compact sets of the form

$$
\left\{y \in \mathbf{R}^{m}: 0<\alpha \leqq\left|y_{b}\right|,|y| \leqq \beta\right\}, \quad\left\{y \in \mathbf{R}^{m}: 0<\alpha \leqq\left|y_{a}\right|,|y| \leqq \beta\right\} .
$$

These considerations extend immediately to the cocycle $\Phi(\theta, t)$ over $\mathbf{M}$, where $\mathscr{W}_{i}(\phi)$ is replaced by $U W_{i}(\phi), 1 \leqq i \leqq k$. (See Lemma 6.9.)

Remark 6.2. As noted by Oseledec (1968) the uniformity condition in Lemma 6.6 implies that the limits

$$
\begin{equation*}
\lim _{|t| \rightarrow+\infty} \frac{1}{|t|} \log \beta_{i}(\theta, t), \quad 1 \leqq i \leqq m, \tag{6.20}
\end{equation*}
$$

exist almost everywhere, where $\beta_{1} \geqq \beta_{2} \geqq \cdots \geqq \beta_{m}$ are the eigenvalues of the positive self-adjoint matrix $\Phi^{*}(\theta, t) \Phi(\theta, t)$.

Remark 6.3. The basis $e_{1}, \cdots, e_{m}$, which we construct in Lemma 6.2, is very closely related to Lyapunov's concept of "regularity" or "biregularity", see Lyapunov (1892) and Bylov et al. (1966). Note that if $\theta \in \mathbf{M}_{\mu}$ then there are real numbers $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{k}$ and a splitting

$$
\mathbf{R}^{m}=W_{1}+\cdots+W_{k}
$$

such that if $x \in W_{i}, x \neq 0$, then $\lambda(x, \theta)=\gamma_{i}, 1 \leqq i \leqq k$, and

$$
\begin{equation*}
\sum_{i=1}^{k} m_{i} \gamma_{i}=\lim _{|t| \rightarrow+\infty} \frac{1}{t} \log |\operatorname{det}(\Phi(\theta, t))| \tag{6.21}
\end{equation*}
$$

[^2]where $m_{i}=\operatorname{dim} W_{i}, 1 \leqq i \leqq k$. If $\Phi$ is a smooth cocycle, i.e. if $\Phi$ is a fundamental solution matrix of (6.1), then (6.21) becomes
$$
\sum_{i=1}^{k} m_{i} \gamma_{i}=\lim _{|t| \rightarrow+\infty} \frac{1}{t} \int_{0}^{t} \operatorname{tr} A(\theta \cdot s) d s
$$

Also see Vinograd (1956).
Remark 6.4. Other proofs of the Multiplicative Ergodic theorem. The proof of Oseledec (1968) uses many features of our argument, including the triangularization method described in § 4 and the theory of regularity described above. Some complication in Oseledec's argument seems to be due to the fact that he used neither (6.7) nor the factorization technique described in Lemmas 6.3 and 6.6. Also, Oseledec did not assume the base space $M$ to be a compact metric space, and consequently his proof of the measurability (with respect to $\theta$ ) of the bundles $\mathscr{W}_{i}(\theta)$ leaves some unanswered questions.

A portion of the Multiplicative Ergodic theorem was derived by Millionscikov (1968) for the case where $\mu$ is an ergodic measure. He constructed the measurable spectrum meas $\Sigma(\mu)$ and showed that it was constant almost everywhere. Equation (6.7) was used by Millionscikov; however, he did not derive Lemma 6.6, nor did he address the question of the measurability of the bundles $\mathscr{W}_{i}(\theta)$.

Raghunathan (1979), Ruelle (1979), Crauel (1981), and Kifer (1985) give alternative proofs of the Multiplicative Ergodic theorem. Their approach is based on either a theorem of Furstenberg and Kesten (1960) (see § 10) or the Subadditive Ergodic theorem, which was proved by Kingman (1968). Ruelle, for example, first shows that the limits in (6.20) exist almost everywhere. By using the eigenspaces of the associated self-adjoint operator $\Phi^{*}(\theta, t) \Phi(\theta, t)$, he constructs the measurable subbundles $\mathscr{W}_{i}(\theta)$.

The proof by Ruelle is more general than ours in that it applies to certain linearized semiflows generated by evolutionary equations on an infinite dimensional Hilbert space. Ruelle does not assume the base space $\mathbf{M}$ to be compact; instead he uses a logarithmic-boundedness condition on the cocycle $\Phi$. This boundedness condition is automatically satisfied when the base space is compact. As we shall see in $\S 10$, the assumption that $\mathbf{M}$ be compact is not a serious restriction, since this can be satisfied in practically every application.
7. Flow on the projective bundle. In this section we shall study the ergodic properties of the induced flow on the projective bundle, see Johnson (1978), (1980b) and Crauel (1981).

As in $\S 6$, we let $\phi=(\theta, U) \in \mathbf{H}_{\nu}(p)$ and let $\lambda_{1}(\phi)<\cdots<\lambda_{k}(\phi)$ be the growth rates with multiplicity $\vec{m}=\left(m_{1}, \cdots, m_{k}\right)$, where $m_{1}+\cdots+m_{k}=m$. By Lemma 6.9 we recall that $\lambda_{i}(\phi)$ depends only on $\theta, 1 \leqq i \leqq k$. Next define

$$
U_{i}^{ \pm}(\phi)=\operatorname{Span}\left\{y \in \mathbf{R}^{m}: y \neq 0 \text { and } \limsup _{t \rightarrow \pm \infty} \frac{1}{|t|} \log |\Psi(\phi, t) y| \leqq \lambda_{i}(\phi)\right\} .
$$

Then $\operatorname{dim} U_{i}^{+}(\phi)=m_{1}+\cdots+m_{i}$ and $\operatorname{dim} U_{i}^{-}(\phi)=m_{i}+\cdots+m_{k}$. Also one has $\mathscr{W}_{i}(\phi)=U_{i}^{+}(\phi) \cap U_{i}^{-}(\phi), \operatorname{dim} \mathscr{W}_{i}(\phi)=m_{i}$ and $\mathbf{R}^{m}=\mathscr{W}_{1}(\phi)+\cdots+\mathscr{W}_{k}(\phi)$. By Lemma 6.9 we see that $\mathscr{W}_{i}(\theta):=U W_{i}(\phi)$ depends only on $\theta$.

Let $\mathbf{P}^{m-1}(\mathbf{R})$ denote the projective space of lines in $\mathbf{R}^{m}$ containing the origin, with the usual topology. We define the induced flow $\hat{\pi}$ on the projective bundle $\mathbf{N}=$ $\mathbf{P}^{m-1}(\mathbf{R}) \times \mathbf{M}$ by $(l, \theta) \cdot t=(\Phi(\theta, t) l, \theta \cdot t)$. (Since $\Phi$ is linear it maps lines onto lines.)

If $\mathbf{T}=\mathbf{R}$, we define $f: \mathbf{N} \rightarrow \mathbf{R}$ by $f(l, \theta)=\langle A(\theta) x, x\rangle$, where $A$ is the matrix function (6.1), $\langle$,$\rangle is the Euclidean inner product on \mathbf{R}^{m}$, and $x \in l$ satisfies $|x|=1$. Then for
$|x|=1$ one has

$$
\begin{equation*}
\log |\Phi(\theta, t) x|=\int_{0}^{t} f((l, \theta) \cdot s) d s \tag{7.1}
\end{equation*}
$$

If $\mathbf{T}=\mathbf{Z}$, we define $f: \mathbf{N} \rightarrow \mathbf{R}$ by $f(\theta, l)=\frac{1}{2} \log \left\langle A^{*}(\theta) A(\theta) x, x\right\rangle$, where $A(\theta)=\Phi(\theta, 1)$ and $|x|=1$. Then one has

$$
\begin{array}{ll}
\log |\Phi(\theta, t) x|=\sum_{s=0}^{t-1} f((l, \theta) \cdot s), & t \geqq 1,  \tag{7.2}\\
\log |\Phi(\theta, t) x|=\sum_{s=1}^{|t|} f((l, \theta) \cdot-s), & t<0 .
\end{array}
$$

Next define the time-averages

$$
f^{+}(l, \theta)=\limsup _{t \rightarrow+\infty} \frac{1}{t} \int_{0}^{t} f((l, \theta) \cdot s) d s
$$

and

$$
f^{-}(l, \theta)=\liminf _{t \rightarrow-\infty} \frac{1}{|t|} \int_{0}^{t} f((l, \theta) \cdot s) d s
$$

when $\mathbf{T}=\mathbf{R}$. (For $\mathbf{T}=\mathbf{Z}, f^{ \pm}$are defined similarly by using (7.2).) Then by (7.1) and (7.2) $f^{+}(l, \theta)$ and $f^{-}(l, \theta)$ are the Lyapunov exponents $\lambda_{s}^{+}(x, \theta)$ and $\lambda_{i}^{-}(x, \theta)$, respectively, where $x \in l, x \neq 0$. Also the functions $f^{ \pm}: \mathbf{N} \rightarrow \mathbf{R}$ are Borel measurable.

For $\theta \in \mathbf{M}_{\mu}(p)=r\left(\mathbf{H}_{\nu}(p)\right)$ and $1 \leqq i \leqq k$ we define

$$
\begin{aligned}
& u_{i}^{+}(\theta)=\left\{l \in \mathbf{P}^{m-1}(\mathbf{R}) \mid f^{+}(l, \theta) \leqq \lambda_{i}(\theta)\right\}, \\
& u_{i}^{-}(\theta)=\left\{l \in \mathbf{P}^{m-1}(\mathbf{R}) \mid f^{-}(l, \theta) \leqq-\lambda_{i}(\theta)\right\} .
\end{aligned}
$$

For $\theta$ fixed, $u_{i}^{ \pm}(\theta)$ are closed subsets of $\mathbf{P}^{m-1}(\mathbf{R})$, and in fact are the "traces" in $\mathbf{P}^{m-1}(\mathbf{R})$ of the vector subspaces $U_{i}^{ \pm}(\theta)$ of $\mathbf{R}^{m}$ defined above. This leads us to introduce the space $\mathscr{K}$ of closed subsets of $\mathbf{P}^{m-1}(\mathbf{R})$, with the Hausdorff topology. Thus $F_{n} \rightarrow F$ in $\mathscr{K} \Leftrightarrow$ to each $x \in F$, there corresponds a sequence $x_{n} \in F_{n}$ so that $x_{n} \rightarrow x$ in $\mathbf{P}^{m-1}(\mathbf{R})$. Observe that the "trace" of $\mathscr{W}_{i}(\theta)$ in $\mathbf{P}^{m-1}(\mathbf{R})$ is $u_{i}^{+}(\theta) \cap u_{i}^{-}(\theta)$.

Fix the pair $p=(k, \vec{m})$ and restrict attention to $\mathbf{M}_{\mu}(p)$. The following proposition is a direct consequence of the measurability of the exponents $\lambda_{1}, \cdots, \lambda_{k}$.

Lemma 7.1. For every $r>0$, there is a compact set $Z \subseteq \mathbf{M}_{\mu}(p)$ such that $\mu\left(\mathbf{M}_{\mu}(p) \backslash Z\right)<r$ and the restriction $\left.\lambda_{i}\right|_{Z}$ is continuous, $1 \leqq i \leqq k$.

We will now show that the functions $u_{i}^{ \pm}$are $\mu$-measurable. (The measurability of $\mathscr{W}_{i}$ is also a consequence of this fact.) Consider $u_{i}^{+}$and $\mathbf{T}=\mathbf{R}$. (The arguments for $u_{i}^{-}$ and $\mathbf{T}=Z$ are similar and we will omit them.) Define $g_{t}(l, \theta):=(1 / t) \int_{0}^{t} f((l, \theta) \cdot s) d s$. Then $g_{t}$ is continuous on $\mathbf{N}$, and $\lim \sup _{t \rightarrow+\infty} g_{t}\left(l, \theta_{0}\right)=f^{+}(l, \theta)$ for all $(l, \theta) \in$ $\mathbf{P}^{m-1}(\mathbf{R}) \times \mathbf{M}_{\mu}(p)$. Let $r>0$ be given, and let $Z \subseteq \mathbf{M}_{\mu}(p)$ be a compact set with $\mu\left(\mathbf{M}_{\mu}(p) \backslash Z\right)<r$, where $\lambda_{i}$ is continuous on $Z, 1 \leqq i \leqq k$. Choose $\delta$ so that

$$
\begin{equation*}
0<3 \delta<\left|\lambda_{i}(\theta)-\lambda_{j}(\theta)\right| \tag{7.3}
\end{equation*}
$$

for all $i \neq j$ and $\theta \in Z$. Finally define

$$
v_{t}^{+}(\theta):=\left\{l \in \mathbf{P}^{m-1}(\mathbf{R}) \mid g_{t}(l, \theta) \in\left(-\infty, \lambda_{i}(\theta)+\delta\right]\right\} .
$$

Then $v_{t}^{+}(\theta) \in \mathscr{K}$ for $\theta \in Z$. It is not difficult to verify that $v_{t}^{+}: Z \rightarrow \mathscr{K}$ is a Borel measurable function. (In general it is not continuous.)

We claim that $v_{t}^{+}(\theta) \rightarrow u_{i}^{+}(\theta)$ in $\mathscr{K}$ as $t \rightarrow+\infty$, for each $\theta \in Z$. Assume on the contrary that there is a monotone subsequence $t_{k} \rightarrow+\infty$ and an element $Q \in \mathscr{K}$ such that $Q \neq u_{i}^{+}(\theta)$ and $v_{t_{k}}^{+}(\theta) \rightarrow Q$. Then $u_{i}^{+}(\theta) \subseteq Q$, since $l \in u_{i}^{+}(\theta) \Rightarrow l \in v_{t}^{+}(\theta)$ for large $t$. On the other hand, let $l \in Q \backslash u_{i}^{+}(\theta)$. Since $v_{t_{k}}^{+}(\theta) \rightarrow Q$ in the Hausdorff topology, there is a sequence $l_{k} \in v_{t_{k}}^{+}(\theta)$ with $l_{k} \rightarrow l$. Therefore $l_{k}$ is eventually in every neighborhood of $l$ in $\mathbf{P}^{m-1}(\mathbf{R})$. By Lemma 7.2 (below) we conclude that $g_{t_{k}}\left(l_{k}, \theta\right) \geqq \lambda_{i}(\theta)+2 \delta$, which contradicts the definition of $v_{t_{k}}^{+}(\theta)$.

Lemma 7.2. Let $l \in \mathbf{P}^{m-1}(\mathbf{R})$ with $l \notin u_{i}^{+}(\theta)$ where $\theta \in Z$. Then given any $\delta>0$ there is a neighborhood $N(l)$ of land $a \tau \in \mathbf{T}$ such that for all $t \geqq \tau$ one has $g_{t}(\tilde{l}, \theta) \geqq \lambda_{i}(\theta)+2 \delta$ for all $l \in N(\tilde{l})$.

Proof. We will use the notation of Remark 6.1. Let $x \in l, x \neq 0$. Since $l \notin u_{i}^{+}(\theta)$ one has $i<b$ where

$$
\lim _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Phi(\theta, t) x_{b}\right|=\lambda_{b}(\theta)
$$

and $\left|x_{b}\right|=2 \alpha>0$. Let $N(l)$ be those lines $\tilde{l}$ in $\mathbf{P}^{m-1}(\mathbf{R})$ with the property that $\tilde{x} \in \tilde{l}$, $|\tilde{x}|=1$, satisfies $\left|\tilde{x}_{b}\right|>\alpha$. The uniformity assertion in Remark 6.1 implies that for every $\beta>0$ there is a $\tau \in \mathbf{T}$ such that

$$
g_{t}(\tilde{l}, \theta)=\frac{1}{t} \log |\Phi(\theta, t) \tilde{x}| \geqq \lambda_{b}(\theta)-\beta
$$

for all $t \geqq \tau$ and all $\tilde{x} \in \tilde{l} \in N(l)$ with $|\tilde{x}|=1$. Now set $\beta=\delta$, then the lemma follows from (7.3). Q.E.D.

We see then that $u_{i}^{+}$is the point-wise limit of a sequence of Borel measurable functions on $Z$. By the Lusin theorem, it follows that $u_{i}^{+}$is measurable on $\mathbf{M}_{\mu}(p)$.
8. Comparison with the continuous spectrum. Let $\Phi$ be a cocycle on a compact, connected Hausdorff space M. Let dyn $\Sigma=\cup_{i=1}^{k}\left[a_{i}, b_{i}\right]$ be the dynamical spectrum with the corresponding Whitney decomposition of $\mathbf{R}^{m} \times \mathbf{M}$ into continuous spectral subbundles $\mathbf{R}^{m} \times \mathbf{M}=\mathscr{V}_{1}+\cdots+\mathscr{V}_{k}$. Let $\mathscr{V}_{i}(\theta)$ denote the fiber of $\mathscr{V}_{i}$ in $\mathbf{R}^{m}, 1 \leqq i \leqq k$. The following result is proved in Sacker and Sell (1978):

Theorem 8.1. The spectral subbundles $\mathscr{V}_{i}$ are characterized by

$$
V_{i}(\theta)=\operatorname{Span}\left\{x \in \mathbf{R}^{m}: x \neq 0 \text { and } \lambda_{s}^{ \pm}(x, \theta), \lambda_{i}^{ \pm}(x, \theta) \in\left[a_{i}, b_{i}\right]\right\}
$$

for $1 \leqq i \leqq k$, where

$$
\lambda_{s}^{ \pm}(x, \theta)=\limsup _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Phi(\theta, t) x|, \quad \lambda_{i}^{ \pm}(x, \theta)=\liminf _{t \rightarrow \pm \infty} \frac{1}{t} \log |\Phi(\theta, t) x| .
$$

We will next give a proof of Theorem 2.3. The essence of the argument is to verify (2.7), i.e.

$$
\text { boundary dyn } \Sigma \subseteq \bigcup_{\mu} \text { meas } \Sigma(\mu) \subseteq \operatorname{dyn} \Sigma,
$$

and to show that the measurable subbundle decomposition implied by the Multiplication Ergodic theorem leads to a refinement of the continuous decomposition given by the Spectral theorem.

It follows immediately from Theorem 8.1 that for any invariant probability measure $\mu$ on $\mathbf{M}$ one has meas $\Sigma(\mu, \theta) \subseteq \operatorname{dyn} \Sigma$ for all $\theta \in \mathbf{M}_{\mu}$. In particular one has meas $\Sigma(\mu) \subseteq$ dyn $\Sigma$ for every ergodic measure $\mu$ on $\mathbf{M}$. Furthermore the measurable bundles $\mathscr{W}_{j}(\theta)$ are contained in the associated continuous spectral bundle $\mathscr{V}_{i}(\theta)$ when $\lambda_{j}(\theta) \in\left[a_{i}, b_{i}\right]$,
and $\theta \in \mathbf{M}_{\mu}$. Since the sum of both the $\mathscr{W}_{j}(\theta)$ 's and the $\mathscr{V}_{i}(\theta)$ 's span $\mathbf{R}^{m}$ for $\theta \in \mathbf{M}_{\mu}$, it follows that for all $\theta \in \mathbf{M}_{\mu}$ one has $\mathscr{V}_{i}(\theta)=\sum \mathscr{W}_{j}(\theta)$, where the summation is over all $j$ with $\lambda_{j}(\theta) \in\left[a_{i}, b_{i}\right], 1 \leqq i \leqq k$. (This also follows from applying Theorem 2.2 to the spectral subbundle $\mathscr{V}_{i}$.)

It remains to show that if $\beta \in$ boundary dyn $\Sigma$ then $\beta \in$ meas $\Sigma(\mu)$ for some ergodic measure $\mu$. Let $\beta$ be an endpoint of one of the spectral intervals [ $a_{i}, b_{i}$ ] in dyn $\Sigma$. Let $\mathscr{V}_{i}$ be the continuous spectral subbundle associated with [ $a_{i}, b_{i}$ ]. As noted in Lemma 3.1 there is no loss in generality in assuming $\mathbf{M}$ to be a compact metric space. Let $X_{i}$ be the trace of $\mathscr{V}_{i}$ in the projective bundle $\mathbf{N}=\mathbf{P}^{m-1}(\mathbf{R}) \times \mathbf{M}$, i.e.

$$
X_{i}=\left\{(l, \theta): l \text { is a line in } \mathscr{V}_{i}(\theta)\right\} .
$$

Since $\mathscr{V}_{i}$ is invariant under the flow $\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t), X_{i}$ is invariant under the induced flow $\hat{\pi}$ on $\mathbf{N}$. Also $X_{i}$ is compact. Let $f(l, \theta)$ be given as in §7. Recall that the time-average of $f(l, \theta)$ along orbits in $\mathbf{N}$ determines the Lyapunov exponents of the solution $\Phi(\theta, t) x$ where $x$ is on the line $l, x \neq 0$.

Let $J$ be the set of all invariant measures $\eta$ on $X_{i}$. We claim that

$$
\begin{equation*}
a_{i} \leqq \int_{X_{i}} f d \eta \leqq b_{i} \tag{8.1}
\end{equation*}
$$

for all $\eta \in J$. If, on the contrary, (8.1) is false for some $\eta \in J$, then for $\eta$-almost all $(l, \theta) \in X_{i}$ one has

$$
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log |\Phi(\theta, t) x|=\hat{f}(l, \theta)
$$

where $f$ is an invariant function defined on $\mathbf{N}$ with $\int_{X_{i}} \hat{f} d \eta=\int_{X_{i}} f d \eta, x$ is on $l, x \neq 0$, and $\int_{X_{i}} f d \eta \notin\left[a_{i}, b_{i}\right]$. This implies that $\hat{f}(l, \theta) \notin\left[a_{i}, b_{i}\right]$ on some invariant set of positive $\eta$-measure, which contradicts Theorem 8.1.

Next we claim that there is a measure $\eta \in J$ such that $\int_{X_{i}} f d \eta=\beta$. To see this, assume for definiteness that $\beta=b_{i}$ is the right endpoint of [ $a_{i}, b_{i}$ ]. Recall that $J$ is compact, and that the mapping $\eta \rightarrow \int_{X_{j}} f d \eta$ is continuous. Therefore if there is no $\eta \in J$ with $\int_{X_{i}} f d \eta=\beta$, then it follows from (8.1) that there is an $\varepsilon>0$ such that $\int_{X_{j}} f d \eta \leqq \beta-\varepsilon$ for all $\eta \in J$. It follows from the Krylov-Bogoliubov method described in $\S 5$ that for every $(x, \theta) \in \mathscr{V}_{i}$ with $x \neq 0$ one has

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \log |\Phi(\theta, t) x|=\underset{t \rightarrow \infty}{\limsup } \frac{1}{t} \int_{0}^{t} f(\pi(l, \theta, s)) d s \leqq \beta-\varepsilon .
$$

It then follows from Sacker and Sell (1978, Lemma 4) that $\beta \notin \operatorname{dyn} \Sigma$, a contradiction. A similar argument works for $\beta=a_{i}$.

We want to show next that $\eta$ can be chosen to be an ergodic measure on $X_{i}$. Now fix $\eta \in J$ with $\int_{X_{j}} f d \eta=\beta$. Since $X_{j}$ is a metric space, we can use the Choquet Representation theorem, Phelps (1966), to find a probability measure $A_{\eta}$ on the set of ergodic measures $E$ in $J$ such that

$$
\int_{X_{j}} g d \eta=\int_{E}\left(\int_{X_{j}} g d \sigma\right) d A_{\eta}(\sigma)
$$

for each $g \in \mathscr{C}\left(X_{i}, \mathbf{R}\right)$. In particular for $f=g$ one has

$$
\beta=\int_{X_{j}} f d \eta=\int_{E}\left(\int_{X_{j}} f d \sigma\right) d A_{\eta}(\sigma) .
$$

From (8.1) we see that one cannot have $\int_{X_{j}} f d \sigma<\beta=b_{i}$ for all $\sigma \in E$. It follows then that there is an ergodic measure $\sigma \in E$ with $\int_{X_{j}} f d \sigma=\beta$.

Finally let $\mu$ be the projection of $\sigma$ to $\mathbf{M}$. Then $\mu$ is an ergodic measure on $\mathbf{M}$, and from $\S 6$ we see that $\beta \in$ meas $\Sigma(\mu)$. This completes the proof of Theorem 2.3. Q.E.D.

Remark 8.1. In general, one cannot find a single ergodic measure $\mu$ such that $a_{i}, b_{i} \in \operatorname{meas} \Sigma(\mu)$ for all endpoints $a_{i}, b_{i}$, even if $\mathbf{M}$ is minimal. Here is a simple example. According to Furstenberg (1961), there is a discrete flow on the 2-torus $\mathbf{M}=\mathbf{T}^{2}$ with more than one (in fact uncountably many) ergodic measures. Moreover, there is a continuous function $g$ on $\mathbf{M}$ so that $\int_{\mathbf{M}} g d \mu_{1} \neq \int_{\mathbf{M}} g d \mu_{2}$ for distinct ergodic measures $\mu_{1}, \mu_{2}$. Define $\Phi: \mathbf{M} \times \mathbf{Z} \rightarrow \mathbf{R}$ by $\Phi(y, 1)=\exp g(y)$. The dynamical spectrum of the cocycle $\Phi$ is $[a, b]$, where $a=\inf \int_{M} g d \mu, b=\sup \int_{M} g d \mu$, and the inf and sup are taken over all ergodic measures on $\mathbf{M}$. However, the measurable spectrum contains just the point $\left\{\int_{M} g d \mu\right\}$ for each ergodic measure $\mu$.

Remark 8.2. If there is only one ergodic measure $\mu$ on $\mathbf{M}$, for example if the flow $\theta \cdot t$ on $\mathbf{M}$ is almost periodic, then meas $\Sigma(\mu)$ is a subset of the dyn $\Sigma$ and all endpoints $a_{i}, b_{i}$ of dyn $\Sigma$ are in meas $\Sigma(\mu)$. For $m=2$ we conclude that meas $\Sigma(\mu)=$ boundary dyn $\Sigma$. An example in Johnson (1986) shows that for $m=3$, even if $\mathbf{M}$ is almost periodic, the measurable spectrum need not consist entirely of endpoints $a_{i}, b_{i}$.
9. Computation of the measurable spectrum. Wedge product flows. Let $\boldsymbol{\theta} \in \mathbf{M}$ be a Lyapunov point and let $\gamma_{1}(\theta) \leqq \cdots \leqq \gamma_{m}(\theta)$ denote the growth rates with associated basis $e_{1}, \cdots, e_{m}$. Thus one has $\lambda\left(e_{i}, \theta\right)=\gamma_{i}(\theta), 1 \leqq i \leqq m$. By a standard argument, see Naylor and Sell (1982, p.268) for example, there is a constant $K$ such that for any vector $x \in \mathbf{R}^{m}$ one has $x=\alpha_{1} e_{1}+\cdots+\alpha_{m} e_{m}$ and

$$
\begin{equation*}
\left.|\Phi(\theta, t) x| \leqq K \max \left\{\left|\Phi(\theta, t) e_{i}\right|: \alpha_{i} \neq 0\right\} \mid x\right\} \tag{9.1}
\end{equation*}
$$

for all $t \in \mathbf{T}$. It follows from (9.1) that

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t} \log |\Phi(\theta, t)| \leqq \gamma_{m}(\theta)
$$

On the other hand one has

$$
\left|\Phi(\theta, t) e_{m}\right| \leqq|\Phi(\theta, t)|\left|e_{m}\right|,
$$

which implies that

$$
\gamma_{m}(\theta)=\lim _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Phi(\theta, t) e_{m}\right| \leqq \liminf _{t \rightarrow \infty} \frac{1}{t} \log |\Phi(\theta, t)|
$$

and hence one has

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \log |\Phi(\theta, t)|=\gamma_{m}(\theta) . \tag{9.2}
\end{equation*}
$$

A similar argument yields

$$
\begin{equation*}
\lim _{t \rightarrow-\infty} \frac{1}{t} \log |\Phi(\theta, t)|=\gamma_{1}(\theta) . \tag{9.3}
\end{equation*}
$$

An early version of (9.2) for stationary stochastic process of $(m \times m)$ matrices appears in Furstenberg and Kesten (1960).

The same considerations extend to the induced wedge product cocycles $\Lambda^{k} \Phi(\theta, t)$ on $\Lambda^{k} \mathbf{R}^{m}$, where $2 \leqq k \leqq m$. If $\Psi(\phi, t)$ satisfies (4.7), then one has

$$
\Lambda^{k} \Psi(\phi, t)=\left(\Lambda^{k} q(\phi \cdot t)\right)^{-1}\left(\Lambda^{k} \Phi(\theta, t)\right)\left(\Lambda^{k} q(\phi)\right)
$$

Hence the cocycles $\Lambda^{k} \Psi$ and $\Lambda^{k} \Phi$ are cohomologous. Therefore $\Lambda^{k} \Psi$ and $\Lambda^{k} \Phi$ have the same Lyapunov exponents.

For $1 \leqq k \leqq m$ let Ord ( $k, m$ ) denote the collection of all strictly monotone mappings $\sigma:\{1, \cdots, k\} \rightarrow\{1, \cdots, m\}$. We will use the lexicographic ordering on $\operatorname{Ord}(k, m)$; thus $\sigma<\tau$, where $\sigma, \tau \in \operatorname{Ord}(k, m)$, provided there is a $j, 1 \leqq j \leqq k$ such that $\sigma(i)=\tau(i)$ for $1 \leqq i \leqq j-1$ and $\sigma(j)<\tau(j)$. If $\left\{e_{1}, \cdots, e_{m}\right\}$ is any basis for $\mathbf{R}^{m}$, then $\left\{e_{\sigma}: \sigma \in \operatorname{Ord}(k, m)\right\}$ is a basis for $\Lambda^{k} \mathbf{R}^{m}$ where

$$
\begin{equation*}
e_{\sigma}=e_{\sigma(1)} \wedge \cdots \wedge e_{\sigma(k)} \tag{9.4}
\end{equation*}
$$

Furthermore if $T$ is an upper-triangular ( $m \times m$ ) matrix (with respect to the basis $\left\{e_{1}, \cdots, e_{m}\right\}$ ), then $\Lambda^{k} T$ is an upper-triangular matrix with respect to the basis $e_{\sigma}$, $\sigma \in \operatorname{Ord}(k, m)$. Also the diagonal entry $t_{\sigma \sigma}$ (in the $\sigma$ th position on the diagonal) is given by the product

$$
t_{\sigma \sigma}=t_{\sigma(1) \sigma(1)} \cdots \cdots \cdot t_{\sigma(k) \sigma(k)} .
$$

If, in addition, one has $t_{i i}>0$ for $1 \geqq i \geqq m$, then $t_{\sigma \sigma}>0$ for all $\sigma \in \operatorname{Ord}(k, m)$.
Let us return to the triangular cocycle $\Psi(\phi, t)$. It follows from the last paragraph that if $\phi=(\theta, U)$ is fixed and if the diagonal entries of $\Psi(\phi, t)$ satisfy (6.6), then the diagonal entry $\psi_{\sigma \sigma}$ of $\Lambda^{k} \Psi$ satisfies

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty} \frac{1}{t} \log \left|\psi_{\sigma \sigma}(\phi, t)\right|=\gamma_{\sigma(1)}+\cdots+\gamma_{\sigma(k)} \tag{9.5}
\end{equation*}
$$

where $\sigma \in \operatorname{Ord}(k, m)$ and $2 \leqq k \leqq m$. The collection of numbers given by ( 9.5 ), where $\sigma$ varies over $\operatorname{Ord}(k, m)$, represents the Lyapunov exponents of $\Lambda^{k} \Psi$. This analysis applies for every $\phi \in \mathbf{H}_{\nu}$, where $\mathbf{H}_{\nu}$ is given by Lemma 6.4. For $\phi \in \mathbf{H}_{\nu}(p)$ we shall rewrite the growth rates in the form (2.8) where

$$
\begin{equation*}
\gamma_{1}(\phi) \leqq \gamma_{2}(\phi) \leqq \cdots \leqq \gamma_{m}(\phi) \tag{9.6}
\end{equation*}
$$

It then follows from (9.5) that the largest growth rate for $\Lambda^{k} \Psi$ is

$$
\gamma_{m+1-k}(\phi)+\cdots+\gamma_{m}(\phi)
$$

and the smallest is

$$
\gamma_{1}(\phi)+\cdots+\gamma_{k}(\phi) .
$$

The argument in the first paragraph in this section now applies to $\Lambda^{k} \Psi$, which completes the proof of Theorem 2.4.

Remark 9.1. One can give a precise description of the measurable bundles $W_{\tau}^{(k)}(\phi)$ corresponding to $\Lambda^{k} \Psi$. Fix $\phi \in \mathbf{H}_{\nu}(p)$, where the growth rates of $\Psi$ satisfy (9.6), and let $e_{1}(\phi), \cdots, e_{m}(\phi)$ be a basis in $\mathbf{R}^{m}$ that satisfies $\lambda\left(e_{i}(\phi), \phi\right)=\gamma_{i}(\phi), 1 \leqq i \leqq m$. For $\tau \in \operatorname{Ord}(k, m)$ we define

$$
\gamma_{\tau}(\phi)=\gamma_{\tau(1)}(\phi)+\cdots+\gamma_{\tau(k)}(\phi)
$$

Then one has

$$
\begin{equation*}
W_{\tau}^{(k)}(\phi)=\operatorname{span}\left\{e_{\sigma}: \lambda\left(e_{\sigma}, \phi\right)=\gamma_{\tau}(\phi)\right\}, \tag{9.7}
\end{equation*}
$$

where $e_{\sigma}$ is defined by (9.4) for $\sigma \in \operatorname{Ord}(k, m)$. We will omit the proof of (9.7), which is a simple application of the techniques developed in $\S 6$.
10. Applications and illustrations. In this section we collect several illustrative examples of the theory described above. Included here is a discussion of spiral systems, products of "random" matrices, conservative second-order Schrödinger equations with almost periodic potentials, and linear stochastic differential equations with bounded measurable coefficients.
(A) Spiral systems. The theory above applies to every compact invariant set $\mathbf{N}$ in $\mathbf{M}$. In this case the dynamical spectrum dyn $\Sigma(\mathbf{N})$ depends on $\mathbf{N}$. Next we want to study the case where $\mathbf{N}$ is a single orbit together with its $\omega$-limit set, i.e. a spiral system. More precisely let $\mathbf{M}$ be a compact Hausdorff space with a flow $\theta \cdot t$. Let $\theta_{0}$ be a given point in $\mathbf{M}$ and define

$$
\mathbf{N}=H^{+}\left(\theta_{0}\right)=\text { closure }\left\{\theta_{0} \cdot t: t \geqq 0\right\} .
$$

Then $\mathbf{N}$ is positively invariant and the $\omega$-limit set $\Omega=\bigcap_{\tau \geqq 0} H^{+}\left(\theta_{0} \cdot \tau\right)$ is a compact invariant set. We are interested in the case where $\theta_{0} \notin \Omega$. Thus the positive trajectory $\theta_{0} \cdot t$ forms a spiral. See Fig. 1.


Fig. 1. N: A spiral system.

Let $\Phi(\theta, t)$ be a cocycle defined on $\mathbf{M}$. Then the theory described above applied directly to the restriction of $\Phi$ to the $\omega$-limit set $\Omega$. The problem we wish to study here is the limiting behavior (as $s, \tau \rightarrow+\infty$ ) of the cocycles $\Lambda^{k} \Phi\left(\theta_{0} \cdot s, t\right), 1 \leqq k \leqq m$, along the spiral trajectory $\theta_{0}$. In particular we want to show that this limiting behavior can be used to evaluate the measurable spectrum of the $\omega$-limit set $\Omega$.

Before doing the analysis it should be noted that this study addresses a basic question which arises naturally when one is doing a numerical evaluation of the measurable (or dynamical) spectrum. The initial point $\theta_{0}$ in $\mathbf{M}$ is determined by the code or program. If by good fortune it happens to lie in the set $\mathbf{M}_{\mu}$ (Theorem 2.1), then Theorem 2.4 explains how to compute the spectrum. With our present understanding, one does not know whether or not we have had good fortune. However, what is always true is that $\theta_{0}$ does determine a spiral system.

For $k=1, \cdots, m$ we define

$$
b^{k}:=\limsup _{s, \tau \rightarrow+\infty} \frac{1}{\tau} \log \left|\Lambda^{k} \Phi\left(\theta_{0} \cdot s, \tau\right)\right| .
$$

Also let $\Sigma^{k}$ denote the dynamical spectrum of the linear skew-product flow ( $\left.\Lambda^{k} \Phi(\theta, t), \theta \cdot t\right)$ over $\Omega$, and define

$$
a^{k}:=\max \Sigma^{k} .
$$

We will now prove the following result:

Theorem 10.1. The following statements are valid:
(A) For $k=1, \cdots, m$ one has $a^{k}=b^{k}$.
(B) If the flow on $\Omega$ is uniquely ergodic (e.g. almost periodic) then meas $\Sigma=$ $\left\{\gamma_{1}, \cdots, \gamma_{m}\right\}$ where $\gamma_{m}=b^{1}$ and

$$
\gamma_{m-k}=b^{k+1}-\left(\gamma_{m}+\cdots+\gamma_{m-k+1}\right), \quad 1 \leqq k \leqq m-1
$$

Proof. We will give the proof of (A) for $k=1$. The argument for $k \geqq 2$ is the same. Statement (B) is an immediate corollary of part (A) and Theorems 2.1, 2.3 and 2.4.

Let $a$ and $b$ denote $a^{1}$ and $b^{1}$. For $S \geqq 0$ and $T \geqq 0$ we define

$$
\beta(S, T)=\sup _{\substack{S \leq s \\ T \leqq \tau}} \frac{1}{\tau} \log \left|\Phi\left(\theta_{0} \cdot s, \tau\right)\right| .
$$

Then $b=\lim _{S, T \rightarrow+\infty} \beta(S, T)$. Fix $\varepsilon>0$ and choose $S \geqq 0, T \geqq 0$ so that $\beta(S, T) \leqq b+\varepsilon$. For $t=s+\tau$ one then has

$$
\left|\Phi\left(\theta_{0} \cdot s, \tau\right)\right|=\left|\Phi\left(\theta_{0}, t\right) \Phi^{-1}\left(\theta_{0}, s\right)\right| \leqq K e^{(b+\varepsilon)(t-s)}, \quad 0 \leqq s \leqq t
$$

where $K=\max \left\{\left|\Phi\left(\theta_{0} \cdot s, \tau\right)\right|: 0 \leqq s \leqq S, 0 \leqq \tau \leqq T\right\}$. It then follows directly, see Sacker and Sell (1974, Thms. 2 and 5) and (1976a, Lemma 4) for example, that $a \leqq b+\varepsilon$ for every $\varepsilon>0$. Hence $a \leqq b$.

If one has $a<b$, then we can replace $\Phi(\theta, t)$ by the shifted flow $e^{\lambda t} \Phi(\theta, t)$ where $3 \lambda=2 a+b$. This has the effect of shifting $a$ and $b$ to $a-\lambda$ and $b-\lambda$, respectively. Without any loss of generality, therefore, we can assume then that $a<0<b$ and set $b=3 \alpha$. Since $a<0$, the linear skew-product flow ( $\Phi(\theta, t) x, \theta \cdot t$ ) has an exponential dichotomy over $\Omega$ with $\mathscr{G}=\mathbf{R}^{m} \times \Omega$. This means that there is a constant $K$ such that

$$
\left|\Phi(\theta, t) \Phi^{-1}(\theta, s)\right| \leqq K e^{-\sigma(t-s)}
$$

for all $\theta \in \Omega$, and $s \leqq t, s, t \in \mathbf{T}$. In particular it follows from Sacker and Sell (1974, p. 452) that $\mathscr{B}=\{0\} \times \Omega, \mathscr{S}=\mathbf{R}^{m} \times \Omega$ and $\mathscr{U}=\{0\} \times \Omega$, where $\mathscr{B}, \mathscr{S}$ and $\mathscr{U}$ are defined to be those $(x, \theta) \in \mathbf{R}^{m} \times \Omega$ that satisfy

$$
\sup _{t \in \mathbf{T}}|\Phi(\theta, t) x|<\infty, \quad \lim _{t \rightarrow+\infty}|\Phi(\theta, t) x|=0 \quad \text { and } \quad \lim _{t \rightarrow-\infty}|\Phi(\theta, t) x|=0
$$

respectively.
Since $b>0$ there are sequences $s_{n} \rightarrow+\infty, \tau_{n} \rightarrow+\infty$ such that

$$
\left|\Phi\left(\theta_{0} \cdot s_{n}, \tau_{n}\right)\right| \geqq e^{\alpha \tau_{n}} .
$$

Let $e_{n}$ be a vector with $\left|e_{n}\right|=1$ and

$$
\left|\Phi\left(\theta_{0} \cdot s_{n}, \tau_{n}\right) e_{n}\right| \geqq e^{\alpha \tau_{n}}
$$

Fix $\sigma_{n}$ so that $0 \leqq \sigma_{n} \leqq \tau_{n}$ and

$$
\left|\Phi\left(\theta_{0} \cdot s_{n}, t\right) e_{n}\right| \leqq\left|\Phi\left(\theta_{0} \cdot s_{n}, \sigma_{n}\right) e_{n}\right|, \quad 0 \leqq t \leqq \tau_{n}
$$

Set $\xi_{n}=\Phi\left(\theta_{0} \cdot s_{n}, \sigma_{n}\right) e_{n}$. Then $\left|\xi_{n}\right| \geqq e^{\alpha \tau_{n}}$, and

$$
\left|\xi_{n}\right|^{-1}\left|\Phi\left(\theta_{0} \cdot s_{n}, t\right) e_{n}\right| \leqq 1, \quad 0 \leqq t \leqq \sigma_{n}
$$

Since $\left|\xi_{n}\right| \rightarrow+\infty$ one has $\sigma_{n} \rightarrow+\infty$. Also one has $e_{n}=\Phi\left(\theta_{n},-\sigma_{n}\right) \xi_{n}$ where $\theta_{n}=$ $\theta_{0} \cdot\left(s_{n}+\sigma_{n}\right)$. By choosing subsequences (if necessary) we can assume that $\theta_{n} \rightarrow \theta \in \Omega$ and $\left|\xi_{n}\right|^{-1} \xi_{n} \rightarrow e$ where $|e|=1$. It follows from Sacker and Sell (1976a, Lemma 4) that $(e, \theta) \in \mathscr{U}$, which contradicts the fact that $\mathscr{U}=\{0\} \times \Omega$. We conclude that $a=b$.

Remark 10.1. The conclusions of Theorem 10.1 can be reformulated in another manner. The numbers $a^{k}$ represent the "largest possible" Lyapunov exponents for the cocycle $\Lambda^{k} \Phi(\theta, t)$, where $\theta \in \Omega$ and $1 \leqq k \leqq n$. By the inequality (2.7) and Theorem 2.4 we see that there are ergodic measures $\mu_{k}$ on $\Omega$ with the property that $a^{k}$ is the largest value in the measurable spectrum generated by $\Lambda^{k} \Phi, 1 \leqq k \leqq n$. Consequently if $\mu$ is any invariant measure on $\Omega$ and $\gamma_{1}(\theta) \leqq \cdots \leqq \gamma_{m}(\theta)$ are the growth rates satisfying (9.6) for $\theta \in \Omega_{\mu}$, then one has

$$
\gamma_{m}(\theta)+\cdots+\gamma_{m-k+1}(\theta) \leqq a^{k}
$$

for all $\theta \in \Omega_{\mu}$.
Remark 10.2. The ergodic measures $\mu_{k}$ referred to in the last paragraph need not be the same. Let $\Omega$ be a minimal set in the flow $\theta \cdot t$, and assume that this flow is not uniquely ergodic. Then there are ergodic measures $\mu_{1}$ and $\mu_{2}$ on $\Omega$ and a continuous real-valued function $g$ that satisfies $\int g d \mu_{1} \neq \int g d \mu_{2}$. Since $g$ can be replaced by $g+c$ and/or $\alpha g$, where $c$ and $\alpha$ are constants with $\alpha \neq 0$, we can assume that $\mu_{1}, \mu_{2}$ and $g$ are chosen to satisfy

$$
-1=\int g d \mu_{2} \leqq \int g d \mu \leqq \int g d \mu_{1}=3
$$

for every ergodic measure $\mu$. Now set $h=-2 g$ and consider the linear skew-product flow on $\mathbf{R}^{2} \times \Omega$ generated by

$$
x^{\prime}=\operatorname{diag}(g(\theta \cdot t), h(\theta \cdot t)) x .
$$

In the notation introduced above one then has $a^{1}=3, a^{2}=2$, and $a^{i}=\max$ meas $\Sigma\left(\mu_{i}\right)$, $i=1,2$.

Remark 10.3. It may happen that all the limits

$$
\lim _{t \rightarrow+\infty} \frac{1}{t} \log \left|\Lambda^{k} \Phi\left(\theta_{0}, t\right)\right|=c^{k}, \quad 1 \leqq k \leqq m,
$$

exist. If so, then one has $c^{k} \leqq a^{k}, 1 \leqq k \leqq m$. By using the associated triangular flow and the Krylov-Bogoliubov method described in §5, one can show that there is an invariant measure $\mu$ on $\Omega$ with the property that meas $\Sigma(\mu)=\left\{\gamma_{1}, \cdots, \gamma_{m}\right\}$ where $\gamma_{1} \leqq \cdots \leqq \gamma_{m}$ and

$$
\gamma_{m-k+1}+\cdots+\gamma_{m}=c^{k}, \quad 1 \leqq k \leqq m .
$$

Remark 10.4. The conclusions of Theorem 10.1 and the above remarks are related to results of Pelikan (1983) who has analyzed the structure of Bowen-Ruelle invariant measures on certain attractors.
(B) Products of random matrices. In this example we show that the theory of products of matrices considered in Furstenberg and Kesten (1960) is often imbeddable in our theory. Let $\mathbf{K}$ denote a fixed compact subset of $\mathscr{G L}(m)$ and let $\left\{X_{1}, X_{2}, \cdots\right\}$ be a given sequence of $(m \times m)$ matrices with values in $K$. For $n=1,2, \cdots$ form the product

$$
Y_{n}=X_{n} X_{n-1} \cdots X_{1}
$$

We wish to study the limiting behavior of

$$
\frac{1}{n} \log \left|Y_{n}\right|
$$

as $n \rightarrow \infty$. This will be done by imbedding this problem into a spiral system, where $Y_{n}=\Phi\left(\theta_{0}, n\right)$ for an appropriate cocycle $\Phi$, and using Theorem 10.1.

Let $\mathbf{M}:=\mathbf{K}^{\mathbf{Z}}$ denote the collection of all two-sided sequences

$$
\begin{equation*}
\theta=\left(\cdots, A_{-2}, A_{-1} ; A_{0} ; A_{1}, A_{2}, \cdots\right) \tag{10.1}
\end{equation*}
$$

with entries $A_{i} \in \mathbf{K}, i \in \mathbf{Z}$. (We will use semi-colons to designate the zeroth position of 0.) Then $\mathbf{M}$ is a compact metric space with the shift flow $\boldsymbol{\theta} \cdot \boldsymbol{n}$ where

$$
\theta \cdot n=\left(\cdots, A_{n-2}, A_{n-1} ; A_{n} ; A_{n+1}, A_{n+2}, \cdots\right)
$$

for $n \in \mathbf{Z}$. Define $F: \mathbf{M} \rightarrow \mathbf{K}$ by $F(\theta):=A_{0}$ where $\theta$ is given by (10.1). Then one constructs a cocycle $\Phi$ over $\mathbf{M}$ by defining $\Phi(\theta, 0)=I$

$$
\begin{aligned}
& \Phi(\theta, n)=F(\theta \cdot(n-1)) \cdots F(\theta), \quad n \geqq 1, \\
& \Phi(\theta, n)=[F(\theta \cdot(-1)) \cdots F(\theta \cdot n)]^{-1}, \quad n \leqq-1 .
\end{aligned}
$$

It is not difficult to see that the cocycle identity (2.1) is valid for $t, s \in \mathbf{Z}$.
The distinguished sequence $\left\{X_{1}, X_{2}, \cdots\right\}$ is imbedded into this flow as a spiral, i.e. let $\boldsymbol{A}$ be a fixed element in $K$ and set

$$
\theta_{0}=\left(\cdots, A, A ; X_{1} ; X_{2}, X_{3}, \cdots\right),
$$

where every negative entry in $\theta_{0}$ is $A$. Then $\theta_{0} \in \mathbf{M}$ and $Y_{n}=\Phi\left(\theta_{0}, n\right)$ for $n \geqq 1$. By Theorem 10.1 we see that

$$
\begin{equation*}
\limsup _{m, n \rightarrow+\infty} \frac{1}{m} \log |\Phi(\theta \cdot n, m)|=\limsup _{m, n \rightarrow+\infty} \frac{1}{m} \log \left|Y_{m+n} Y_{n}^{-1}\right| \tag{10.2}
\end{equation*}
$$

exists and this is the maximum value of the dynamical spectrum over $\Omega$, the $\omega$-limit set of $\theta_{0}$.

When the distinguished sequence $\left\{X_{1}, X_{2}, \cdots\right\}$ is a stationary stochastic process, then the expectation satisfies $E\left(\log ^{+}\left|X_{1}\right|\right)<\infty$ since $X_{1}$ assumes values in the compact set $\mathbf{K}$. If, in addition, this stochastic process is metrically transitive (i.e. ergodic) then Theorem 2.4 is applicable, and one concludes that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|Y_{n}\right| \tag{10.3}
\end{equation*}
$$

exists with probability 1 . Also the limits in (10.2) and (10.3) agree. We refer the reader to Furstenberg and Kesten (1960) for more details.

Remark 10.5. Some interesting applications of products of random matrices to problems in demographics can be found in Cohen (1979).
(C) Schrödinger equation. In the study of the Schrödinger equation

$$
\mathrm{Ly}=\left(-\frac{d^{2}}{d t^{2}}+q(t)\right) y=\lambda y
$$

where $q(t)$ is real and Bohr almost periodic, it is of interest to compute the "Lyapunov number" $\beta(\lambda)$ as a function of $\lambda \in R . \beta(\lambda)$ is defined as follows: First introduce the hull $\mathbf{M}$ of $q$ by

$$
\mathbf{M}=\text { closure }\left\{q_{\tau} \mid \tau \in \mathbf{R}\right\},
$$

where $q_{\tau}(t)=q(t+\tau)$, and the closure is in the uniform topology. Then $\mathbf{M}$ is a compact metric space with translation flow $\theta \cdot \tau=\theta_{\tau}$. In fact $\mathbf{M}$ is a compact topological group, and the normalized Haar measure $\mu$ is the unique invariant measure on $\mathbf{M}$. Define
$Q(\theta)=\theta(0)$, and consider the operators $L_{\theta}=-\left(d^{2} / d t^{2}\right)+Q(\theta \cdot t)$ and the associated equations

$$
x^{\prime}=\left(\begin{array}{cc}
0 & 1  \tag{10.4}\\
-\lambda+Q(\theta \cdot t) & 0
\end{array}\right) x, \quad x=\binom{y}{y^{\prime}} .
$$

Since the trace of the coefficient matrix is zero, one obtains from Liouville's formula that

$$
\text { meas } \Sigma(\mu)=\{-\beta(\lambda), \beta(\lambda)\}
$$

where $\beta(\lambda) \geqq 0$. This defines $\beta(\lambda)$. Also, as noted in Remark 8.2, one has boundary dyn $\Sigma=$ meas $\Sigma(\mu)$.

Spectral properties of the self-adjoint linear operators $L_{\theta}$ on $L^{2}(-\infty, \infty)$ are reflected in the dynamics of (10.4). For example, $\lambda$ is in the resolvent set for $L_{\theta}$ if and only if (10.4) admits an exponential dichotomy, Johnson (1982). Also if $\beta(\lambda)>0$ for all $\lambda$ in an interval $I$, then for $\mu$-almost all $\theta$, the (functional analytic) spectrum of $L_{\theta}$ has no absolutely continuous component in I, Pastur (1980), Ishii (1973). Moreover if $\beta(\lambda)=0$ for all $\lambda$ in $I$, then $I$ is in the purely absolutely continuous spectrum of $L_{\theta}$ for $\mu$-almost all $\theta$, Kotani (1982).

The numerical computation of $\beta(\lambda)$ when $q(t)=\cos t+\cos \pi t$, for example, is a challenging problem. An investigation of this problem is described in Perry (1986). The basic idea is to use Theorem 2.4 to estimate $\beta(\lambda)$. Also special properties of second order linear equations, as described in Johnson (1980a) and Johnson and Moser (1982), can be exploited to help determine whether or not (10.4) admits an exponential dichotomy for $\lambda=0$. This, in turn, leads to a resolution of the question of whether or not one has dyn $\Sigma=$ meas $\Sigma(\mu)$.

Another method for computing $\beta(\lambda)$, which was suggested by R. Helleman, is to use the theory of Johnson and Moser (1982). In this setting one extends $\lambda$ to the complex plane so that for $\operatorname{Im} \lambda>0, \beta(\lambda)$ is the real part of a holomorphic function $w(\lambda)$, called the Floquet exponent of (10.4). When $\operatorname{Im} \lambda>0$, (10.4) has an exponential dichotomy. One can compute $\beta(\lambda)$ for real $\lambda$ by a limiting formula:

$$
\beta(\lambda)=\lim _{\eta \rightarrow 0^{+}} \beta(\lambda+i \eta) .
$$

(D) Linear stochastic differential equations. An interesting variation of the Schrödinger equation occurs when the potential $q(t)$ is a stochastic variable. More generally consider the $m$-dimensional case $x^{\prime}=A(t) x, x \in \mathbf{R}^{m}$, where the entries $a_{i j}(t)$ are stochastic variables in $t$. We will show how this can be imbedded in a linear skew-product flow on $\mathbf{R}^{m} \times \mathbf{M}$, where $\mathbf{M}$ is a compact space, under the assumption that the coefficients $a_{i j}(t)$ are bounded and measurable in $t$, i.e. $a_{i j} \in L^{\infty}(\mathbf{R})$. (See Kurzweil (1957), Miller and Sell (1970) and Sacker and Sell (1974) for more information.)

The set $\mathbf{M}$ is the hull of $A$ and is defined by

$$
\mathbf{M}=\text { closure }\left\{A_{\tau}: \tau \in \mathbf{R}\right\},
$$

where $A_{\tau}(t)=A(\tau+t)$ and the closure is taken in the "weak $L^{1}$-local" topology. That is, a generalized sequence $\left\{A_{n}\right\}$ converges to a limit $B$ if for every $\tau \in \mathbf{R}$ and every $\phi \in L^{1}[\tau, \tau+1]$ one has

$$
\int_{\tau}^{\tau+1} A_{n}(t) \phi(t) d t \rightarrow \int_{\tau}^{\tau+1} B(t) \phi(t) d t
$$

Since $A(t)$ is bounded and measurable, the hull of $A$ is a compact Hausdorff space. If $B \in \mathbf{M}$ we let $\Phi(B, t)$ be the fundamental solution matrix for $x^{\prime}=\boldsymbol{B}(t) x$. Then $\Phi: \mathbf{M} \times \mathbf{R} \rightarrow \mathscr{G L}(m)$ is continuous and the associated linear skew-product flow is

$$
\pi(B, x, \tau)=\left(\Phi(B, \tau) x, B_{\tau}\right) .
$$

When the coefficients $a_{i j}$ are stationary stochastic variables, it is not difficult to show (by using the ideas of §5) that a given underlying invariant probability measure $\mu$ lifts to an invariant measure $\nu$ on $\mathbf{M}$. If the coefficients are metrically transitive, i.e. if $\mu$ is ergodic, then the lifted measure $\nu$ can be chosen to be ergodic.

Appendix. Further geometric properties of cocycles. A projector is a continuous mapping $P(x, \theta)=(P(\theta) x, \theta)$ on $\mathbf{R}^{m} \times \mathbf{M}$ where $\mathbf{M}$ is a compact Hausdorff space and $P(\theta)$ is a linear projection on $\mathbf{R}^{m}$. A resolution of the identity on $\mathbf{R}^{m} \times \mathbf{M}$ is a $k$-tuple $P=\left(P_{1}, \cdots, P_{k}\right), k \geqq 1$, satisfying: (i) each $P_{i}$ is a projector, (ii) $P_{i} P_{j}=\overrightarrow{0}$ when $i \neq j$ and (iii) $I=P_{1}+\cdots+P_{k}$. (Here we define $\overrightarrow{0}(x, \theta):=(0, \theta)$.) Let $P=\left(P_{1}, \cdots, P_{k}\right)$ be a $k$-tuple of projectors on $\mathbf{R}^{m} \times \mathbf{M}$ and define

$$
\mathscr{R}_{i}:=\text { Range }\left(P_{i}\right):=\left\{(x, \theta) \in \mathbf{R}^{m} \times \mathbf{M}: P_{i}(\theta) x=x\right\}, \quad 1 \leqq i \leqq k
$$

Then $P$ is a resolution of the identity if and only if $\mathbf{R}^{m} \times \mathbf{M}=\mathscr{R}_{1}+\cdots+\mathscr{R}_{k}$ (as a Whitney sum). A resolution of the identity $P$ is said to be orthogonal if $\mathscr{R}_{i} \perp \mathscr{R}_{j}$ whenever $i \neq j$, i.e. the Euclidean inner product $\langle\cdot, \cdot\rangle$ satisfies $\langle x, y\rangle=0$ for all $(x, \theta) \in \mathscr{R}_{i},(y, \theta) \in \mathscr{R}_{j}$ when $i \neq j$. The latter is equivalent to saying that each $P_{i}(\theta)$ is an orthogonal projection on $\mathbf{R}^{m}$.

Now let $\Phi$ be a cocycle on $\mathbf{R}^{m} \times \mathbf{M}$ and assume $\mathbf{R}^{m} \times \mathbf{M}=\mathscr{V}_{1}+\cdots+\mathscr{V}_{k}$ as a Whitney sum. Let $P=\left(P_{1}, \cdots, P_{k}\right)$ be the induced resolution of the identity where Range $\left(P_{i}\right)=\mathscr{V}_{i}, 1 \leqq i \leqq k$. Then the subbundles $\mathscr{V}_{i}$ are invariant under the linear skew product flow induced by $\Phi$ if and only if one has

$$
\begin{equation*}
P_{i}(\theta \cdot t) \Phi(\theta, t)=\Phi(\theta, t) P_{i}(\theta), \quad 1 \leqq i \leqq k \tag{A.1}
\end{equation*}
$$

for all $\theta \in \mathbf{M}$ and $t \in \mathbf{T}$. We shall say that a resolution of the identity $P=\left(P_{1}, \cdots, P_{k}\right)$ is invariant if (A.1) is satisfied. It is not always the case that an invariant resolution of the identity is orthogonal; however, the next lemma shows that one can replace $\Phi$ with a cohomologous flow in which the new invariant resolution of the identity is orthogonal.

Lemma A. Let $\Phi$ be a cocycle over a compact Hausdorff space $\mathbf{M}$ and let $P=$ $\left(P_{1}, \cdots, P_{k}\right)$ be an invariant resolution of the identity. Then there is a continuous self-adjoint mapping $R: M \rightarrow \mathscr{G} \mathscr{L}(m)$ with the property that $Q=\left(Q_{1}, \cdots, Q_{k}\right)$ is an orthogonal resolution of the identity, where

$$
\begin{equation*}
Q_{i}(\theta)=R(\theta) P_{i}(\theta) R^{-1}(\theta), \quad 1 \leqq i \leqq k \tag{A.2}
\end{equation*}
$$

Furthermore $Q$ is invariant under the cocycle

$$
\begin{equation*}
\Psi(\theta, t)=R(\theta \cdot t) \Phi(\theta, t) R^{-1}(\theta) \tag{A.3}
\end{equation*}
$$

Proof. Define $S(\theta)$ by

$$
S(\theta):=\sum_{i=1}^{k} P_{i}^{*}(\theta) P_{i}(\theta)
$$

where $P^{*}$ denotes the adjoint operation. Then $S(\theta)$ is positive definite and self-adjoint, so it has a unique positive definite, self-adjoint square root $R(\theta)$, i.e. $R^{2}(\theta)=S(\theta)$. If $Q_{i}(\theta)$ is defined by (A.2) and $\Psi$ is given by (A.3) it is easy to verify that $Q_{i}^{*}(\theta)=Q_{i}(\theta)$ and $\Psi(\theta, t) Q_{i}(\theta)=Q_{i}(\theta \cdot t) \Psi(\theta, t), 1 \leqq i \leqq k$. Q.E.D.

Lemma 3.4 also gives information about the case where one has a linear skewproduct flow on a vector bundle $\mathscr{E}$ over a compact Hausdorff space $\mathbf{M}$ where $\mathscr{E}=$ $\mathscr{V}_{1}+\cdots+\mathscr{V}_{k}$ is a Whitney sum of invariant subbundles. Each of these subbundles $\mathscr{V}_{i}$ can be separately imbedded in a trivial bundle $\mathbf{R}^{m_{i}} \times \mathbf{M}$ where $m=m_{1}+\cdots+m_{k}$. The construction of Lemma 3.4 shows that one can construct a cocycle on $\mathbf{R}^{m} \times \mathbf{M}$ so that the given flow on $\mathscr{E}$ is cohomologous to a flow on a subbundle of $\mathbf{R}^{m} \times \mathbf{M}$.

If $\pi$ is a discrete flow on a vector bundle $\mathscr{E}$, i.e. if $\mathbf{T}=\mathbf{Z}$, then Lemma 3.4 can be extended to this case by first suspending the discrete flow to get an equivalent con-tinuous-time flow on a new vector bundle. See Ellis and Johnson (1982) for the suspension construction. One should note that even if the original bundle is trivial, the suspended bundle may be nontrivial.

The triangularization technique can be used to put some cocycles into a blockdiagonal, upper-triangular form. Let $\Phi$ be a cocycle on $\mathbf{M}$ and let $P=\left(P_{1}, \cdots, P_{k}\right)$ be an invariant partition of unity of $\mathbf{R}^{m} \times \mathbf{M}$. Because of Lemma A we can assume $P$ to be orthogonal. For any point $\phi=(\theta, U) \in \mathbf{H}$ we define the $P$-partition of $U$ to be the partitioning of $U$ into block matrices $U=\left(U_{1}, \cdots, U_{k}\right)_{P}$ where the number $m_{i}$ of column vectors in $U_{i}$ is dim Range $P_{i}(\theta), 1 \leqq i \leqq k$. Let $\mathbf{H}_{P}$ denote the set of all $\phi=(\theta, U) \in \mathbf{H}$ with the property that the $P$-partition $U=\left(U_{1}, \cdots, U_{k}\right)_{P}$ satisfies

$$
\begin{equation*}
P_{i}(\theta) U_{j}=\delta_{i j} U_{i}, \quad 1 \leqq i, \quad j \leqq k \tag{A.4}
\end{equation*}
$$

By using Lemma $A$ one can easily verify the following:
Lemma B. $\mathbf{H}_{P}$ is a compact invariant set in $\mathbf{H}$ in the flow $\phi \cdot t$. Furthermore if $\phi=(\theta, U) \in \mathbf{H}_{P}$ then the column vectors in $\Phi(\theta, t) U_{i}$ are orthogonal to those in $\Phi(\theta, t) U_{j}$ when $i \neq j$.

For $\phi=(\theta, U) \in \mathbf{H}_{P}$ let $T(\Phi(\theta, t) U)$ be given by (4.5). The $P$-partition of $U$ prescribes an induced block partition of $T(\Phi(\theta, t) U$ ) where the diagonal blocks are square matrices of size $\left(m_{i} \times m_{i}\right), 1 \leqq i \leqq k$. Since the off-diagonal blocks of $T(\Phi(\theta, t) U)$ depend on the inner products of column vectors of $\Phi(\theta, t) U_{i}$ and $\Phi(\theta, t) U_{j}$ for $i \neq j$, it follows from Lemma B that these off-diagonal blocks are zero. Hence $\Psi(\phi, t)=$ $T(\Phi(\theta, t) U)^{-1}$ is a block-diagonal, upper-triangular matrix.

The block-diagonalization of $\Psi$ involves an "untwisting" of the spectral subbundles of $\Phi$. A similar untwisting with additional useful structures appears in Ellis and Johnson (1982). Also compare with Coppel (1967), Palmer (1980) and Vinograd et al. (1977).
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# SIMPLE CRITERIA FOR STABLE BIFURCATING PERIODIC SOLUTIONS OF O.D.E.'s* 
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#### Abstract

We propose a very simple criterion (generalizing classical Hopf theory) ensuring the existence of bifurcating periodic solutions for systems of O.D.E. of order larger than one. We show also that these solutions can be evaluated by means of a practical recursive procedure, and give a direct rule for finding the critical Floquet exponent. Some further generalizations are also considered, mainly based on symmetry properties and stability theory.
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1. Introduction. We will deal in this paper with systems of nonlinear differential equations, for a $n$-component real variable $x=x(t)$, of order higher than one: our aim is mainly to provide simple and readily applicable criteria concerning the existence of bifurcating periodic solutions (§2), and their stability (§ 6). It can be observed, actually, that any system of differential equations of order higher than one could be trans-formed-in principle-into a system containing only first-order derivatives; however, the price that must be paid is the introduction of a very high number of equations and variables, which are in general not easily handled. In addition, it may happen that the initial system cannot be explicitly transformed into a first-order system, so that the classical Hopf bifurcation theory cannot be applied. Our criteria do not require these transformations; rather they involve only linear algebra in the vector space $C^{n}$.

The interest in this type of problem is increasing: we can refer to the books and reviews [2], [4], [8], [9], [11], [12], and to the Proceedings of recent courses [1], [10], [17].

Another relevant point is that our scheme enables us to apply a general recursion procedure (again in an $n$-dimensional space) for explicitly calculating the periodic solution (cf. [11]): this will be illustrated also by means of an example (§4). Another example will be examined in some detail (§7), in order to discuss the stability of the bifurcating periodic solution, in terms of Floquet exponents [11]. In §3, we will compare our results with the classical Hopf bifurcation theory.

In § 5 we discuss some symmetry properties of the problem. It is known that symmetries play an interesting role in bifurcation theory; what concerns us especially is the case of bifurcating periodic solutions (see the paper by Golubitsky and Stewart [7]) where one can find a detailed analysis of this point of view. Symmetries are also treated in §8, where some generalizations of the method are briefly considered: precisely, the case of multiple critical eigenvectors (Theorem 3), and finally the case when the classical conditions of the Hopf method are not verified, and one has to resort to different arguments based on stability theory (Theorem 4).
2. Existence of bifurcating periodic solutions. Let $x=x(t)$ be a real $n$-dimensional vector, depending on time $t$; we shall consider a family, depending on a real parameter

[^3]$\lambda$, of systems of nonlinear ordinary differential equations of the following type
\[

$$
\begin{equation*}
F(\lambda, x) \equiv L(\lambda) x+H(\lambda, x), \quad \lambda \in R, \quad x \in R^{n} \tag{1a}
\end{equation*}
$$

\]

where $L$ is the linear differential operator

$$
\begin{equation*}
L(\lambda)=\sum_{r=0}^{k} A_{r}(\lambda) \frac{d^{r}}{d t^{r}} \tag{1b}
\end{equation*}
$$

and $A_{r}=A_{r}(\lambda)(r=0, \cdots, k)$ are given $n \times n$ real matrices, $H: R \times R^{n} \rightarrow R^{n}$ is the remaining nonlinear higher order part, with $H(\lambda, 0)=0$; we will assume also for simplicity that $A_{r}=A_{r}(\lambda)$ and $H=H(\lambda, x)$ are analytical functions.

Theorem 1 below provides a condition for the existence of a bifurcating nonzero periodic solution of (1): this will be readily obtained introducing first the $n \times n$ auxiliary matrix $T$ defined by

$$
\begin{equation*}
T=T(\lambda, \omega)=\sum_{r=0}^{k}(i \omega)^{r} A_{r}(\lambda) \tag{2}
\end{equation*}
$$

where $\omega$ is a new real parameter.
Theorem 1. Suppose that when $\lambda=\lambda_{0}$ and $\omega=\omega_{0}>0$ the matrix $T_{0}=T\left(\lambda_{0}, \omega_{0}\right)$ defined in (2) is singular, and that its kernel in $C^{n}$ is one-dimensional. Assume also that the usual "no-resonance" condition is fulfilled, i.e. that, in the case there is some other $\omega^{\prime} \neq \omega_{0}$ such that det $T\left(\lambda_{0}, \omega^{\prime}\right)=0$, then $\omega^{\prime} / \omega_{0}$ is not an integer number. Finally, denoting by $\zeta$ and $\zeta^{\prime}$ unit vectors in $C^{n}$ such that ${ }^{1}$

$$
\begin{equation*}
T_{0} \zeta=0 \quad \text { and } \quad T_{0}^{+} \zeta^{\prime}=0 \tag{3}
\end{equation*}
$$

assume that the two complex numbers

$$
\begin{equation*}
\left\langle T_{\lambda}\right\rangle=\left(\frac{\partial T}{\partial \lambda} \zeta, \zeta^{\prime}\right) \quad \text { and } \quad\left\langle T_{\omega}\right\rangle=\left(\frac{\partial T}{\partial \omega} \zeta, \zeta^{\prime}\right) \tag{4}
\end{equation*}
$$

(where (, ) is the scalar product in $C^{n}$ and derivatives are evaluated at $\lambda=\lambda_{0}$ and $\omega=\omega_{0}$ ) are not aligned with the origin of the complex plane. Then, the problem (1) possesses a periodic nonzero solution, branching at $\lambda=\lambda_{0}$, with period $2 \pi / \omega$, which can be parameterized in this form

$$
\begin{align*}
& x=x(s, t)=s \operatorname{Re}\left(\zeta e^{i \omega t}\right)+w(s, t), \\
& \lambda=\lambda(s),  \tag{5}\\
& \omega=\omega(s),
\end{align*}
$$

where $s$ is a real parameter, defined in a neighbourhood of zero, and such that

$$
\lim _{s \rightarrow 0} \lambda(s)=\lambda_{0}, \quad \lim _{s \rightarrow 0} \omega(s)=\omega_{0}, \quad \lim _{s \rightarrow 0} s^{-1} w(s, t)=0 .
$$

Proof. Having rescaled the time variable $t$

$$
\begin{equation*}
t \rightarrow \tau=\omega t \tag{6}
\end{equation*}
$$

(so one has to look for $2 \pi$-periodic solutions in $\tau$ ), let us put

$$
\begin{equation*}
L(\lambda, \omega)=\sum_{r=0}^{k} \omega^{r} A_{r}(\lambda) \frac{d^{r}}{d \tau^{r}} \tag{7}
\end{equation*}
$$

[^4]and introduce the $L^{2}\left((0,2 \pi), R^{n}\right)$ scalar product
\[

$$
\begin{equation*}
(x(\tau), y(\tau))_{L^{2}}=\frac{1}{\pi} \int_{0}^{2 \pi}(x(\tau), y(\tau))_{R^{n}} d \tau \tag{8}
\end{equation*}
$$

\]

(easily extended, whenever necessary, to $L^{2}\left((0,2 \pi), C^{n}\right)$ ). Our assumptions imply that the operator $L_{0}=L\left(\lambda_{0}, \omega_{0}\right)$ is a Fredholm operator of index zero, with two-dimensional (in the real sense) kernel $V$, spanned by

$$
\begin{equation*}
\operatorname{Re}\left(\zeta e^{i \tau}\right) \text { and } \operatorname{Im}\left(\zeta e^{i \tau}\right) \tag{9a}
\end{equation*}
$$

Let $V^{\prime}$ be the kernel, spanned by

$$
\begin{equation*}
\operatorname{Re}\left(\zeta^{\prime} e^{i \tau}\right) \quad \text { and } \operatorname{Im}\left(\zeta^{\prime} e^{i \tau}\right) \tag{9b}
\end{equation*}
$$

of the formal adjoint

$$
L_{0}^{+}=\sum_{r=0}^{k}\left(-\omega_{0}\right)^{r} A_{r}\left(\lambda_{0}\right) \frac{d^{r}}{d \tau^{r}}
$$

and $W, W^{\prime}$ the orthogonal complementary subspaces in $L^{2}\left((0,2 \pi), R^{n}\right)$ of $V, V^{\prime}$ respectively. According to the usual Lyapunov-Schmidt technique (see e.g. [4], [8]), introduce the projectors $P, P^{\prime}$ on $V, V^{\prime}$, and $Q, Q^{\prime}$ on $W, W^{\prime}$; then, writing $w=Q x$ and $v=P x$, the projection of (1) on $W^{\prime}$ uniquely fixes $w$ as a function of $\lambda, \omega$ and $v$; next, the projection on $V^{\prime}$ gives the bifurcation equation:

$$
\begin{equation*}
P^{\prime} F(\lambda, \omega, v+w(\lambda, \omega, v)) \equiv \Phi(\lambda, \omega, v) \equiv \Psi(\lambda, \omega, v) v=0 \tag{10}
\end{equation*}
$$

where $\Phi: R^{2} \times V \rightarrow V^{\prime}$, and $\Psi(\lambda, \omega, v)$ is a $2 \times 2$ real matrix with the property

$$
\Psi\left(\lambda_{0}, \omega_{0}, 0\right)=0
$$

Let now $\hat{v}$ be any unit vector in $V$ (the choice of $\hat{v}$ is arbitrary, as we shall see more clearly in $\S 5$ ), and $s$ a real parameter; then (10), written in the one-dimensional subspace $\{s \hat{v}\}$, becomes

$$
\Psi(\lambda, \omega, s) \hat{v}=0
$$

( $s=0$ corresponds to the trivial solution $v=w=x=0$ ). An application of the implicit function theorem gives that this equation has nonzero solution if

$$
\begin{equation*}
\frac{\partial \Psi}{\partial \lambda}\left(\lambda_{0}, \omega_{0}, 0\right) \hat{v} \text { and } \frac{\partial \Psi}{\partial \omega}\left(\lambda_{0}, \omega_{0}, 0\right) \hat{v} \tag{11}
\end{equation*}
$$

are two linearly independent vectors (in the real sense: see [4] and also [6, § 6]). If this condition is satisfied, the solution can be put precisely in the explicit form (5). On the other hand, one has

$$
\frac{\partial \Psi}{\partial \lambda}\left(\lambda_{0}, \omega_{0}, 0\right) \hat{v}=\frac{\partial}{\partial \lambda} P^{\prime} F_{x}\left(\lambda_{0}, \omega_{0}, 0\right) \hat{v}=P^{\prime} \frac{\partial L}{\partial \lambda}\left(\lambda_{0}, \omega_{0}\right) \hat{v}
$$

and similarly for $(\partial \Psi / \partial \omega) \hat{v}$, having taken into account that $w_{v}\left(\lambda_{0}, \omega_{0}, 0\right)=0$, as known from usual bifurcation theory. The projection $P^{\prime}$ on $V^{\prime}$ is obtained by evaluating the two scalar products with vectors (9b); using now definition (8), one can observe that, for any real function $y(\tau) \in L^{2}$,

$$
\begin{align*}
& \left(y(\tau), \operatorname{Re}\left(\zeta^{\prime} e^{i \tau}\right)\right)_{L^{2}}=\operatorname{Re}\left(\eta_{1}, \zeta^{\prime}\right)_{C^{n}}  \tag{12}\\
& \left(y(\tau), \operatorname{Im}\left(\zeta^{\prime} e^{i \tau}\right)\right)_{L^{2}}=\operatorname{Im}\left(\eta_{1}, \zeta^{\prime}\right)_{C^{n}}
\end{align*}
$$

where $\eta_{1} \in C^{n}$ is the vector of the first components of the Fourier series

$$
y(\tau)=\sum_{p=0}^{\infty} \frac{1}{2}\left(\eta_{p} e^{i p \tau}+\bar{\eta}_{p} e^{-i p \tau}\right)
$$

Choosing now $\hat{v}=\operatorname{Re}\left(\zeta e^{i \tau}\right)$, it is immediately seen that the condition given above on the two vectors (11) is equivalent to the assumption on the scalar products (4) as given in the theorem. The other assertions follow from standard results of the LyapunovSchmidt procedure.
3. A particular case: the Hopf bifurcation problem. In the particular case of first-order differential systems $(k=1)$, the two quantities (4) become now

$$
\begin{equation*}
\left\langle T_{\lambda}\right\rangle=\left(\left(i \omega_{0} A_{1 \lambda}+A_{0 \lambda}\right) \zeta, \zeta^{\prime}\right) \quad \text { and } \quad\left\langle T_{\omega}\right\rangle=i\left(A_{1} \zeta, \zeta^{\prime}\right) \tag{13}
\end{equation*}
$$

where $A_{1 \lambda}=\partial A_{1} / \partial \lambda$ evaluated at $\lambda=\lambda_{0}$, etc. If, in addition, the matrix $A_{1}(\lambda)$ is assumed to be invertible, at least near $\lambda_{0}$ (Theorem 1 actually works also without this assumption), the problem is the classical Hopf bifurcation problem:

$$
\frac{d}{d t} x=B(\lambda) x+C(\lambda, x) \quad \text { with } B(\lambda)=-A_{1}^{-1}(\lambda) A_{0}(\lambda)
$$

Observing that

$$
\begin{aligned}
& B\left(\lambda_{0}\right) \zeta=i \omega_{0} \zeta \\
& B^{+}\left(\lambda_{0}\right) \zeta^{\prime \prime}=-i \omega_{0} \zeta^{\prime \prime} \quad \text { if } \zeta^{\prime \prime}=A_{1}^{+}\left(\lambda_{0}\right) \zeta^{\prime}
\end{aligned}
$$

one obtains in this case from (13) (all quantities are evaluated at $\lambda=\lambda_{0}$ )

$$
\left\langle T_{\lambda}\right\rangle=-\sigma_{\lambda}\left(\zeta, \zeta^{\prime \prime}\right) \quad \text { and } \quad\left\langle T_{\omega}\right\rangle=i\left(\zeta, \zeta^{\prime \prime}\right)
$$

where $\sigma=\sigma(\lambda)$ is the critical branch of eigenvalues of $B(\lambda)$, with $\sigma\left(\lambda_{0}\right)=i \omega_{0}$. Our condition on (4) becomes then

$$
\left(\zeta, \zeta^{\prime \prime}\right) \neq 0 \quad \text { and } \quad \operatorname{Re} \sigma_{\lambda}\left(\lambda_{0}\right) \neq 0
$$

which is precisely the usual "transversality" assumption [11], [4], together with the condition that the critical eigenvalue $i \omega_{0}$ of $B$ is semisimple (i.e. algebraically simple). For what concerns this last assertion, note in fact that $\left(\zeta, \zeta^{\prime \prime}\right)=0$ would imply, using also (8) and (12), that $\operatorname{Re}\left(\zeta e^{i \tau}\right)$ and $\operatorname{Im}\left(\zeta e^{i \tau}\right)$ are orthogonal to the kernel of the formal adjoint

$$
L_{0}^{+}=-\omega_{0} \frac{d}{d t}-B^{+}\left(\lambda_{0}\right)
$$

which in turn implies that there exists some vector $\xi \in C^{n}$ such that $\left(B\left(\lambda_{0}\right)-i \omega_{0}\right) \xi=\zeta$, thus showing the nonsemisimplicity of the eigenvalue $i \omega_{0}$, and vice versa.
4. The recursive method. First example. We want to show here a very general recursive method (cf. [11]) which, if the hypotheses of Theorem 1 are verified, can be applied for explicitly evaluating solution (5), and which appears to be more con-venient-for practical uses-than the Lyapunov-Schmidt procedure.

Let us insert into (1) the following expansion of (5) in powers of the parameter $s$

$$
\begin{align*}
& x(s, \tau)=s x_{(1)}(\tau)+s^{2} x_{(2)}(\tau)+s^{3} x_{(3)}(\tau)+\cdots, \\
& \lambda(s)=\lambda_{0}+s \lambda_{1}+s^{2} \lambda_{2}+\cdots,  \tag{14}\\
& \omega(s)=\omega_{0}+s \omega_{1}+s^{2} \omega_{2}+\cdots .
\end{align*}
$$

At the first order one gets

$$
L\left(\lambda_{0}, \omega_{0}\right) x_{(1)}(\tau)=0
$$

which is solved just by all vectors in $V$. Choose now (the normalization of $\zeta$ fixes the scale of $s$ )

$$
x_{(1)}=\operatorname{Re}\left(\zeta e^{i \tau}\right)
$$

At the order $s^{2}$, one has the linear differential problem

$$
\begin{equation*}
L_{0} x_{(2)}(\tau)=-\left(\lambda_{1} \frac{\partial L}{\partial \lambda}+\omega_{1} \frac{\partial L}{\partial \omega}\right) x_{(1)}(\tau)+H_{2}(\tau) \tag{15}
\end{equation*}
$$

where $H_{2}(\tau)$ is the second order term in the expansion of $H(\lambda, x)$ in powers of $s$. Classical alternative theorems say that this equation can be solved (in $x_{2}(\tau)$ ) if its r.h.s. is orthogonal to $V^{\prime}$; imposing this condition by means of (8) and (12) gives an equation for $\lambda_{1}, \omega_{1}$. This equation, in turn, can be satisfied just if assumptions of Theorem 1 (in particular the one concerning quantities (4)) are verified.

The method can be illustrated by means of the following example. This is one of the simplest examples which could have some interest, because of the occurrence of the highest derivatives in just one of the equations. To my knowledge, such cases which are not (or cannot be) transformed into a first order system rarely appear to be considered in the literature. However, there are several problems (e.g. in nonlinear field theories, nonlinear quantum-mechanical systems, etc.: see [1], [2], [9]) which are of this form: our method may then be useful, even if this possibility cannot be considered in this paper. Consider then the system, with $k=2, n=2$, writing here the twocomponent vector $x$ in the form $x \equiv(x(t), y(t))$

$$
\ddot{x}+x-\ddot{y}-x^{2}=0, \quad \dot{y}+\lambda x-x^{3}=0 \quad(\dot{x}=d x / d t, \text { etc. }) .
$$

It is easily seen that the auxiliary matrix

$$
T(\lambda, \omega)=\left(\begin{array}{cc}
-\omega^{2}+1 & \omega^{2} \\
\lambda & i \omega
\end{array}\right)
$$

is singular for $\lambda_{0}=0$ and $\omega_{0}=1$, and that all conditions of Theorem 1 are satisfied with $\left\langle T_{\lambda}\right\rangle /\left\langle T_{\omega}\right\rangle=-i$. The spaces $V$ and $V^{\prime}$ are spanned by

$$
\binom{\cos \tau}{0},\binom{\sin \tau}{0} \text { and } \frac{1}{\sqrt{2}}\binom{\cos \tau}{\sin \tau}, \frac{1}{\sqrt{2}}\binom{-\sin \tau}{\cos \tau}
$$

respectively. An alternative theorem from (15) requires

$$
\lambda_{1}\left\langle T_{\lambda}\right\rangle+\omega_{1}\left\langle T_{\omega}\right\rangle=0
$$

which gives

$$
\lambda_{1}=\omega_{1}=0
$$

and then (neglecting for simplicity an independent solution with $y=$ const.)

$$
x_{(2)}(\tau)=\frac{1}{6}\binom{3-\cos 2 \tau}{0}
$$

At the third step, the solvability condition can be satisfied, as before, by fixing $\lambda_{2}$ and $\omega_{2}$; we thus obtain, summarizing:

$$
\begin{gathered}
x(s, \tau)=\binom{s \cos \tau+\frac{s^{2}}{6}(3-\cos 2 \tau)-\frac{s^{3}}{96}(2 \cos 3 \tau+9 \sin 3 \tau)+\cdots}{-\frac{s^{3}}{12} \sin 3 \tau+\cdots}, \\
\lambda=-\frac{3}{4} s^{2}+\cdots, \quad \omega=1+\frac{5}{12} s^{2}+\cdots, \quad \tau=\omega t .
\end{gathered}
$$

It can be easily seen that the equation for $x_{n}(\tau)$ obtained at the $n$th step is not very different from (15). Then one can be easily convinced that our assumptions guarantee that each step can be completed, and that this method works for any other example as well.
5. Symmetry properties. All systems as (1), being "autonomous," exhibit in a natural way a "covariance" with respect to the group $\mathrm{SO}_{2}$ (isomorphic to the circle group $\mathrm{S}^{1}$ ) of the "time translations" $\tau \rightarrow \tau+\tau^{\prime}(\bmod 2 \pi)$ [7], [20], [22]. Let us recall that a map $F: R \times X \rightarrow X^{\prime}$, where $X, X^{\prime}$ are topological vector spaces, is said to be covariant with respect to a topological group $G$ [20]-[22], if there exist two continuous representations $D$ and $D^{\prime}$ of $G$, acting on $X$ and $X^{\prime}$ respectively, such that, for any $\lambda \in R, x \in X$ and $g \in G$,

$$
\begin{equation*}
F(\lambda, D(g) x)=D^{\prime}(g) F(\lambda, x) \tag{16}
\end{equation*}
$$

It can be shown [20]-[22], [5] that covariance is inherited by the bifurcation equation (10), and that the kernel $V$ of the linearized map $F_{x}(\lambda, 0)$ is an invariant subspace under the group action. In our cases, this implies that the two-dimensional space $V$ is the basis space of a real irreducible representation of $\mathrm{SO}_{2}$; therefore, all unit vectors in $V$ are equivalent, in the sense that they belong to the same orbit under $\mathrm{SO}_{2}$ (changing the choice of $\hat{v}$ corresponds to choose another origin for the time $\tau$ ).

Another consequence is that, exactly as in Hopf bifurcation [11], $\lambda$ and $\omega$ are even functions of $s$ :

$$
\lambda(s)=\lambda(-s), \quad \omega(s)=\omega(-s)
$$

In fact, after a time $\tau=\pi$, one has $s \hat{v} e^{i \tau} \rightarrow-s \hat{v} e^{i \tau}$, and then, from covariance of (10)

$$
\psi(\lambda, \omega, s)=\psi(\lambda, \omega,-s)
$$

which proves the assertion. The same result is confirmed by the iterative method used in the previous section: it suffices to observe that the odd-order coefficients $\lambda_{2 m-1}$, $\omega_{2 m-1}$ in the expansion (15) are determined, via solvability condition, by the projection on $V^{\prime}$ of the terms of order $2 m$ in the $s$-power expansion of the nonlinear part $H(\lambda, x)$, and take into account the computation rule (12).

As a final remark, let us consider the case in which the system (1) contains only even-order derivatives: in this case, both quantities $\left\langle T_{\lambda}\right\rangle$ and $\left\langle T_{\omega}\right\rangle$ are real, and the condition stated in Theorem 1 cannot be satisfied. However, in this case, the covariance of the problem is larger: it is described in fact by the whole group $\mathrm{O}_{2}$ (i.e., it includes time inversion $\tau \rightarrow-\tau)$. In this case, by restricting e.g. the problem to the subspace of even functions (with respect to time inversion), one can easily reduce the bifurcation equation, as a consequence of symmetry, to a standard one-dimensional case [4], [7], [20]-[22], [5], and then apply classical arguments [4].
6. Stability of the bifurcating periodic solution. We will give now a readily applicable criterion for finding the "critical" Floquet exponent [11], [19] governing the linearized stability of the periodic bifurcated solution (5). Assuming here that $A_{k}(\lambda)$ is invertible in a neighbourhood of $\lambda_{0}$, and introducing the vector variables

$$
\begin{align*}
& x_{1}=x, \quad x_{2}=\frac{d x_{1}}{d t}, \quad \cdots, \quad x_{k}=\frac{d x_{k-1}}{d t},  \tag{17}\\
& u \equiv\left(x_{1}, \cdots, x_{k}\right) \in R^{k n}
\end{align*}
$$

system (1) becomes equivalent to

$$
\begin{equation*}
\frac{d u}{d t}=M(\lambda) u+K(\lambda, u) \tag{18}
\end{equation*}
$$

with

$$
M(\lambda)=\left(\begin{array}{ccccc} 
& \vdots & I \cdot & & 0 \\
0 & \vdots & & \ddots & \\
\vdots & 0 & & \ddots & I \\
\ldots & \cdots & \ldots & \cdots & \cdots \\
B_{0} & B_{1} & \cdots & B_{k-1}
\end{array}\right)
$$

where $I$ is the unit $n \times n$ matrix, and

$$
\begin{aligned}
& B_{j}=B_{j}(\lambda)=-A_{k}^{-1}(\lambda) A_{j}(\lambda) \quad(j=0, \cdots, k-1), \\
& K=K(\lambda, u)=\left(\begin{array}{c}
\vdots \\
0 \\
\vdots \\
-A_{k}^{-1}(\lambda) H\left(\lambda, x_{1}\right)
\end{array}\right)
\end{aligned}
$$

For the problem (18), the Floquet exponent [11], at the lowest order of the parameter $s$, is given by

$$
\begin{equation*}
\gamma=-s \frac{d \lambda}{d s} \operatorname{Re} \frac{d \rho}{d \lambda}=-2 s^{2} \lambda_{2} \operatorname{Re} \frac{d \rho}{d \lambda} \tag{19}
\end{equation*}
$$

where $\rho=\rho(\lambda)$ is the critical branch of the eigenvalues of the matrix $M$, with $\rho\left(\lambda_{0}\right)=i \omega_{0}$, and derivatives are evaluated at $\lambda=\lambda_{0}$.

We can now state the following:
Theorem 2. The sign of the Floquet exponent governing stability of the bifurcating periodic solution (5) of the system (1) is equal to the sign of the quantity

$$
\begin{equation*}
\delta=\operatorname{Im}\left(\left\langle H_{3}\right\rangle \overline{\left\langle T_{\omega}\right\rangle}\right), \tag{20}
\end{equation*}
$$

$\left\langle T_{\omega}\right\rangle$ being defined in (4) and

$$
\left\langle H_{3}\right\rangle=\frac{1}{\pi} \int_{0}^{2 \pi}\left(H_{(3)}(\tau), \zeta^{\prime}\right) e^{-i \tau} d \tau
$$

where $H_{3}(\tau)$ is the third-order term in the s-power expansion of the nonlinear part $H(\lambda, x)$, and all other assumptions are as in Theorem 1. Therefore, $\delta<0(>0)$ corresponds to linearized stability (instability).

Proof. Let us denote by $\eta, \eta^{\prime} \in C^{k n}$ the critical eigenvectors of the matrix $M\left(\lambda_{0}\right)$ :

$$
M\left(\lambda_{0}\right) \eta=i \omega_{0} \eta, \quad M^{+}\left(\lambda_{0}\right) \eta^{\prime}=-i \omega_{0} \eta^{\prime} .
$$

One can see that (apart from normalization factors) $\eta$ and $\eta^{\prime}$ are given, in terms of vectors $\zeta, \zeta^{\prime}$ (3), by

$$
\eta=\left(\begin{array}{c}
\zeta \\
\left(i \omega_{0}\right) \zeta \\
\left(i \omega_{0}\right)^{2} \zeta \\
\vdots \\
\left(i \omega_{0}\right)^{k-1} \zeta
\end{array}\right)
$$

and

$$
\eta^{\prime}=\left(\begin{array}{c}
\frac{-1}{\left(-i \omega_{0}\right)} A_{0}^{+} \zeta^{\prime} \\
\frac{-1}{\left(-i \omega_{0}\right)^{2}}\left[A_{0}^{+}+\left(-i \omega_{0}\right) A_{1}^{+}\right] \zeta^{\prime} \\
\vdots \\
\frac{-1}{\left(-i \omega_{0}\right)^{k-1}}\left[A_{0}^{+}+\left(-i \omega_{0}\right) A_{1}^{+}+\cdots+\left(-i \omega_{0}\right)^{k-2} A_{k-2}^{+}\right] \zeta^{\prime} \\
A_{k}^{+} \zeta^{\prime}
\end{array}\right)
$$

and verify, after some calculations, that

$$
\left(\eta, \eta^{\prime}\right)=-i\left\langle T_{\omega}\right\rangle, \quad\left(\frac{\partial M}{\partial \lambda} \eta, \eta^{\prime}\right)=-\left\langle T_{\lambda}\right\rangle, \quad\left(\frac{\partial M}{\partial \lambda} \eta, \eta^{\prime}\right)=\frac{d \rho}{d \lambda}\left(\eta, \eta^{\prime}\right) ;
$$

then

$$
\begin{equation*}
\operatorname{Re} \frac{d \rho}{d \lambda}=\operatorname{Im} \frac{\left\langle T_{\lambda}\right\rangle}{\left\langle T_{\omega}\right\rangle} \tag{21}
\end{equation*}
$$

Now using methods of $\S 4$, from the solvability condition

$$
\lambda_{2}\left\langle T_{\lambda}\right\rangle+\omega_{2}\left\langle T_{\omega}\right\rangle+\left\langle H_{3}\right\rangle=0,
$$

one gets

$$
\begin{equation*}
\lambda_{2}=\frac{\operatorname{Im}\left(\left\langle H_{3}\right\rangle \overline{\left\langle T_{\omega}\right\rangle}\right)}{\operatorname{Im}\left(\overline{\left\langle\overline{T_{\lambda}}\right\rangle}\left\langle T_{\omega}\right\rangle\right)}, \tag{22}
\end{equation*}
$$

and finally

$$
\gamma=\frac{2 s^{2}}{\left|\left\langle T_{\omega}\right\rangle\right|^{2}} \delta .
$$

7. Second example. We will consider here in some detail this second example, writing $x \equiv(x(t), y(t))$ :

$$
\begin{align*}
& \ddot{x}+\dot{y}+2 x+\lambda y-(x+y)\left(x^{2}+y^{2}\right)=0, \\
& \ddot{y}-\dot{x}+2 y-\lambda x+(x-y)\left(x^{2}+y^{2}\right)=0 \tag{23}
\end{align*}
$$

(which, of course, has the special property of being covariant also with respect to an additional rotation group $\mathrm{SO}_{2}$ (see § 5; cf. also [7], [14], [15]) acting, for each fixed $t$, on the vectors $(x(t), y(t))$ through its basic representation). One has now $\lambda_{0}=0$, $\omega_{0}=2$, and $\left\langle T_{\omega}\right\rangle /\left\langle T_{\lambda}\right\rangle=-3 i$; the periodic solution is given (exactly) by

$$
\begin{equation*}
x(t)=\frac{1}{\sqrt{2}}\binom{\cos \omega t}{\sin \omega t}, \quad \lambda=\frac{s^{2}}{2}, \quad \omega=2+\frac{1}{2}\left(\sqrt{9-2 s^{2}}-3\right) . \tag{24}
\end{equation*}
$$

In view of Theorem 2, one gets

$$
H_{(3)}(\tau)=\frac{1}{2 \sqrt{2}}\binom{-\cos \tau-\sin \tau}{\cos \tau-\sin \tau}=\frac{1}{2 \sqrt{2}} \operatorname{Re}\binom{-1+i}{1+i} e^{i \tau}
$$

and then, using (12) and Theorem 2,

$$
\delta=-\frac{3}{2}, \quad \gamma=-\frac{s^{2}}{3}
$$

corresponding to stability of this solution for small variations of $s$.
It can be interesting to check these conclusions by directly inspecting the equations governing the small "perturbations" of solution (24): precisely, by writing

$$
x(t)=\frac{s}{\sqrt{2}}\binom{\cos \omega t}{\sin \omega t}+\binom{\xi(t)}{\eta(t)}, \quad \lambda=\frac{s^{2}}{2}
$$

and introducing for convenience the two functions

$$
\begin{aligned}
& f(t)=\xi(t) \cos \omega t+\eta(t) \sin \omega t, \\
& g(t)=\eta(t) \cos \omega t-\xi(t) \sin \omega t,
\end{aligned}
$$

one can see that $f$ and $g$ obey the equations

$$
\begin{aligned}
& \dddot{f}+3\left(3-s^{2}\right) \dot{f}+s^{2}(2 \omega-1) f=0, \\
& \ddot{g}=(1-2 \omega) \dot{f}-s^{2} f .
\end{aligned}
$$

This is sufficient to show that $\xi(t)$ and $\eta(t)$ behave typically according to

$$
\xi(t), \eta(t) \sim e^{\gamma_{i} t}
$$

where $\gamma_{i}$ can be directly evaluated for small $s$ to be ${ }^{2}$

$$
\gamma_{1}=-\frac{s^{2}}{3} \quad \text { and } \quad \gamma_{2,3}= \pm 3 i+\frac{s^{2}}{6},
$$

so, $\gamma_{1}$ confirms the above calculation, whereas the two others correspond to displacements toward nonclosed orbits in the $R^{2}$-plane "oscillating" around the periodic solution (24). Alternatively, the various aspects of this discussion can be viewed writing (23) in polar coordinates $r, \theta$. In this way one can obtain e.g. that

$$
\begin{align*}
& r^{2} \dot{\theta}-\frac{1}{2} r^{2}=C=\text { const, }  \tag{25a}\\
& \ddot{r}=-\frac{9}{4} r+r^{3}+\frac{C^{2}}{r^{3}} \tag{25b}
\end{align*}
$$

then the "equilibrium solution" $r=r_{0}$ of (25b) requires through (25a)

$$
\dot{\theta}=\text { const }=\frac{1}{2}+\left(\frac{9}{4}-r_{0}^{2}\right)^{1 / 2}
$$

which is just (24) with $\dot{\theta}=\omega$ and $r_{0}=s / \sqrt{2}$.
8. Some generalizations. One of the hypotheses of Theorem 1 was that the kernel of $T_{0}=T\left(\lambda_{0}, \omega_{0}\right)$ is one-dimensional (in $C^{n}$ ). If the system (1) is covariant under some "external" symmetry group $G$ (i.e. a group acting on the vectors $x \in R^{n}$ for each fixed

[^5]$t$, not only through the time translations considered in § 5), this hypothesis is usually not verified; but it can happen that some group-theoretical consideration allows us to restrict the problem to some subspace where the initial hypothesis is recovered. The situation is completely similar to the one considered in full detail in [7] for the case of Hopf bifurcation. Referring for a more complete description of the group-theoretical situation to [7], we briefly state the assumption in this form:
(G) Let system (1) be covariant under a symmetry group $G$, as in (16), with $D=D^{\prime}$. Suppose that there is an isotropy subgroup $\tilde{G}$ in $G$ and a twodimensional (in the real sense) subspace $U \subset R^{n}$ such that
$$
D(\tilde{g}) u=u \quad \text { for all } \tilde{g} \in \tilde{G}, \quad u \in U
$$
and that no other vector in $R^{n}$ is left fixed by $D(\tilde{G})$.
The following result needs then no further comment:
Theorem 3. Let system (1) satisfy assumption (G); then the restriction $\left.T_{0}\right|_{U}$ maps $U$ in itself, and if all other assumptions in Theorem 1 are verified by this restriction, the same conclusions are true.

Another crucial point is the classical Hopf "transversality condition": in particular, it was proved in § 3 that our hypothesis concerning the two scalar products (4) is equivalent-in the case of first-order systems-to this condition. However, even if transversality is not satisfied, it is known [1], [3], [13], [16], [18] that suitable assumptions concerning a well defined change in the stability property of the solution $x \equiv 0$ can ensure the existence of a nontrivial bifurcation. Combining these ideas with symmetry properties, we get the following result, which we state for first-order normal systems.

Theorem 4. Let system (1) be of order 1, with

$$
L(\lambda)=\frac{d}{d t}+A_{0}(\lambda)
$$

and satisfy assumption (G). Denoting by $\tilde{F}=\tilde{F}(\lambda, u)$ the restriction of $F$ to $R \times U$, suppose now that a positively definite (continuously differentiable, for simplicity) Lyapunovfunction $V: U \rightarrow R$ can be defined in a neighbourhood of $u=0$ in such a way that its time derivative

$$
\frac{d V}{d t}=\partial_{u} V \cdot \tilde{F}
$$

is negatively definite for $\lambda=\lambda_{0}$, but when $\lambda>\lambda_{0}$ it becomes positively definite. Suppose finally that $\tilde{F}(\lambda, u) \neq 0$ for all $u \neq 0$ in a neighbourhood of $u=0$ and $\lambda>\lambda_{0}$ : then for $\lambda>\lambda_{0}$ there exists a bifurcating invariant set. This set is in general an annular region (possibly reduced to a single periodic cycle) around the origin $u=0$, and stable under perturbations belonging to $U$.

Proof. By assumption (G), we can restrict the problem to the subspace $U$. Assumptions on the Lyapunov function $V$ imply that the trivial solution $u=0$ is asymptotically stable for $\lambda=\lambda_{0}$ and becomes completely unstable for $\lambda>\lambda_{0}$; then (see [1], [3], [13], [16], [18]) there exists a stable bifurcating set in $U$. For classical Bendixson theorems, being $U$ a two-dimensional real space and having locally $\tilde{F}$ no critical points other than $u=0$, this bifurcating set has all the mentioned properties.

Just for illustrating the idea, consider the following example. Let $x \in R^{m}, y \in R^{m}$, with $m=9$, be $4 \times 4$ real symmetric traceless matrices; let $G=\mathrm{SO}_{4}$ act irreducibly on the space $\mathrm{R}^{9}$ according to the rule (in matrix notation)

$$
\begin{equation*}
x \rightarrow g x g^{t}, \quad g \in G \tag{26}
\end{equation*}
$$

and on the space $\mathbf{R}^{9} \oplus \mathrm{R}^{9}$ according to the "diagonal" direct sum of the transformation rule (26). Consider the system, covariant with respect to this representation of $G$

$$
\begin{aligned}
& \dot{x}=\lambda^{3} x-\lambda y+\partial_{x}(\operatorname{det} x), \\
& \dot{y}=\lambda x+\lambda^{3} x+\partial_{y}(\operatorname{det} y) .
\end{aligned}
$$

The two-dimensional subspace $U$ is generated by the two vectors $\tilde{x}, \tilde{y}$ lying along the direction of the diagonal matrix (cf. [5])

$$
\tilde{e}=\frac{1}{3 \sqrt{2}}\left(\begin{array}{cccc}
1 & & & \\
& 1 & & \\
& & 1 & \\
& & & -3
\end{array}\right)
$$

Even if restricted to this subspace, standard Hopf theory cannot be applied (nor Theorem 1 , being now $T_{0} \equiv 0$ ); in fact for $\lambda=\lambda_{0}=0$ transversality is not verified and, in addition, $\omega_{0}=\operatorname{Im} \sigma(0)=0$. However, denoting now by $\tilde{x}, \tilde{y}$ (instead of the vectors) their projections along the direction $\tilde{e}$, and choosing the Lyapunov function

$$
V=\frac{1}{2}\left(\tilde{x}^{2}+\tilde{y}^{2}\right),
$$

which gives

$$
\frac{d V}{d t}=\lambda^{3}\left(\tilde{x}^{2}+\tilde{y}^{2}\right)-\frac{1}{48}\left(\tilde{x}^{4}+\tilde{y}^{4}\right),
$$

all hypotheses of Theorem 4 are verified, and in fact one can see that a periodic solution bifurcates from $\lambda_{0}=0$. Clearly, under the action of the group $G$, this solution generates orbits of equivalent solutions.

Note of course that, in this example, it is impossible to extend the function $V$ to the whole space in such a way that the required properties of $d V / d t$ are preserved; also in this case, therefore, symmetry plays an important role.
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#### Abstract

Let the periodic spectrum of the Hill's operator $-d^{2} / d x^{2}+p(x)$ have $n$ nonzero gaps. We give explicit formulas for the isospectral manifold of operators $-d^{2} / d x^{2}+q(x)$ having the same spectrum. This allows us to realize the isospectral manifold explicitly as a torus. What makes this possible is an explicit solution of the flow $$
\frac{d}{d t} q=\left.\frac{d}{d x} \frac{\partial}{\partial q(x)} \Delta(\lambda, q)\right|_{\lambda=\mu_{n}(q)}
$$ introduced by McKean and Trubowitz, where $\Delta$ is the discriminant and $\mu_{n}(q)$ is the $n$th Dirichlet eigenvalue. The general case (in which there are an infinite number of nonzero gaps) is handled by a limiting process.
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1. Introduction. Let $-d^{2} / d x^{2}+q(x)$ be the Hill's operator with $q \in L_{\mathbb{R}}^{2}\left(S^{1}\right)$. We give a simple explicit formula for the isospectral manifold of all potentials having the same periodic spectrum as $q$. The formula, which involves only the Floquet solutions and Dirichlet eigenfunctions of $q$, represents the isospectral manifold explicitly as a torus.

Its and Matveev [4] and Dubrovin, Matveev, and Novikov [3] have given another formula which involves the directional derivative of the theta function for the Jacobi variety associated with $q$. Our formula involves no algebraic geometry but cannot be used to solve the KdV flow explicitly.

Before stating our results we fix our notation. Let $y_{1}(x, \lambda, q), y_{2}(x, \lambda, q)$ be the solutions of

$$
-y^{\prime \prime}+q(x) y=\lambda y \quad(-\infty<x<\infty)
$$

with $^{2}$

$$
\begin{aligned}
& y_{1}(0)=y_{2}^{\prime}(0)=1, \\
& y_{1}^{\prime}(0)=y_{2}(0)=0 .
\end{aligned}
$$

[^6]The discriminant is given by

$$
\Delta(\lambda, q) \equiv y_{1}(1, \lambda, q)+y_{2}^{\prime}(1, \lambda, q) .
$$

The zeros

$$
\lambda_{0}(q)<\lambda_{1}(q) \leqq \lambda_{2}(q)<\cdots
$$

of $\Delta^{2}(\lambda)-4$ are the eigenvalues of $-d^{2} / d x^{2}+q(x)$ with eigenfunctions of period 2 ; equality means that $\lambda_{2 n-1}=\lambda_{2 n}$ is equivalently a double zero or a double eigenvalue. Moreover, $\Delta\left(\lambda_{0}\right)=+2$ and the corresponding eigenfunction is periodic, while $\Delta\left(\lambda_{2 n-1}\right)=\Delta\left(\lambda_{2 n}\right)=2(-1)^{n}(n \geqq 1)$ and the corresponding eigenfunctions are periodic when $n$ is even and antiperiodic when $n$ is odd. ${ }^{3}$

The Floquet multipliers and corresponding Floquet solutions are

$$
m_{ \pm}(\lambda, q) \equiv \frac{\Delta(\lambda)}{2} \pm \frac{1}{2}\left(\Delta^{2}(\lambda)-4\right)^{1 / 2}
$$

and

$$
\begin{aligned}
f_{ \pm}(x, \lambda, q) & \equiv y_{1}(x, \lambda, q)+\left[\frac{m_{ \pm}-y_{1}(1, \lambda)}{y_{2}(1, \lambda)}\right] y_{2}(x, \lambda, q) \\
& =y_{1}(x, \lambda, q)+\left[\frac{y_{1}^{\prime}(1, \lambda)}{m_{ \pm}-y_{2}^{\prime}(1, \lambda)}\right] y_{2}(x, \lambda, q)
\end{aligned}
$$

respectively. We note that

$$
f_{ \pm}(x+1, \lambda)=m_{ \pm}(\lambda) f_{ \pm}(x, \lambda)
$$

so that $f_{ \pm}\left(x, \lambda_{n}\right)$ is an eigenfunction when it is well defined. Also, ${ }^{4}$

$$
\frac{\partial \Delta(\lambda)}{\partial q(x)}=y_{2}(1, \lambda) f_{+}(x, \lambda) f_{-}(x, \lambda)
$$

The zeros

$$
\mu_{1}(q)<\mu_{2}(q)<\cdots
$$

of $y_{2}(1, \lambda, q)$ are the Dirichlet eigenvalues of $q$; i.e., there is a nontrivial solution of

$$
-y^{\prime \prime}+q(x) y=\mu_{n} y
$$

with $y(0)=y(1)=0$. The normalized Dirichlet eigenfunction corresponding to $\mu_{n}(q)$ is ${ }^{5}$

$$
g_{n}(x, q) \equiv \frac{y_{2}\left(x, \mu_{n}(q), q\right)}{\left(\dot{y}_{2}\left(1, \mu_{n}\right) y_{2}^{\prime}\left(1, \mu_{n}\right)\right)^{1 / 2}} \quad(n \geqq 1) .
$$

[^7]The Dirichlet eigenvalues interlace the periodic eigenvalues: $\lambda_{2 n-1} \leqq \mu_{n} \leqq \lambda_{2 n}(n \geqq 1)$. Details can be found in [1], [6].

Fix $p \in L_{\mathbf{R}}^{2}\left(S^{1}\right)$ and define the isospectral manifold

$$
L(p) \equiv\left\{q \in L_{\mathbf{R}}^{2}\left(S^{1}\right): \lambda_{n}(q)=\lambda_{n}(p), n \geqq 0\right\}
$$

Then $q \in L(p)$ if and only if $\Delta(\lambda, q)=\Delta(\lambda, p)$ for all $\lambda$. Furthermore, McKean and Trubowitz [7] have shown that $L(p)$ is a (generically infinite dimensional) torus.

The isospectral manifold is realized as a product of circles as follows (see [7]). The map $q \in L_{\mathbf{R}}^{2}[0,1] \rightarrow\left(\mu_{n}(q), y_{1}\left(1, \mu_{n}(q), q\right) ; n \geqq 1\right)$ is one-to-one by a theorem of Borg. ${ }^{6}$ However, $y_{1}\left(1, \mu_{n}, q\right)=\Delta\left(\mu_{n}\right) / 2 \pm \frac{1}{2}\left(\Delta^{2}\left(\mu_{n}\right)-4\right)^{1 / 2}$ for an appropriate choice of the sign. Since $\Delta(\lambda)$ is the same for each $q \in L(p)$, it follows that the map

$$
q \in L(p) \rightarrow\left(\mathbf{p}_{n}(q), n \geqq 1\right)
$$

is one-to-one where

$$
\mathbf{p}_{n}(q) \equiv\left(\mu_{n}(q), \sigma_{n}(q)\right) \quad(n \geqq 1)
$$

and $\sigma_{n}(q) \in\{ \pm\}$ is the sign of the radical in $y_{1}\left(1, \mu_{n}(q), q\right)$. Thus, $L(p)$ is mapped into the product of circles in Fig. 1.


Fig. 1
McKean and Trubowitz show in addition that the map is onto and therefore a homeomorphism. Our main result is a concrete realization of this map. In fact in Theorems 1 and 2 we give a simple explicit construction of $L(p)$ in terms of $p$ and $y_{i}(x, \lambda, p)(i=1,2)$. Theorem 1 covers the case of finitely many gaps, and Theorem 2 covers the general case.

Theorem 1. Let $p \in L_{\mathbf{R}}^{2}\left(S^{1}\right), \tilde{\mathbf{p}}_{i}=\left(\omega_{i}, s_{i}\right) \in\left[\lambda_{2 i-1}, \lambda_{2 i}\right] \times\{ \pm\}$ be a point in the ith circle $(1 \leqq i \leqq n)$, and set

$$
\begin{equation*}
q\left(x, \tilde{\mathbf{p}}_{1}, \cdots, \tilde{\mathbf{p}}_{n}\right) \equiv p(x)-2 \frac{d^{2}}{d x^{2}} \log W\left(f_{1}, g_{1}, f_{2}, g_{2}, \cdots, f_{n}, g_{n}\right) \tag{1a}
\end{equation*}
$$

where $f_{i} \equiv f_{s_{i}}\left(x, \omega_{i}, p\right), g_{i} \equiv g_{i}(x, p)$, and $W$ denotes the Wronskian. Then $q$ is the unique point in $L(p)$ with

$$
\mathbf{p}_{i}(q)= \begin{cases}\tilde{\mathbf{p}}_{i}, & 1 \leqq i \leqq n  \tag{1b}\\ \mathbf{p}_{i}(p), & i>n .\end{cases}
$$

In particular, $L(p)$ is homeomorphic to an n-dimensional torus when $p$ has $n$ nonzero gaps.

[^8]Remark. The Wronskian is defined by

$$
\begin{aligned}
& W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right) \equiv \\
& \operatorname{det}\left|\begin{array}{ccccc}
f_{1} & g_{1} & \cdots & f_{n} & g_{n} \\
f_{1}^{\prime} & g_{1}^{\prime} & \cdots & f_{n}^{\prime} & g_{n}^{\prime} \\
-\omega_{1} f_{1} & -\mu_{1} g_{1} & \cdots & -\omega_{n} f_{n} & -\mu_{n} g_{n} \\
-\omega_{1} f_{1}^{\prime} & -\mu_{1} g_{1}^{\prime} & \cdots & -\omega_{n} f_{n}^{\prime} & -\mu_{n} g_{n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\left(-\omega_{1}\right)^{n-1} f_{1} & \left(-\mu_{1}\right)^{n-1} g_{1} & \cdots & \left(-\omega_{n}\right)^{n-1} f_{n} & \left(-\mu_{n}\right)^{n-1} g_{n} \\
\left(-\omega_{1}\right)^{n-1} f_{1}^{\prime} & \left(-\mu_{1}\right)^{n-1} g_{1}^{\prime} & \cdots & \left(-\omega_{n}\right)^{n-1} f_{n}^{\prime} & \left(-\mu_{n}\right)^{n-1} g_{n}^{\prime}
\end{array}\right| .
\end{aligned}
$$

The standard definition is not used because $p$ is only in $L_{\mathbf{R}}^{2}\left(S^{1}\right)$. The definition above can be obtained from the standard definition when $p$ is sufficiently smooth by using the differential equations for $f, g$ to eliminate the higher order derivatives.

The final conclusion of Theorem 1 follows from (1). In fact, $\mathbf{p}_{i}(q)=\mathbf{p}_{i}(p)$ whenever $q \in L(p)$ and $\lambda_{2 i-1}=\lambda_{2 i}$. Therefore, the map $q \in L(p) \rightarrow\left(p_{i}(q), i \geqq 1\right)$, which is one-toone by Borg's theorem, is onto by formula (1). Consequently, formula (1) gives an explicit construction of all points on $L(p)$.

The remainder of the proof of Theorem 1 is given in $\S 3$. The proof depends on the solution of certain flows on $L(p)$ described in $\S 2$. Theorem 2 will also be proven in §3.

Theorem 2. Let $p \in L_{\mathbf{R}}^{2}\left(S^{1}\right)$, and let $\tilde{\mathbf{p}}_{i}=\left(\omega_{i}, s_{i}\right) \in\left[\lambda_{2 i-1}, \lambda_{2 i}\right] \times\{ \pm\}(i \geqq 1)$ be a point on the ith circle. Then the sequence

$$
\begin{equation*}
q_{n}(x) \equiv p(x)-2 \frac{d^{2}}{d x^{2}} \log W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right) \tag{2a}
\end{equation*}
$$

converges strongly in $L_{\mathbf{R}}^{2}\left(S^{1}\right)$ to the unique point $q \in L(p)$ with

$$
\begin{equation*}
\mathbf{p}_{i}(q)=\tilde{\mathbf{p}}_{i} \quad(i \geqq 1) \tag{2b}
\end{equation*}
$$

This result exhibits every point in $L(p)$ as the (strong) limit of an appropriate sequence constructed explicitly from $y_{i}(x, \lambda, p)(i=1,2)$ and the parameters on the torus. This gives another proof that the continuous, one-to-one map $q \in L(p) \rightarrow$ $\left(p_{i}(q), i \geqq 1\right)$ is also onto. That is, $L(p)$ is homeomorphic to a torus.
2. Some flows on $\boldsymbol{L}(\boldsymbol{p})$. In order to obtain formula (1), we find an exact solution of the differential equation

$$
\begin{equation*}
\frac{d}{d t} q(x, t)=\left.\frac{d}{d x} \frac{\partial}{\partial q(x)} \Delta(\lambda, q(\cdot, t))\right|_{\lambda=\mu_{n}(q(\cdot, t))} \tag{3}
\end{equation*}
$$

which was studied in [7]. Theorem 3 shows that this differential equation generates a flow on $L(p)$. In Theorem 4 we solve (3) explicitly, and in Theorem 5 we eliminate the time parameter to obtain a formula for certain points on $L(p)$.

Theorem 3. Let $p \in L_{\mathbf{R}}^{2}\left(S^{1}\right)$. Then

$$
\left.Z_{n}(q) \equiv \frac{d}{d x} \frac{\partial \Delta(\lambda, q)}{\partial q(x)}\right|_{\lambda=\mu_{n}(q)}
$$

is a vector field on $L(p)$. That is, a solution of the differential equation

$$
\frac{d}{d t} q(x, t)=\left.\frac{d}{d x} \frac{\partial \Delta(\lambda)}{\partial q(x)}\right|_{\lambda=\mu_{n}(q(\cdot, t))}
$$

with initial data in $L(p)$ stays in $L(p)$ for all time.
This flow was described first in [7] where the following geometric picture is given. Under the flow $Z_{n}$ the point $\mathbf{p}_{i}(q(\cdot, t))(i \neq n)$ remains fixed on its circle, while the point $\mathbf{p}_{n}(q(\cdot, t))$ moves clockwise around its circle without pausing. It moves in such a way that

$$
\frac{d \mu_{n}}{d t}=\frac{1}{2}\left(\Delta^{2}\left(\mu_{n}\right)-4\right)^{1 / 2}
$$

the radical having the sign of $\mathbf{p}_{n}(q(\cdot, t))$.
Proof of Theorem 3. Let $q(x, t)$ solve the differential equation

$$
\frac{d}{d t} q(x, t)=\left.\frac{d}{d x} \frac{\partial \Delta(\mu)}{\partial q(x)}\right|_{\mu=\mu_{n}(q(\cdot, t))}
$$

with $q(x, 0) \in L(p)$. We show that $\frac{d}{d t} \Delta(\lambda, q(\cdot, t))=0$ so that $\Delta(\lambda, q(\cdot, t))=\Delta(\lambda, q(\cdot, 0))$ for all $\lambda \in C$. Indeed,

$$
\begin{aligned}
\frac{d}{d t} \Delta(\lambda, q(\cdot, t)) & =\int_{0}^{1} \frac{\partial}{\partial q(x)} \Delta(\lambda, q(\cdot, t)) \frac{d q}{d t} d x \\
& =\left.\int_{0}^{1} \frac{\partial \Delta(\lambda)}{\partial q(x)} \frac{d}{d x} \frac{\partial \Delta(\mu)}{\partial q(x)}\right|_{\mu=\mu_{n}(q(\cdot, t))} d x
\end{aligned}
$$

and we need only show that

$$
\int_{0}^{1} \frac{\partial \Delta(\lambda, q)}{\partial q(x)} \frac{d}{d x} \frac{\partial \Delta\left(\lambda^{\prime}, q\right)}{\partial q(x)} d x=0
$$

for all $\lambda, \lambda^{\prime} \in C$ and all $q \in L_{\mathbf{R}}^{2}\left(S^{1}\right)$. Now, for $\lambda, \lambda^{\prime} \neq \mu_{i}(q)(i \geqq 1)$ and $\lambda \neq \lambda^{\prime}$ we have $2 \int_{0}^{1} \frac{\partial \Delta(\lambda)}{\partial q(x)} \frac{d}{d x} \frac{\partial \Delta\left(\lambda^{\prime}\right)}{\partial q(x)} d x$

$$
\begin{aligned}
& =2 \int_{0}^{1} y_{2}(1, \lambda) f_{+}(x, \lambda) f_{-}(x, \lambda) \frac{d}{d x}\left(y_{2}\left(1, \lambda^{\prime}\right) f_{+}\left(x, \lambda^{\prime}\right) f_{-}\left(x, \lambda^{\prime}\right)\right) d x \\
& =y_{2}(1, \lambda) y_{2}\left(1, \lambda^{\prime}\right) \int_{0}^{1}\left[f_{+}(x, \lambda) f_{-}(x, \lambda) \frac{d}{d x}\left(f_{+}\left(x, \lambda^{\prime}\right) f_{-}\left(x, \lambda^{\prime}\right)\right)\right. \\
& \left.\quad-f_{+}\left(x, \lambda^{\prime}\right) f_{-}\left(x, \lambda^{\prime}\right) \frac{d}{d x}\left(f_{+}(x, \lambda) f_{-}(x, \lambda)\right)\right] d x
\end{aligned}
$$

$$
=\frac{y_{2}(1, \lambda) y_{2}\left(1, \lambda^{\prime}\right)}{\lambda-\lambda^{\prime}} \int_{0}^{1} \frac{d}{d x}\left(W\left(f_{+}(x, \lambda), f_{+}\left(x, \lambda^{\prime}\right)\right) W\left(f_{-}(x, \lambda), f_{-}\left(x, \lambda^{\prime}\right)\right)\right) d x
$$

$$
=0
$$

The extension to $\lambda, \lambda^{\prime}=\mu_{i}(i \geqq 1)$ and $\lambda=\lambda^{\prime}$ follows from continuity.
Theorem 4. Let $q_{0} \in L(p)$, and let $\mu_{n}(t)$ denote the unique solution of

$$
\frac{d}{d t} \mu_{n}=\frac{1}{2}\left(\Delta^{2}\left(\mu_{n}\right)-4\right)^{1 / 2}
$$

for which the point $\mathbf{p}_{n}(t) \equiv\left(\mu_{n}(t), \sigma_{n}(t)\right)$ starts at $\mathbf{p}_{n}\left(q_{0}\right)$ and moves clockwise around its circle without pausing. Then

$$
q(x, t)=q_{0}(x)-2 \frac{d^{2}}{d x^{2}} \log W\left[f_{\sigma_{n}(t)}\left(x, \mu_{n}(t), q_{0}\right), g_{n}\left(x, q_{0}\right)\right]
$$

is the integral curve of $Z_{n}$ passing through $q_{0}$.
The sign of the radical in the differential equation is taken to be $\sigma_{n}(t)$. The requirements on $\mathbf{p}_{n}(t)$ actually determine $\sigma_{n}(t)$ in addition to specifying a unique solution.

Proof of Theorem 4. We show first that $\chi(x, \mu) \equiv W\left(f_{+}(x, \mu), g_{n}(x)\right)$ does not vanish for $\lambda_{2 n-1} \leqq \mu \leqq \lambda_{2 n}$. The proof for $f_{-}$is similar. It can be shown that $\chi\left(x, \mu_{n}\right)$, $\chi(0, \mu), \chi(1, \mu)$ are all positive. Therefore, if $\chi(x, \mu)=0$, then there is a $\mu$ closest to $\mu_{n}$ for which $\chi$ vanishes, say $\chi\left(x^{0}, \mu^{0}\right)=0$. It follows that $(d / d x) \chi\left(x^{0}, \mu^{0}\right)$ also vanishes. These two conditions imply that $f_{+}\left(x^{0}, \mu^{0}\right)=0$ and $g_{n}\left(x^{0}\right)=0$. But this is impossible because both $f_{+}\left(x+x^{0}, \mu^{0}\right)$ and $g_{n}\left(x+x^{0}\right)$ would be Dirichlet eigenfunctions for the translated potential $q\left(x+x^{0}\right)$ with corresponding eigenvalues $\mu^{0}, \mu_{n}$ lying in the same $\operatorname{gap}\left[\lambda_{2 n-1}, \lambda_{2 n}\right]$.

To complete the proof we show that

$$
\frac{d q}{d t}(x, t)=\left.\frac{d}{d x} \frac{\partial}{\partial q(x)} \Delta(\mu, q(\cdot, t))\right|_{\mu=\mu_{n}(t)}
$$

It can be shown that

$$
\begin{gathered}
\frac{d}{d t} q(x, t)=-2 \frac{d}{d x} \frac{g_{n}(x)}{W\left(f_{\sigma_{n}}, g_{n}\right)}\left[f_{\sigma_{n}}+\left(\mu_{n}(t)-\mu_{n}\right) \frac{g_{n}(x)}{W\left(f_{\sigma_{n}}, g_{n}\right)} W\left(f_{\sigma_{n}}, \dot{f}_{\sigma_{n}}\right)\right] \frac{d \mu_{n}(t)}{d t} \\
y_{2}\left(x, \mu_{n}(t), q(\cdot, t)\right)=\frac{g_{n}(x)}{W\left(f_{\sigma_{n}}, g_{n}\right)}
\end{gathered}
$$

and

$$
f_{\sigma_{n}}\left(x, \mu_{n}(t), q(\cdot, t)\right)=f_{\sigma_{n}}\left(x, \mu_{n}(t)\right)+\left.\left(\mu_{n}(t)-\mu_{n}\right) \frac{g_{n}(x)}{W\left(f_{\sigma_{n}}, g_{n}\right)} W\left(f_{\sigma_{n}}, \dot{f}_{\sigma_{n}}\right)\right|_{q(\cdot, 0)}
$$

Therefore

$$
\begin{aligned}
\frac{d}{d t} q(x, t) & =-\left.2 \frac{d}{d x} y_{2}\left(x, \mu_{n}(t)\right) f_{\sigma_{n}}\left(x, \mu_{n}(t)\right) \frac{d \mu_{n}(t)}{d t}\right|_{q(\cdot, t)} \\
& =\left.\frac{d}{d x} \frac{\partial}{\partial q(x)} \Delta(\mu, q(\cdot, t))\right|_{\mu=\mu_{n}(t)}
\end{aligned}
$$

since

$$
\frac{d \mu_{n}(t)}{d t}=\left.\frac{1}{2}\left(y_{1}\left(1, \mu_{n}(t)\right)-y_{2}^{\prime}\left(1, \mu_{n}(t)\right)\right)\right|_{q(\cdot, t)},
$$

so that in the limit $\mu \rightarrow \mu_{n}(t)$

$$
-y_{2}\left(x, \mu_{n}(t)\right) \frac{d \mu_{n}(t)}{d t}=y_{2}\left(1, \mu_{n}(t)\right) f_{-\sigma_{n}}\left(x, \mu_{n}(t)\right)
$$

Theorem 5. Let $\tilde{\mathbf{p}}_{n}=\left(\omega_{n}, s_{n}\right) \in\left[\lambda_{2 n-1}, \lambda_{2 n}\right] \times\{ \pm\}$ be a point in the nth circle. Then

$$
q\left(x, \tilde{\mathbf{p}}_{n}\right) \equiv p(x)-2 \frac{d^{2}}{d x^{2}} \log W\left[f_{s_{n}}\left(x, \omega_{n}, p\right), g_{n}(x, p)\right]
$$

is the unique point in $L(p)$ with

$$
\mathbf{p}_{i}\left(q\left(\cdot, \tilde{\mathbf{p}}_{n}\right)\right)= \begin{cases}\mathbf{p}_{i}(p), & i \neq n \\ \tilde{\mathbf{p}}_{n}, & i=n\end{cases}
$$

This result is a straightforward corollary of Theorem 4. It removes the dependence on $t$ allowing us to construct points in $L(p)$ using only the parameters in Borg's theorem and information obtained from $p$.

## 3. Proofs of Theorems 1 and 2.

Proof of Theorem 1. We use induction and Theorem 5. Suppose the result holds for some $n \geqq 1$, and let $q^{k}$ denote the potential satisfying

$$
\mathbf{p}_{i}\left(q^{k}\right)= \begin{cases}\tilde{\mathbf{p}}_{i}, & 1 \leqq i \leqq k \\ \mathbf{p}_{i}(p), & i>k\end{cases}
$$

Then by Theorem 5,

$$
q^{n+1}=q^{n}-2 \frac{d^{2}}{d x^{2}} \log W\left(f_{n+1}^{n}, g_{n+1}^{n}\right)
$$

where $f_{n+1}^{n}, g_{n+1}^{n}$ are the Floquet solution and Dirichlet eigenfunction of $q^{n}$. Thus,

$$
\begin{equation*}
q^{n+1}=p-2 \frac{d^{2}}{d x^{2}} \log W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right)-2 \frac{d^{2}}{d x^{2}} \log W\left(f_{n+1}^{n}, g_{n+1}^{n}\right) \tag{4}
\end{equation*}
$$

Direct calculation shows that

$$
\begin{equation*}
f_{n+1}^{n}=\frac{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}, f_{n+1}\right)}{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right) \Pi_{j=1}^{n}\left(\omega_{j}-\omega_{n+1}\right)} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
y_{2}^{n}\left(x, \mu_{n+1}\right)=\frac{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}, y_{2}\left(x, \mu_{n+1}\right)\right)}{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right) \Pi_{j=1}^{n}\left(\mu_{j}-\mu_{n+1}\right)} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
W\left(f_{n+1}^{n}, y_{2}^{n}\right)=-\left(y_{2}^{n}\right)^{2} \frac{d}{d x} \frac{f_{n+1}^{n}}{y_{2}^{n}}, \tag{7}
\end{equation*}
$$

and (see Deift-Trubowitz [2])

$$
\begin{equation*}
W^{2}\left(h_{1}, \cdots, h_{n}\right) \frac{d}{d x} \frac{W\left(h_{1}, \cdots, h_{n-1}, h_{n+1}\right)}{W\left(h_{1}, \cdots, h_{n}\right)}=W\left(h_{1}, \cdots, h_{n}, h_{n+1}\right) W\left(h_{1}, \cdots, h_{n-1}\right) \tag{8}
\end{equation*}
$$

Consequently, substituting (5) and (6) into (7) and using (8) gives

$$
W\left(f_{n+1}^{n}, y_{2}^{n}\right)=\frac{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}, f_{n+1}, g_{n+1}\right)}{W\left(f_{1}, g_{1}, \cdots, f_{n}, g_{n}\right) \Pi_{j=1}^{n}\left(\omega_{j}-\omega_{n+1}\right)\left(\mu_{j}-\mu_{n+1}\right)} .
$$

Combining this with (4) yields the result.

Proof of Theorem 2. First, $\int_{0}^{1} q^{2} d x$ is constant on $L(p)$ (see [7]), and $\Delta(\lambda, q)$ is weakly sequentially continuous. Therefore, every subsequence of $\left\{q_{n}\right\}$ has a weakly convergent subsequence which must converge to the point $q$ with $\mathbf{p}_{i}(q)=\tilde{\mathbf{p}}_{i}(i \geqq 1)$. Consequently, the original sequence converges weakly to $q$. The convergence is actually strong since all points in $L(p)$ have the same norm.
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#### Abstract

Oscillation criteria are established for the equation $c_{n} x_{n+1}+c_{n-1} x_{n-1}=b_{n} x_{n}, c_{n}>0$, involving asymptotic behavior of the quantity $\alpha_{n, m}=4 \prod_{j=0}^{m}\left(4 q_{n+j}\right)^{-1}$, where $q_{n}=c_{n}^{2} /\left(b_{n} b_{n+1}\right)$. We also show that the given equation is oscillatory if $y_{n+1}+y_{n-1}=\left(q_{n}^{-1}-1\right) y_{n}$ is oscillatory. This result is then employed to obtain several new oscillation criteria. Riccati difference equations are used to prove the basic results.
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1. Introduction and main results. In this paper we continue our investigation begun in [4] and [5] of oscillation criteria for solutions of the second-order linear difference equation

$$
\begin{equation*}
c_{n} x_{n+1}+c_{n-1} x_{n-1}=b_{n} x_{n}, \quad n=1,2,3, \cdots, \tag{1.1}
\end{equation*}
$$

with $c_{n}>0$ and $b_{n}>0$ for all $n \geqq 0$, using Riccati transformation methods.
This equation models, for example, the amplitude of oscillation of the weights on a discretely weighted vibrating string [1, pp. 15-17]. It is equivalent to the self-adjoint equation

$$
-\Delta\left(c_{n-1} \Delta x_{n-1}\right)+a_{n} x_{n}=0,
$$

where $a_{n}=b_{n}-c_{n}-c_{n-1}$ and $\Delta$ is the forward difference operator $\Delta u_{n}=u_{n+1}-u_{n}$. A nontrivial solution of (1.1) is called oscillatory if for every $N>0$ there exists an $n \geqq N$ such that $x_{n} x_{n+1} \leqq 0$.

Either all nontrivial solutions of (1.1) are oscillatory or none are (see [2, p. 153]), so (1.1) may be classified as oscillatory or nonoscillatory. The assumption $b_{n}>0$ is made because if $b_{n_{k}} \leqq 0$ for some subsequence $n_{k} \rightarrow \infty$, then (1.1) clearly must be oscillatory [6, Lemma 3].

Suppose that (1.1) is nonoscillatory, and let $\left\{x_{n}\right\}, n \geqq 0$, be a solution of (1.1) such that $x_{n}>0, n \geqq N$, for some $N$. The substitutions $r_{n}=x_{n+1} / x_{n}, z_{n}=c_{n} x_{n+1} / x_{n}$ and $s_{n}=b_{n+1} x_{n+1} /\left(c_{n} x_{n}\right), n \geqq N$, lead, respectively, to the difference equations

$$
\begin{array}{ll}
c_{n} r_{n}+c_{n-1} / r_{n-1}=b_{n}, & n>N, \\
z_{n}+c_{n-1}^{2} / z_{n-1}=b_{n}, & n>N, \tag{1.3}
\end{array}
$$

and

$$
\begin{equation*}
q_{n} s_{n}+1 / s_{n-1}=1, \quad n>N, \tag{1.4}
\end{equation*}
$$

[^9]where
\[

$$
\begin{equation*}
q_{n}=\frac{c_{n}^{2}}{b_{n} b_{n+1}}, \quad n \geqq 1 \tag{1.5}
\end{equation*}
$$

\]

Equations (1.2), (1.3), and (1.4) we call equations of Riccati type, since the substitutions which lead to them are discrete analogues of the Riccati transformation for ordinary differential equations. The above remarks lead immediately to the following theorem.

Theorem 1.1 [4, Thm. 2]. The following conditions are equivalent.
(i) Equation (1.1) is nonoscillatory.
(ii) Equation (1.2) has a positive solution $\left\{r_{n}\right\}, n \geqq N$, for some $N>0$.
(iii) Equation (1.3) has a positive solution $\left\{z_{n}\right\}, n \geqq N$, for some $N>0$.
(iv) Equation (1.4) has a positive solution $\left\{s_{n}\right\}, n \geqq N$, for some $N>0$.

For convenient reference, and because the quantity $q_{n}=c_{n}^{2} /\left(b_{n} b_{n+1}\right)$ defined by (1.5) will play a central role in the results below, we restate here in terms of $q_{n}$ three more theorems proved in [4].

Theorem 1.2 [4, Thm. 5]. If $q_{n} \geqq 1 /(4-\varepsilon)$ for some $\varepsilon>0$, for all sufficiently large $n$, then (1.1) is oscillatory.

Theorem 1.3 [4, Thm. 6]. If $q_{n} \leqq \frac{1}{4}$ for all sufficiently large $n$, then (1.1) is nonoscillatory.

Theorem 1.4 [4, Thm. 7]. If $q_{n_{k}} \geqq 1$ for a sequence $n_{k} \rightarrow \infty$, then (1.1) is oscillatory. In [5], the following necessary condition for nonoscillation of (1.1) is presented.
Theorem 1.5 [5, Thm. 2.3]. Suppose (1.1) is nonoscillatory. Then there exists $N>0$ such that for any $n \geqq N$ and any $m \geqq 0$,

$$
\begin{equation*}
q_{n} q_{n+1} \cdots q_{n+m}<4^{-m} \tag{1.6}
\end{equation*}
$$

We can rewrite condition (1.6) as

$$
\begin{equation*}
\alpha_{n, m}>1, \tag{1.7}
\end{equation*}
$$

where $\alpha_{n, m}$ is defined as

$$
\begin{equation*}
\alpha_{n, m}=4 \prod_{j=0}^{m}\left(4 q_{n+j}\right)^{-1}, \quad n \geqq 1, \quad m \geqq 0 . \tag{1.8}
\end{equation*}
$$

The contrapositive of Theorem 1.5 says that (1.1) is oscillatory if for every $K>0$ there exists $n \geqq K$ such that $\alpha_{n, m} \leqq 1$ for some $m \geqq 0$. Since this statement involves two variables $m$ and $n$, one can state corollaries in various forms. For example, we have:

Corollary 1.1. If for some $M \geqq 0$ there exists a sequence $n_{k} \rightarrow \infty$ such that

$$
\alpha_{n_{k}, M} \leqq 1
$$

then (1.1) is oscillatory.
In particular, for $M=0$, we have $\alpha_{n_{k}, 0}=1 / q_{n_{k}}$. Thus Corollary 1.1 implies that if $1 / q_{n_{k}} \leqq 1$ for some sequence $n_{k} \rightarrow \infty$, then (1.1) is oscillatory. This is precisely Theorem 1.4, so Corollary 1.1 generalizes that theorem.

The following theorem is also an immediate corollary of Theorem 1.5.
Theorem 1.6. If for every $K>0$ there exists $N \geqq K$ such that

$$
\begin{equation*}
\liminf _{m \rightarrow \infty} \alpha_{N, m}<1 \tag{1.9}
\end{equation*}
$$

then (1.1) is oscillatory.

On the other hand, if condition (1.9) is not satisfied for arbitrarily large $N$, then (1.1) may or may not be oscillatory, as the following examples show.

Example 1. Consider the equation

$$
x_{n+1}+x_{n-1}=2 x_{n},
$$

which has linearly independent solutions $u_{n}=1, v_{n}=n, n=0,1,2, \cdots$. This nonoscillatory example has $q_{n}=c_{n}^{2} /\left(b_{n} b_{n+1}\right) \equiv \frac{1}{4}$, and $\alpha_{n, m} \equiv 4$.

Example 2. Consider (1.1) with $c_{n} \equiv 1, b_{2 n}=2^{-1} 4^{2-n}, b_{2 n+1}=4^{n-1}, n=1,2,3, \cdots$. Then $q_{2 n-1}=\frac{1}{2}, q_{2 n}=\frac{1}{8}$, and it follows that $\alpha_{N, m}=4$ if $m$ is odd, $\alpha_{N, m}=2$ if $N$ is odd and $m$ is even, while $\alpha_{N, m}=8$ if $N$ and $m$ are both even. Thus $\liminf _{m \rightarrow \infty} \alpha_{N, m}$ equals 2 if $N$ is odd and 4 if $N$ is even, so (1.9) fails to hold. It was shown in [5, Ex. 2.1] that (1.1) is oscillatory in this example. Indeed, this follows immediately from our next theorem.

These two examples lead us to ask what additional conditions are sufficient for (1.1) to be oscillatory if condition (1.9) is not satisfied. Theorems 1.7-1.9 address this question.

Theorem 1.7. If for some $N>0$,

$$
\begin{equation*}
\liminf _{m \rightarrow \infty} \alpha_{N, m} \neq \limsup _{m \rightarrow \infty} \alpha_{N, m}, \tag{1.10}
\end{equation*}
$$

then (1.1) is oscillatory.
(Note. If (1.10) holds for some $N>0$, then it holds for all $N>0$ by definition of $\alpha_{n, m}$.)

Proof. Suppose that (1.1) is nonoscillatory. Then by Theorem 1.1 there is a positive sequence $s_{n}$ which satisfies the Riccati equation (1.4) $q_{j} s_{j}+s_{j-1}^{-1}=1$ for all sufficiently large $j$, say $j \geqq N$. By the note following the statement of the theorem, we may take this to be the same value $N$ as in the hypotheses of the theorem. Multiplying (1.4) by $q_{j}^{-1}$ yields

$$
\begin{equation*}
q_{j}^{-1}=s_{j}+\left(q_{j} s_{j-1}\right)^{-1}, \quad j \geqq N, \tag{1.11}
\end{equation*}
$$

so

$$
\begin{equation*}
q_{j}^{-1} q_{j+1}^{-1}=\left(s_{j}+\left(q_{j} s_{j-1}\right)^{-1}\right)\left(s_{j+1}+\left(q_{j+1} s_{j}\right)^{-1}\right) \tag{1.12}
\end{equation*}
$$

From (1.12), we obtain

$$
q_{j}^{-1}=q_{j+1} s_{j} s_{j+1}\left(1+\left(q_{j} s_{j} s_{j-1}\right)^{-1}\right)\left(1+\left(q_{j+1} s_{j+1} s_{j}\right)^{-1}\right)
$$

so

$$
\begin{align*}
q_{j}^{-1} & =\left(1+\left(q_{j} s_{j} s_{j-1}\right)^{-1}\right)\left(q_{j+1} s_{j} s_{j+1}+1\right)  \tag{1.13}\\
& =\left(1+\beta_{j}^{-1}\right)\left(1+\beta_{j+1}\right), \quad j \geqq N,
\end{align*}
$$

where we define

$$
\beta_{j}=q_{j} s_{j} s_{j-1} .
$$

Note that $\beta_{j}>0, j \geqq N$.

From (1.8) and (1.13) we have

$$
\begin{aligned}
\alpha_{N, m} & =4 \prod_{j=0}^{m} 4^{-1}\left(1+\beta_{N+j}^{-1}\right)\left(1+\beta_{N+j+1}\right), \quad m \geqq 0 \\
& =4\left(1+\beta_{N}^{-1}\right)\left(1+\beta_{N+m+1}\right) \prod_{i=1}^{m} 4^{-1}\left(1+\beta_{N+i}^{-1}\right)\left(1+\beta_{N+i}\right),
\end{aligned}
$$

from which some elementary algebra leads us to

$$
\alpha_{N, m}=4\left(1+\beta_{N}^{-1}\right)\left(1+\beta_{N+m+1}\right) \prod_{i=1}^{m}\left(1+4^{-1} \beta_{N+i}^{-1}\left(\beta_{N+i}-1\right)^{2}\right)
$$

for $m \geqq 0$. We rewrite this as

$$
\begin{equation*}
\alpha_{N, m}=4\left(1+\beta_{N}^{-1}\right)\left(1+\beta_{N+m+1}\right) \prod_{i=1}^{m}\left(1+A_{i}\right), \tag{1.14}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i}=4^{-1} \beta_{N+i}^{-1}\left(\beta_{N+i}-1\right)^{2} \geqq 0, \quad i \geqq 1 . \tag{1.15}
\end{equation*}
$$

Now from the hypotheses we must have $\liminf _{m \rightarrow \infty} \alpha_{N, m}<\infty$. Hence there exists a finite bound $B$ such that

$$
\begin{equation*}
\alpha_{N, m_{k}} \leqq B \tag{1.16}
\end{equation*}
$$

for some sequence of subscripts $m_{k} \rightarrow \infty$. Since $\beta_{j}>0$ for all $j$, (1.14) and (1.16) imply that

$$
\prod_{i=1}^{m_{k}}\left(1+A_{i}\right) \text { is bounded. }
$$

Since $m_{k} \rightarrow \infty$ and $A_{i} \geqq 0$, it follows that

$$
\begin{equation*}
\prod_{i=1}^{\infty}\left(1+A_{i}\right) \text { is bounded, } \tag{1.17}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\sum_{i=1}^{\infty} A_{i} \text { is finite. } \tag{1.18}
\end{equation*}
$$

Therefore $A_{i} \rightarrow 0$ as $i \rightarrow \infty$. Thus, by (1.15) we have

$$
\begin{equation*}
\beta_{j} \rightarrow 1 \quad \text { as } j \rightarrow \infty . \tag{1.19}
\end{equation*}
$$

That is,

$$
\begin{equation*}
q_{j} s_{j} s_{j-1} \rightarrow 1 \quad \text { as } j \rightarrow \infty \tag{1.20}
\end{equation*}
$$

Since $A_{i} \geqq 0$, (1.14), (1.17), and (1.19) imply that $\lim _{m \rightarrow \infty} \alpha_{N, m}$ exists, a contradiction which proves the theorem.

In the next theorem we refer to $l^{2}$, the space of square summable sequences. We remark, as in the note following the statement of Theorem 1.7, that if the hypotheses of Theorems 1.8 and 1.9 hold for some $N>0$, they hold for all $N>0$.

Theorem 1.8. If $\liminf _{n \rightarrow \infty} \alpha_{N, m}<\infty$ for some $N>0$ and if the sequence $\left\{q_{j}^{-1}-\right.$ $4\} \notin l^{2}$, then (1.1) is oscillatory.

Proof. Assume (1.1) is nonoscillatory. Because of the assumption $\liminf \alpha_{N, m}<\infty$, we can proceed as in the proof of Theorem 1.7 to arrive at (1.18) and (1.19), and thus by (1.15) we have

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left(\beta_{j}-1\right)^{2} /\left(4 \beta_{j}\right)<\infty \tag{1.21}
\end{equation*}
$$

Since $\beta_{j} \rightarrow 1$ as $j \rightarrow \infty$, it follows from (1.21) that

$$
\begin{equation*}
\left(\beta_{j}-1\right) \in l^{2} \tag{1.22}
\end{equation*}
$$

Expanding the right side of (1.13) leads to

$$
q_{j}^{-1}=1+\beta_{j}^{-1}+\beta_{j+1}+\beta_{j}^{-1} \beta_{j+1}
$$

so

$$
\begin{align*}
q_{j}^{-1}-4 & =2 \beta_{j}^{-1}-2+\beta_{j+1}-1+\beta_{j}^{-1} \beta_{j+1}-\beta_{j}^{-1}  \tag{1.23}\\
& =2 \beta_{j}^{-1}\left(1-\beta_{j}\right)+\left(\beta_{j+1}-1\right)+\beta_{j}^{-1}\left(\beta_{j+1}-1\right)
\end{align*}
$$

By (1.19) and (1.22), each term on the right in (1.23) is in $l^{2}$, so $\left\{q_{j}^{-1}-4\right\} \in l^{2}$. Therefore, if $\left\{q_{j}^{-1}-4\right\} \notin l^{2}$, (1.1) must be oscillatory, as claimed.

Corollary 1.2. If $\liminf _{m \rightarrow \infty} \alpha_{N, m}<\infty$ and $\lim _{j \rightarrow \infty} q_{j}^{-1} \neq 4$, then (1.1) is oscillatory.

Proof. The condition $\lim _{j \rightarrow \infty} q_{j}^{-1} \neq 4$ implies that $\left\{q_{j}^{-1}-4\right\} \notin l^{2}$.
In connection with Theorem 1.8 and Corollary 1.2, we again call attention to Example 1 above, a nonoscillatory example with $\lim _{m \rightarrow \infty} \alpha_{N, m}=4$ and $q_{n} \equiv \frac{1}{4}$.

Theorem 1.9. If for some $N$ the sequence $\left\{\alpha_{N, m}\right\}$ is eventually monotone increasing in $m$, then (1.1) is nonoscillatory.

Proof. If $\alpha_{N, m}$ is eventually monotone increasing in $m$, there exists $M>0$ such that for all $m>M, \alpha_{N, m} \geqq \alpha_{N, m-1}$. From (1.8), this implies that $q_{N+m} \leqq \frac{1}{4}$ for all $m \geqq M$. Thus (1.1) is nonoscillatory by Theorem 1.3.

The following example shows that the monotonicity hypothesis of Theorem 1.9 cannot be replaced by the condition that $\alpha_{N, m} \rightarrow \infty$ as $m \rightarrow \infty$.

Example 3. For (1.1), let $b_{n} \equiv 1, c_{3 n}=(4 \sqrt{\sqrt{2}})^{-1}, c_{3 n+1}=(\sqrt{2})^{-1}$ and $c_{3 n+2}=$ $(\sqrt{2 \sqrt{2}})^{-1}$. Then $q_{3 n}=(16 \sqrt{2})^{-1}, q_{3 n+1}=\frac{1}{2}$ and $q_{3 n+2}=(2 \sqrt{2})^{-1}$, so

$$
\begin{align*}
\alpha_{2,3 m+1} & =\frac{b_{3 m+3} b_{3 m+4}}{4 c_{3 m+3}^{2}} \cdot \frac{b_{3 m+2} b_{3 m+3}}{4 c_{3 m+2}^{2}} \cdot \frac{b_{3 m+1} b_{3 m+2}}{4 c_{3 m+1}^{2}} \cdot \alpha_{2,3 m-2}  \tag{1.24}\\
& =\frac{16 \sqrt{2}}{4} \cdot \frac{2 \sqrt{2}}{4} \cdot \frac{2}{4} \alpha_{2,3 m-2} \\
& =2 \alpha_{2,3 m-2}
\end{align*}
$$

Thus $\alpha_{2, j} \rightarrow \infty$ as $j \rightarrow \infty$. Also,

$$
\begin{align*}
\alpha_{2,3 m+2} & =\frac{b_{3 m+4} b_{3 m+5}}{4 c_{3 m+4}^{2}} \cdot \alpha_{2,3 m+1}  \tag{1.25}\\
& =\frac{1}{2} \alpha_{2,3 m+1} .
\end{align*}
$$

Thus (1.24) and (1.25) imply that $\alpha_{2, j} \rightarrow \infty$ but not monotonically.

Next, define $a_{n}=b_{n}-c_{n}-c_{n-1}$. Then

$$
\begin{aligned}
& a_{3 n}=1-(4 \sqrt{\sqrt{2}})^{-1}-(\sqrt{2 \sqrt{2}})^{-1} \\
& a_{3 n+1}=1-(\sqrt{2})^{-1}-(4 \sqrt{\sqrt{2}})^{-1}
\end{aligned}
$$

and

$$
a_{3 n+2}=1-(2 \sqrt{2})^{-1}-(\sqrt{2})^{-1} .
$$

So, for all $n$,

$$
a_{3 n}+a_{3 n+1}+a_{3 n+2} \cong 3-3.0238=-.0238
$$

Therefore $\sum^{\infty} a_{n}=-\infty$. Since the sequence $\left\{b_{n}\right\}$ is bounded, equation (1.1) must be oscillatory by [ $5, \mathrm{Thm} .3 .7$ ] or [3, Thm. 4].
2. An extension theorem for the case $\boldsymbol{q}_{\boldsymbol{n}}<1$. In this section we introduce a technique for extending known oscillation criteria for equation (1.1) by making use of the following theorem, where $q_{n}=c_{n}^{2} /\left(b_{n} b_{n+1}\right)$, as before. We assume throughout that $q_{n}<1$ for all sufficiently large $n$, since (1.1) must be oscillatory if $q_{n_{k}} \geqq 1$ for a sequence $n_{k} \rightarrow \infty$, by Theorem 1.4.

Theorem 2.1. Given (1.1), let $B_{n}=q_{n}^{-1}-1>0, n \geqq N$. If the equation

$$
\begin{equation*}
y_{n+1}+y_{n-1}=B_{n} y_{n} \tag{2.1}
\end{equation*}
$$

is oscillatory, then (1.1) is oscillatory also.
To prove this theorem we will make use of the following simple comparison lemma.

Lemma 2.1. If $\left\{u_{n}\right\}, n \geqq N$, is a positive solution of

$$
\begin{equation*}
u_{n}+\frac{1}{u_{n-1}}=\tilde{B}_{n}, \tag{2.2}
\end{equation*}
$$

and if $B_{n} \geqq \tilde{B}_{n}>0$ for all $n>N$, then

$$
\begin{equation*}
v_{n}+\frac{1}{v_{n-1}}=B_{n} \tag{2.3}
\end{equation*}
$$

has a solution, with $v_{n} \geqq u_{n}$ for $n \geqq N$.
Proof. Given such a sequence $u_{n}$, let $v_{N}=u_{N}$ and define

$$
v_{N+1}=B_{N+1}-\frac{1}{v_{N}} \geqq \tilde{B}_{N+1}-\frac{1}{u_{N}}=u_{N+1} .
$$

Thus $v_{n}$ satisfies (2.3) for $n=N+1$, and $v_{N+1} \geqq u_{N+1}>0$. Proceeding inductively, we construct the required solution $v_{n}$.

Proof of Theorem 2.1. Assume (1.1) is nonoscillatory, and let $x_{n}$ be a solution with $x_{n}>0, n \geqq N$. Then by Theorem 1.1, $z_{n}=c_{n} x_{n+1} / x_{n}$ is a positive solution of (1.3) for $n>N$. If we take (1.3) for $n$ and for $n+1$, multiply corresponding sides, and divide the result by $c_{n}^{2}$, we obtain

$$
\frac{z_{n} z_{n+1}}{c_{n}^{2}}+1+\left(\frac{z_{n} z_{n+1}}{c_{n}^{2}}\right) /\left(\frac{z_{n-1} z_{n}}{c_{n-1}^{2}}\right)+\left(\frac{z_{n-1} z_{n}}{c_{n-1}^{2}}\right)^{-1}=\frac{1}{q_{n}} .
$$

We write this as

$$
\begin{equation*}
r_{n}+1+\frac{r_{n}}{r_{n-1}}+\frac{1}{r_{n-1}}=\frac{1}{q_{n}}, \quad n>N, \tag{2.4}
\end{equation*}
$$

where $r_{n}=z_{n} z_{n+1} / c_{n}^{2}>0$. Thus $r_{n}$ is a positive solution of

$$
\begin{equation*}
r_{n}+\frac{1}{r_{n-1}}=\frac{1}{q_{n}}-1-\frac{r_{n}}{r_{n-1}}=B_{n}-\varepsilon_{n} \quad \text { for } n>N \tag{2.5}
\end{equation*}
$$

where $\varepsilon_{n}=r_{n} / r_{n-1}>0$. By applying Lemma 2.1 , with $\tilde{B}_{n}=B_{n}-\varepsilon_{n}$, we see that there exists a sequence $v_{n} \geqq r_{n}>0, n>N$, satisfying

$$
v_{n}+\frac{1}{v_{n-1}}=B_{n} .
$$

This equation is of the form (1.3) with $c_{n} \equiv 1$ and with $b_{n}$ replaced by $B_{n}$. Since $v_{n}$ is a positive solution, we may apply Theorem 1.1 to conclude that (2.1) is nonoscillatory, which completes the proof.

We now apply some known oscillation criteria to (2.1) to obtain new criteria for (1.1).

For example, by [5, Cor. 3.3], if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{k=1}^{n}\left(B_{k}-2\right)=-\infty \tag{2.6}
\end{equation*}
$$

then (2.1) is oscillatory. Since $B_{k}=q_{k}^{-1}-1$, we have the following oscillation result for (1.1).

Theorem 2.2. Equation (1.1) is oscillatory if for some $N$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{k=N}^{n}\left(q_{k}^{-1}-3\right)=-\infty \tag{2.7}
\end{equation*}
$$

For another result, we apply Theorem 1.4 to (2.1), which tells us that (2.1) is oscillatory if $Q_{n_{k}} \geqq 1$ for a sequence $n_{k} \rightarrow \infty$, where

$$
\begin{equation*}
Q_{n}=\frac{C_{n}^{2}}{B_{n} B_{n+1}}=\frac{1}{B_{n} B_{n+1}}=\left(q_{n}^{-1}-1\right)^{-1}\left(q_{n+1}^{-1}-1\right)^{-1} \tag{2.8}
\end{equation*}
$$

Thus, by Theorem 2.1, (1.1) is oscillatory if $q_{n}<1$ and

$$
\begin{equation*}
\left(q_{n_{k}}^{-1}-1\right)\left(q_{n_{k}+1}^{-1}-1\right) \leqq 1 \tag{2.9}
\end{equation*}
$$

for some sequence $n_{k} \rightarrow \infty$. But since $0<q_{n}<1$ for all $n \geqq N$, some simple algebra shows that condition (2.9) is equivalent to

$$
\begin{equation*}
q_{n_{k}}+q_{n_{k}+1} \geqq 1 \tag{2.10}
\end{equation*}
$$

Thus we have the following refinement of Theorem 1.4.
Theorem 2.3. If $q_{n_{k}}+q_{n_{k}+1} \geqq 1$ for some sequence $n_{k} \rightarrow \infty$, then (1.1) is oscillatory.
Similarly, Theorem 1.2 leads to the following result.
Theorem 2.4. If $q_{n}<1$ and $q_{n}+q_{n+1}+(3-\varepsilon) q_{n} q_{n+1} \geqq 1$ for all $n \geqq N$, for some $\varepsilon>0$, then (1.1) is oscillatory.

Any other known oscillation criteria could be applied to (2.1) in this same way to obtain further results like Theorems $2.2-2.4$. We leave the details to the interested reader.
3. Extensions of §2. In this section, we will assume that $q_{n}+q_{n+1}<1$ for all $n \geqq N$, for some $N>0$. If this were not the case, (1.1) would be oscillatory by Theorem 2.3.

The method of $\S 2$ can be extended in two ways. First, since (2.1) is of the form (1.1) with $C_{n} \equiv 1$, we can apply Theorem 2.1 to equation (2.1) to obtain the following result.

Theorem 3.1. Given (2.1), let $\bar{B}_{n}=Q_{n}^{-1}-1, n \geqq N$, where $Q_{n}=\left(B_{n} B_{n+1}\right)^{-1}$. If the equation

$$
\begin{equation*}
u_{n+1}+u_{n-1}=\bar{B}_{n} u_{n} \tag{3.1}
\end{equation*}
$$

is oscillatory, then (2.1) is oscillatory also.
(Note. Since $\bar{B}_{n}=Q_{n}^{-1}-1$ and $B_{n}=q_{n}^{-1}-1$, our assumption $q_{n}+q_{n+1}<1$ implies that $B_{n} B_{n+1}>1$, which in turn implies that $\bar{B}_{n}>0$.)

As in §2, we can now apply known oscillation criteria to equation (3.1) to obtain new criteria for (2.1) and hence for (1.1). For example, by Theorem 1.4, (3.1) is oscillatory if $\bar{B}_{n}>0$ for $n \geqq N$ and

$$
\begin{equation*}
\bar{Q}_{n_{k}}=\left(\bar{B}_{n_{k}} \bar{B}_{n_{k}+1}\right)^{-1} \geqq 1 \quad \text { for some sequence } n_{k} \rightarrow \infty . \tag{3.2}
\end{equation*}
$$

Since $\bar{B}_{n}=Q_{n}^{-1}-1=B_{n} B_{n+1}-1$ and $B_{n}=q_{n}^{-1}-1$, we have

$$
\begin{align*}
\bar{Q}_{n} & =\left(\bar{B}_{n} \bar{B}_{n+1}\right)^{-1}=\left(B_{n} B_{n+1}-1\right)^{-1}\left(B_{n+1} B_{n+2}-1\right)^{-1}  \tag{3.3}\\
& =\left[\left(q_{n}^{-1}-1\right)\left(q_{n+1}^{-1}-1\right)-1\right]^{-1}\left[\left(q_{n+1}^{-1}-1\right)\left(q_{n+2}^{-1}-1\right)-1\right]^{-1} .
\end{align*}
$$

Hence, condition (3.2) becomes

$$
\begin{equation*}
\left(\frac{1-q_{n_{k}}-q_{n_{k}+1}}{q_{n_{k}} q_{n_{k}+1}}\right)\left(\frac{1-q_{n_{k}+1}-q_{n_{k}+2}}{q_{n_{k}+1} q_{n_{k}+2}}\right) \leqq 1 . \tag{3.4}
\end{equation*}
$$

Thus, by applying Theorems 2.1 and 3.1, the following criterion is readily verified.
Theorem 3.2. If $q_{n}+q_{n+1}<1$ for $n \geqq N$ and (3.4) holds for a sequence $n_{k} \rightarrow \infty$, then (1.1) is oscillatory.

In general, since $\bar{C}_{n} \equiv 1$ in (3.1), any oscillation criterion in terms of the coefficients of (3.1) becomes an oscillation criterion for (1.1) given in terms of the expression

$$
\begin{equation*}
\bar{B}_{n}=B_{n} B_{n+1}-1=\frac{1-q_{n}-q_{n+1}}{q_{n} q_{n+1}} . \tag{3.5}
\end{equation*}
$$

A second way of extending the results of $\S 2$ is again to assume that (1.1) is nonoscillatory and proceed as in the proof of Theorem 2.1 to obtain (2.4). However, (2.4) may be written in the form

$$
\begin{equation*}
\left(1+r_{n}\right)\left[1+\frac{1}{r_{n-1}}\right]=\frac{1}{q_{n}}, \quad n>N . \tag{3.6}
\end{equation*}
$$

From (3.6) we obtain

$$
\begin{equation*}
\left(1+r_{n}\right)\left[1+\frac{1}{r_{n-1}}\right]\left(1+r_{n+1}\right)\left[1+\frac{1}{r_{n}}\right]=\frac{1}{q_{n} q_{n+1}} . \tag{3.7}
\end{equation*}
$$

By the inequality $(1+a)\left(1+a^{-1}\right) \geqq 4$ for $a>0$, (3.7) implies

$$
\begin{equation*}
4\left(1+r_{n+1}\right)\left[1+\frac{1}{r_{n-1}}\right] \leqq \frac{1}{q_{n} q_{n+1}}, \quad n>N . \tag{3.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
r_{n+1}+\frac{1}{r_{n-1}} \leqq \frac{1}{4 q_{n} q_{n+1}}-1-\frac{r_{n+1}}{r_{n-1}} . \tag{3.9}
\end{equation*}
$$

Thus, $r_{n}$ is a positive solution of an equation of the form

$$
\begin{equation*}
r_{n+1}+\frac{1}{r_{n-1}}=\frac{1}{4 q_{n} q_{n+1}}-1-\delta_{n}, \quad n>N, \tag{3.10}
\end{equation*}
$$

where $\delta_{n} \geqq r_{n+1} / r_{n-1}>0$. We write this second-order nonlinear equation as

$$
\begin{equation*}
r_{n+1}+\frac{1}{r_{n-1}}=E_{n}-\delta_{n}, \quad n>N, \tag{3.11}
\end{equation*}
$$

where $E_{n}=\left(4 q_{n} q_{n+1}\right)^{-1}-1$, and consider the related first-order equation

$$
\begin{equation*}
u_{n}+\frac{1}{u_{n-1}}=E_{2 n}-\delta_{2 n} . \tag{3.12}
\end{equation*}
$$

Then the sequence $u_{n}=r_{2 n+1}$ is a positive solution of (3.12) for $n>(N-1) / 2$. By Lemma 2.1, the equation

$$
\begin{equation*}
v_{n}+\frac{1}{v_{n-1}}=E_{2 n} \tag{3.13}
\end{equation*}
$$

also has a positive solution. We then apply Theorem 1.1 to conclude that

$$
\begin{equation*}
y_{n+1}+y_{n-1}=E_{2 n} y_{n} \tag{3.14}
\end{equation*}
$$

is nonoscillatory. Thus if (3.14) is oscillatory, (1.1) must be oscillatory also.
Similarly, $u_{n}=r_{2 n}$ is a positive solution of

$$
\begin{equation*}
u_{n}+\frac{1}{u_{n-1}}=E_{2 n-1}-\delta_{2 n-1} \tag{3.15}
\end{equation*}
$$

By Lemma 2.1, the equation

$$
v_{n}+\frac{1}{v_{n-1}}=E_{2 n-1}
$$

must also have a positive solution $v_{n}$. Again, an application of Theorem 2.1 implies that the following equation is nonoscillatory.

$$
\begin{equation*}
z_{n+1}+z_{n-1}=E_{2 n-1} z_{n} . \tag{3.16}
\end{equation*}
$$

Thus if (3.16) is oscillatory, so is (1.1).
As in the first part of this section, one can now apply various known oscillation criteria to (3.14) or (3.16) to obtain new criteria for (1.1).

As an example, by [5, Cor. 3.3], if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{k=N}^{n}\left(E_{2 k}-2\right)=-\infty \tag{3.17}
\end{equation*}
$$

then (3.14) is oscillatory. Similarly, if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{k=N}^{n}\left(E_{2 k-1}-2\right)=-\infty \tag{3.18}
\end{equation*}
$$

then (3.16) is oscillatory. However, if (3.14) or (3.16) is oscillatory, so is (1.1). At least one of (3.17) or (3.18) will be true if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{k=N}^{n}\left(E_{k}-2\right)=-\infty . \tag{3.19}
\end{equation*}
$$

Thus we have the following theorem.
Theorem 3.3. If condition (3.19) holds then (1.1) is oscillatory, where $E_{k}=$ $\left(4 q_{k} q_{k+1}\right)^{-1}-1$.

From (1.8), $\left(4 q_{k} q_{k+1}\right)^{-1}=\alpha_{k, 1}$, which means Theorem 3.3 can be restated as follows.

Theorem 3.4. If

$$
\liminf _{n \rightarrow \infty} \sum_{k=N}^{n}\left(\alpha_{k, 1}-3\right)=-\infty,
$$

then (1.1) is oscillatory.
Using the $\alpha_{n, m}$ notation, observe that Theorem 3.4 is the same as Theorem 2.2, except that Theorem 2.2 has $\alpha_{k, 0}$ instead of $\alpha_{k, 1}$. We conjecture that Theorem 3.4 is true for $\alpha_{k, m}$ for any $m \geqq 0$.

A more ambitious question is as follows. In essence, Theorem 2.1 says that any known result on the oscillation of (2.1) involving $B_{n}$ can be rephrased with $B_{n}$ replaced by $\left(1 / q_{n}-1\right)=\left(\alpha_{n, 0}-1\right)$ and then applied to (1.1) to yield sufficient conditions for the oscillation of that equation. Our conjecture is that $B_{n}$ can be replaced by ( $\alpha_{n, m}-1$ ), for any $m \geqq 0$.
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# ON OSCILLATIONS OF SOME RETARDED DIFFERENTIAL EQUATIONS* 
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#### Abstract

Consider the delay differential equation (*) $$
y^{\prime}(t)+p y(t-\tau)-q y(t-\sigma)=0
$$ where $p, q, \tau$, and $\sigma$ are positive constants. Theorem. Assume that $\sigma \leqq \tau, q<p$, and $q(t-\sigma) \leqq 1$. Then every nonoscillatory solution of (*) tends to zero as $t \rightarrow \infty$. Furthermore, assume that $(p-q) \tau e>1$. Then every solution of (*) oscillates.

The above result was extended to equations with several delays. Finally we obtained sufficient conditions for the oscillation of delay differential equations with oscillating coefficients.


Key words. oscillation, retarded differential equation, delay differential equation
AMS(MOS) subject classifications. Primary 34 K 15 ; secondary 34 C 10

1. Introduction. Recently, there has been a lot of interest in establishing computable sufficient conditions for the oscillation of all solutions of linear delay differential equations. See, for example [2], [4], [8], [9] and the references cited in [9].

For the most part the literature is devoted to equations of the form

$$
x^{\prime}(t)=-\sum_{i=1}^{n} p_{i}(t) x\left(t-\tau_{i}(t)\right)
$$

where all the coefficients $p_{i}$ are positive. The case where both positive and negative coefficients may be present was recently considered by Ladas and Sficas [5].

The aim of the present paper is to provide a significant extension of the results in [5] and to develop some methods for studying equations with positive and negative coefficients. In particular, we combine the methods used separately in [2] and [5] and utilize more cleverly the integral form introduced in [5, formula 10].
2. Differential inequalities. In this section we study the properties of solutions of certain differential inequalities and obtain some useful results which can be used as tools in the study of oscillation theory.

Lemma 1. Let $z$ be a nonnegative solution ${ }^{1}$ of the delay differential inequality

$$
\begin{equation*}
z^{\prime}(t)+a z(t-\tau) \leqq 0, \quad t \geqq t_{0} \tag{1}
\end{equation*}
$$

where $a$ and $\tau$ are positive constants. Then the following statements hold:
(i) $z \in L^{1}\left(t_{0}, \infty\right)$;
(ii) $z(t)$ decreases to zero as $t \rightarrow \infty$;

[^10](iii) if $z\left(t_{0}\right)>0$ then there exist positive constants $\alpha$ and $A$ such that
\[

$$
\begin{equation*}
z(t) \geqq A e^{-\alpha t}, \quad t \geqq t_{0} \tag{2}
\end{equation*}
$$

\]

Proof. As $z^{\prime}(t) \leqq-a z(t-\tau) \leqq 0$ for $t \geqq t_{0}$, it follows that $z$ is a decreasing function. Integrating (1) from $t_{1}$ to $t_{2}$ with $t_{0} \leqq t_{1} \leqq t_{2}$, we find that

$$
\begin{equation*}
a \int_{t_{1}}^{t_{2}} z(s-\tau) d s \leqq z\left(t_{1}\right)-z\left(t_{2}\right) \leqq z\left(t_{0}\right) \tag{3}
\end{equation*}
$$

which implies that $z \in L^{1}\left(t_{0}, \infty\right)$. And since $z(t)$ is also decreasing, it follows that $\lim _{t \rightarrow \infty} z(t)$ exists and is equal to zero. Next, we turn to the proof of (iii). Replacing $t_{1}$ by $t$ and letting $t_{2} \rightarrow \infty$ in (3), we find

$$
\begin{equation*}
z(t) \geqq a \int_{t}^{\infty} z(s-\tau) d s \tag{4}
\end{equation*}
$$

Using the decreasing nature of $z(t)$ we obtain,

$$
z(t) \geqq a \int_{t}^{\infty} z(s-\tau) d s \geqq a \int_{t}^{t+\tau / 2} z(s-\tau) d s \geqq \frac{a \tau}{2} z\left(t-\frac{\tau}{2}\right)
$$

that is,

$$
\begin{equation*}
z(t) \geqq C z\left(t-\frac{\tau}{2}\right), \tag{5}
\end{equation*}
$$

where $C=a \tau / 2>0$. Then $z\left(t_{0}+\tau / 2\right) \geqq C z\left(t_{0}\right)>0$. Set

$$
I_{n}=\left[t_{0}+n \frac{\tau}{2}, t_{0}+(n+1) \frac{\tau}{2}\right], \quad n=0,1,2, \cdots
$$

Let $t \geqq t_{0}$ be given. Then $t \in I_{n}$ for some $n$. Using the estimate (5) we find by iteration

$$
z(t) \geqq C^{n+1} z\left(t_{0}\right)
$$

Assume $C>1$. Thus, using the fact that $2\left(t-t_{0}\right) / \tau \leqq n+1$, we have

$$
z(t) \geqq e^{(n+1) \ln C_{z}\left(t_{0}\right) \geqq \exp \left[\frac{2\left(t-t_{0}\right)}{\tau} \ln C\right] z\left(t_{0}\right) . . . . . . .}
$$

On the other hand, if $C \leqq 1$, using the fact that $n \leqq 2\left(t-t_{0}\right) / \tau$, we obtain

$$
z(t) \geqq \exp \left[\frac{2\left(t-t_{0}\right)}{\tau} \ln C\right] C z\left(t_{0}\right)
$$

In either case, inequality (2) is valid and the proof of Lemma 1 is complete.
The proof of the following result makes use of the notion of nonautonomous exponents [1], [2].

Proposition 1. Let z be a nonnegative solution of the delay differential inequality (1). Assume that

$$
\begin{equation*}
a \tau>\frac{1}{e} \tag{6}
\end{equation*}
$$

Then $z(t)=0$ for $t \geqq t_{0}$.
Proof. If $z\left(t_{0}\right)=0$ then, as $z$ is nonnegative and decreasing, it follows that $z(t)=0$ for $t \geqq t_{0}$. Next, assume, for the sake of contradiction, that $z\left(t_{0}\right)>0$. Then, from Lemma 1 (iii), $z(t)>0$ for $t \geqq t_{0}$. Set

$$
\begin{equation*}
z(t)=\exp \left[-\int_{0}^{t} \lambda(s) d s\right], \quad t \geqq t_{0} \tag{7}
\end{equation*}
$$

Substituting (7) into (1) we find that

$$
\begin{equation*}
\lambda(t) \geqq a \exp \left[\int_{t-\tau}^{t} \lambda(s) d s\right], \quad t \geqq t_{0} \tag{8}
\end{equation*}
$$

Also from (7), and in view of (2), there is a positive constant $\beta$ such that

$$
\begin{equation*}
\int_{0}^{t} \lambda(s) d s \leqq \beta t, \quad t \geqq t_{0} \tag{9}
\end{equation*}
$$

In view of (8), it follows by induction that for $n=1,2, \cdots$

$$
\begin{equation*}
\lambda(t) \geqq b_{n}, \quad t \geqq t_{0}+(n-1) \tau \tag{10}
\end{equation*}
$$

where $b_{0}=0$ and $b_{n}=a \exp \left(b_{n-1} \tau\right)$. We now claim that the sequence $\left\{b_{n}\right\}$ is increasing and $\lim _{n \rightarrow \infty} b_{n}=+\infty$. In fact, using (6) and the fact that $\exp (x) \geqq e x$ for all $x$ we find

$$
b_{n}=a \exp \left(b b_{n-1} \tau\right) \geqq a e b_{n-1} \tau \geqq b_{n-1}
$$

that is, $\left\{b_{n}\right\}$ is increasing. If, contrary to the claim, $\left\{b_{n}\right\}$ were bounded, then $b_{\infty} \equiv$ $\lim _{n \rightarrow \infty} b_{n}>0$ and

$$
b_{\infty}=a \exp \left(b_{\infty} \tau\right) \geqq a e b_{\infty} \tau>b_{\infty} .
$$

Thus our claim about $\left\{b_{n}\right\}$ is true and consequently, from (10), $\lim _{t \rightarrow \infty} \lambda(t)=\infty$. This contradicts (9) and the proof of the proposition is complete.

Remark 1. The main tools behind the proof of Proposition 1 are the integral form (4) of inequality (1), the exponential representation (7) of $z$, and the integral estimates (8) and (9). As we will see in the next result, the same tools can be used in the case of delay differential inequalities with several delays. Note also that in the following result the condition (6) of Proposition 1 has been replaced by the general assumption that all solutions of the corresponding equation oscillate. As it is known, in the case of equations with one delay the two statements are equivalent.

Proposition 2. Let z be a nonnegative solution of the delay differential inequality

$$
\begin{equation*}
z^{\prime}(t)+\sum_{j=1}^{n} a_{j} z\left(t-\tau_{j}\right) \leqq 0, \quad t \geqq t_{0} \tag{11}
\end{equation*}
$$

where $a_{j}$ and $\tau_{j}$ are positive constants for $j=1,2, \cdots, n$. Assume that all solutions of the DDE

$$
\begin{equation*}
z^{\prime}(t)+\sum_{j=1}^{n} a_{j} z\left(t-\tau_{j}\right)=0, \quad t \geqq t_{0} \tag{12}
\end{equation*}
$$

oscillate. Then, $z(t)=0$ for $t \geqq t_{0}$.
Proof. Inequality (11) implies that for each $j=1,2, \cdots, n$,

$$
z^{\prime}(t)+a_{j} z\left(t-\tau_{j}\right) \leqq 0, \quad t \geqq t_{0}
$$

and therefore the results (i), (ii), and (iii) of Lemma 1 are also true here. In particular, if $z\left(t_{0}\right)>0$ then $z(t)>0$ for $t \geqq t_{0}$. As in Proposition 1, the change of variables (7) yields

$$
\begin{equation*}
\lambda(t) \geqq \sum_{j=1}^{n} a_{j} \exp \left[\int_{t-\tau_{j}}^{t} \lambda(s) d s\right] \tag{8}
\end{equation*}
$$

which inductively leads to a sequence of estimates,

$$
\lambda(t) \geqq b_{k}, \quad t \geqq t_{0}+(n-1) \tau
$$

where $b_{0}=0, b_{k}=\sum_{j=1}^{n} a_{j} \exp \left(\tau_{j} b_{k-1}\right)$ for $k=1,2, \cdots, n$, and $\tau=\max _{1 \leqq j \leqq n} \tau_{j}$. We now claim that the sequence $\left\{b_{n}\right\}$ is increasing. Indeed, the characteristic equation

$$
F(\lambda) \equiv \lambda+\sum_{j=1}^{n} a_{j} e^{-\lambda \tau_{j}}=0
$$

of (12) has no real roots. As $F(0)=\sum_{j=1}^{\infty} a_{j}>0$, it follows that $F(\lambda)>0$ for all $\lambda \in R$. In particular

$$
F\left(-b_{k-1}\right)=-b_{k-1}+\sum_{j=1}^{n} a_{j} e^{b_{k-1} \tau_{j}}>0 .
$$

Hence,

$$
b_{k}=\sum_{j=1}^{n} a_{j} e^{b_{k-1} \tau_{j}}>b_{k-1}
$$

which proves our claim. Next, we will show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} b_{k}=\infty \tag{13}
\end{equation*}
$$

Otherwise, $b_{\infty} \equiv \lim _{k \rightarrow \infty} b_{k}$ is a finite number and so

$$
b_{\infty}=\sum_{j=1}^{n} a_{j} \exp \left(\tau_{j} b_{\infty}\right)
$$

which implies that (12) has the nonoscillatory solution $z(t)=\exp \left(-b_{\infty} t\right)$. This contradiction establishes (13). Finally, as in the proof of Proposition 1, (13) implies that $\lim _{t \rightarrow \infty} \lambda(t)=\infty$ which contradicts (9). The proof of Proposition 2 is complete.
3. Positive and negative coefficients-autonomous equations. In [5], Ladas and Sficas studied the asymptotic behavior of the nonoscillatory solutions and the oscillation of all solutions of the DDE

$$
\begin{equation*}
x^{\prime}(t)+p x(t-\tau)-q x(t-\sigma)=0 \tag{14}
\end{equation*}
$$

where the delays $\tau$ and $\sigma$ and the coefficients $p$ and $q$ satisfy the hypothesis that
$\left(\mathrm{H}_{1}\right) p, q, \tau$, and $\sigma$ are positive constants.
The aim in this section is to sharpen the conditions which were assumed in [5] and to extend the results to equations with more than two delays. It was shown in [5] that the hypothesis
$\left(\mathrm{H}_{2}\right) q<p$ and $\sigma \leqq \tau$, is a necessary condition for all solutions of (14) to oscillate.
The following statement improves [5, Thm. 2]:
Theorem 1. In addition to the hypotheses $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ assume that $\left(\mathrm{H}_{3}\right) q(\tau-\sigma) \leqq 1$.
Then every nonoscillatory solution of (14) tends to zero as $t \rightarrow \infty$.
Proof. It suffices to prove the theorem for the eventually positive solutions of (14). To this end, let $x(t)$ be a solution of (14) which is positive for $t \geqq t_{0}$. As in [5] we introduce the function

$$
\begin{equation*}
z(t)=x(t)-q \int_{t-\tau}^{t-\sigma} x(s) d s, \quad t \geqq t_{0}+\tau \tag{15}
\end{equation*}
$$

Then

$$
\begin{equation*}
z^{\prime}(t)=-(p-q) x(t-\tau)<0, \quad t \geqq t_{0}+\tau \tag{16}
\end{equation*}
$$

and so $z(t)$ is decreasing. We claim that $z(t)$ is bounded below. Otherwise, $\lim _{t \rightarrow \infty} z(t)$ $=-\infty$ which implies that $x$, itself, is unbounded. But then, there must exist a point $t_{1} \geqq t_{0}+\tau$ such that $z\left(t_{1}\right)<0$ and $x\left(t_{1}\right)=\max _{s \leqq t_{1}} x(s)>0$. From (15) and $\left(\mathrm{H}_{3}\right)$ we obtain the contradiction that

$$
\begin{aligned}
0>z\left(t_{1}\right) & =x\left(t_{1}\right)-q \int_{t_{1}-\tau}^{t_{1}-\sigma} x(s) d s \geqq x\left(t_{1}\right)-q x\left(t_{1}\right)(\tau-\sigma) \\
& =x\left(t_{1}\right)[1-q(\tau-\sigma)] \geqq 0 .
\end{aligned}
$$

Thus $z(t)$ is bounded below and $\lim _{t \rightarrow \infty} z(t) \equiv l$ exists and is finite. Now integrating (16) from $t_{1}=t_{0}+2 \tau$ to $t$ and letting $t \rightarrow \infty$ we obtain

$$
z\left(t_{1}\right)-l=-(p-q) \int_{t_{1}}^{\infty} x(s-\tau) d s
$$

which proves that $x \in L^{1}\left(t_{1}, \infty\right)$. From (14), it follows that $x^{\prime} \in L^{1}\left(t_{1}, \infty\right)$. Hence $\lim _{t \rightarrow \infty} x(t)$ exists and it has to be zero because $x \in L^{1}\left(t_{1}, \infty\right)$. The proof is complete.

Remark 2. (a) In place of $\left(\mathrm{H}_{3}\right)$ it was assumed in [5] that the more restrictive condition

$$
\tau \leqq \frac{1}{q}-\frac{1}{p}
$$

holds.
(b) The hypothesis $\left(\mathrm{H}_{3}\right)$ is the "best" one when the coefficients $p$ and $q$ are equal. Indeed, when $p=q$ all constants are solutions and conversely all solutions of (14) are asymptotically constant. In the latter case $\lim _{t \rightarrow \infty} x(t)$ is given in terms of the initial data, using the "first integral" $x(t)+p \int_{t-\sigma}^{t-\tau} x(s) d s \equiv C$, namely,

$$
\lim _{t \rightarrow \infty} x(t)=\frac{C}{1-p(\tau-\sigma)}
$$

The following is an improved version of [5, Thm. 3]. Its proof makes use of Theorem 1; otherwise it is identical to the proof given in [5] and will be omitted.

Theorem 2. Assume $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ and $\left(\mathrm{H}_{4}\right)(p-q) \tau e>1$. Then every solution of (14) oscillates.

Example 1. The DDE

$$
x^{\prime}(t)+e^{4} x(t-4)-2 e^{2} x(t-2)=0
$$

satisfies the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{4}\right)$, but not $\left(\mathrm{H}_{3}\right)$. Therefore it is not surprising that $x(t)=e^{t}$ is a nonoscillatory solution which does not tend to zero as $t \rightarrow \infty$.

Next, we extend Theorems 1 and 2 to equations with several delays.
Theorem 3. Consider the delay differential equation

$$
\begin{equation*}
x^{\prime}(t)+\sum_{i=1}^{n} p_{i} x\left(t-\sigma_{i}\right)-\sum_{j=1}^{m} q_{j} x\left(t-\tau_{j}\right)=0 \tag{17}
\end{equation*}
$$

where the coefficients $p_{i}, q_{j}$ and the delays $\sigma_{i}, \tau_{j}$ are positive constants for $i=1,2, \cdots, n$ and $j=1,2, \cdots, m$. Assume that the following hypotheses are satisfied.
$\left(\mathrm{H}_{5}\right)$ There exist a positive number $p \leqq n$ and a partition of $\{1,2, \cdots, m\}$ into $p$ disjoint subsets $J_{1}, J_{2}, \cdots, J_{p}$ such that $j \in J_{i}$ implies $\tau_{j} \leqq \sigma_{i}$ and $\Sigma_{k \in J_{i}} q_{k}<p_{i}$.
$\left(\mathrm{H}_{6}\right) \sum_{i=1}^{p} \Sigma_{k \in J_{i}} q_{k}\left(\sigma_{i}-\tau_{k}\right)<1$.
Then every nonoscillatory solution of (17) tends to zero as $t \rightarrow \infty$. Furthermore, if in addition to the above hypotheses we assume that the equation

$$
\begin{equation*}
z^{\prime}(t)+\sum_{i=1}^{p}\left(p_{i}-\sum_{k \in J_{i}} q_{k}\right) z\left(t-\sigma_{i}\right)=0 \tag{18}
\end{equation*}
$$

has only oscillatory solutions then the same is true with (17).
Proof. As the negative of a solution of (17) is also a solution, we first prove that every eventually positive solution $x(t)$ of (17) tends to zero as $t \rightarrow \infty$. The key idea is, once more, the introduction of the function

$$
\begin{equation*}
z(t)=x(t)-\sum_{i=1}^{p} \sum_{k \in J_{i}} q_{k} \int_{t-\sigma_{i}}^{t-\tau_{k}} x(s) d s \tag{19}
\end{equation*}
$$

We have

$$
\begin{equation*}
z^{\prime}(t)=\sum_{i=1}^{p}\left(\sum_{k \in J_{i}} q_{k}-p_{i}\right) x\left(t-\sigma_{i}\right)-\sum_{i=p+1}^{n} p_{i} x\left(t-\sigma_{i}\right) \tag{20}
\end{equation*}
$$

and so eventually, $z^{\prime}(t)<0$ and $z(t)$ is decreasing. Now, as in the proof of Theorem 1, we can deduce from $\left(\mathrm{H}_{6}\right)$ that $z$ is bounded below and integrating (20) we conclude that $x \in L^{1}\left(t_{0}, \infty\right)$. Then from (17), it follows that $x^{\prime} \in L^{1}\left(t_{0}, \infty\right)$, and therefore $x$ tends to a limit as $t \rightarrow \infty$. And this limit is necessarily zero because $x \in L^{1}\left(t_{0}, \infty\right)$.

Next, in addition to $\left(\mathrm{H}_{5}\right)$ and $\left(\mathrm{H}_{6}\right)$, we assume that every solution of (18) is oscillatory. We should prove that every solution of (17) oscillates. Otherwise, (17) has an eventually positive solution $x(t)$. And, as we have already proved, $\lim _{t \rightarrow \infty} x(t)=0$. From (19) and (20), we see that $z(t)$ is decreasing to zero which implies that $z(t)$ is eventually positive. In view of (19), we have, $0<z(t) \leqq x(t)$. Thus, (20) yields

$$
\begin{equation*}
z^{\prime}(t)+\sum_{i=1}^{p}\left(p_{i}-\sum_{k \in J_{i}} q_{k}\right) z\left(t-\sigma_{i}\right) \leqq 0 \tag{21}
\end{equation*}
$$

On the basis of our assumptions, Proposition 2 applied to (21) implies that eventually $z(t)=0$. This contradiction completes the proof of Theorem 3.
4. Nonautonomous equations. Consider the DDE

$$
\begin{equation*}
x^{\prime}(t)+p(t) x(t-\tau)=0 \tag{22}
\end{equation*}
$$

where $p(t)$ is continuous on $[0, \infty)$ and $\tau>0$ is a constant. Set

$$
p(t)=p^{+}(t)-p^{-}(t)
$$

where $p^{+}$and $p^{-}$are the positive and negative parts of $p$ respectively.
Lemma 2. Assume that
$\left(\mathrm{H}_{7}\right) \quad p^{-} \in L^{1}[0, \infty)$.
Then every nonoscillatory solution of (22) tends to a (finite) limit as $t \rightarrow \infty$.
Proof. Choose a $t_{0}>t$ such that

$$
\int_{t_{0}}^{\infty} p^{-}(s) d s=\alpha<1
$$

Now, we will prove that if $x$ is an eventually positive solution of (22), then $x$ is bounded above. Assuming the contrary, we could find a sequence $\left\{t_{n}\right\}$ such that $t_{n} \geqq t_{0}$

$$
\lim _{n \rightarrow \infty} t_{n}=+\infty, \quad \lim _{n \rightarrow \infty} x\left(t_{n}\right)=+\infty, \quad x\left(t_{n}\right)=\max _{t \leqq t_{n}} x(t)
$$

Let $t_{1} \geqq t_{0}$ be so large that $x(t-\tau)>0$ for $t \geqq t_{1}$. Then from (22) we have

$$
x^{\prime}(t) \leqq p^{-}(t) x(t-\tau), \quad t \geqq t_{1}
$$

and by integration

$$
x(t)-x\left(t_{1}\right) \leqq \alpha \max _{s \leqq t} x(s)
$$

If we replace $t$ by $t_{n}$ we find

$$
x\left(t_{n}\right) \leqq \frac{x\left(t_{1}\right)}{1-\alpha}
$$

which contradicts the asumption that $\lim _{n \rightarrow \infty} x\left(t_{n}\right)=+\infty$. Thus $x$ is bounded and so in view of $\left(\mathrm{H}_{7}\right), p^{-}(t) x(t-\tau) \in L^{1}\left[t_{1}, \infty\right)$. Integrating (22) from $t_{1}$ to $t_{2}$, with $t_{1}<t_{2}$, we get

$$
\int_{t_{1}}^{t_{2}} p^{+}(s) x(s-\tau) \leqq \int_{t_{0}}^{\infty} p^{-}(s) x(s-\tau)+2 \sup _{s \geqq t_{0}} x(s)
$$

Therefore, $p^{+}(t) x(t-\tau) \in L^{1}\left[t_{1}, \infty\right)$ and so $x^{\prime} \in L^{1}\left[t_{1}, \infty\right)$ which implies that $x$ tends to a finite limit as $t \rightarrow \infty$.

Example 2. The DDE

$$
y^{\prime}(t)-\frac{\cos t}{2-\cos t} y\left(t-\frac{\pi}{2}\right)=0
$$

has the nonoscillatory solution $y(t)=2+\sin t$ which does not have a limit as $t \rightarrow \infty$. As expected, the hypothesis $\left(\mathrm{H}_{7}\right)$ is not satisfied in this example.

Lemma 3. Assume $\left(\mathrm{H}_{7}\right)$ and that

$$
\begin{equation*}
\int_{0}^{\infty} p^{+}(s) d s=\infty \tag{8}
\end{equation*}
$$

Then every solution of (22) either oscillates or tends to zero as $t \rightarrow \infty$.
Proof. Assume, for the sake of contradiction, that (22) has a positive solution $x(t)$ which does not tend to zero as $t \rightarrow \infty$. In view of Lemma 2, $\lim _{t \rightarrow \infty} x(t)=x(\infty)$ exists and since it is not zero it follows that

$$
\begin{equation*}
x(\infty)>0 \tag{23}
\end{equation*}
$$

Then, for $t$ sufficiently large, say $t \geqq t_{1}$, we have

$$
\frac{1}{2} x(\infty) \leqq x(t) \leqq \frac{3}{2} x(\infty)
$$

In view of (22) this leads to

$$
x^{\prime}(t)+\frac{1}{2} x(\infty) p^{+}(t)-\frac{3}{2} x(\infty) p^{-}(t) \leqq 0
$$

for $t \geqq t_{1}+\tau$. Integrating from $t_{1}+\tau$ to $t$ we obtain

$$
\begin{equation*}
x(t)-x\left(t_{1}+\tau\right)+\frac{1}{2} x(\infty) \int_{t_{1}+\tau}^{t} p^{+}(s) d s-\frac{3}{2} x(\infty) \int_{t_{1}+\tau}^{t} p^{-}(s) d s \leqq 0 \tag{24}
\end{equation*}
$$

Taking limits in (24) as $t \rightarrow \infty$ and using the hypotheses $\left(\mathrm{H}_{7}\right)$ and $\left(\mathrm{H}_{8}\right)$, we find that $y(\infty)=-\infty$ which contradicts (23) and completes the proof.

The following result gives sufficient conditions for all solutions of (22) to oscillate. A similar result was established in [6] under the (strong) assumption that $\lim _{n \rightarrow \infty}\left(v_{n}-\theta_{n}\right)=\infty$.

Theorem 4. Assume that the following conditions hold:
(i) $\left(\mathrm{H}_{7}\right)$ and
$\left(\mathrm{H}_{9}\right)$

$$
\varliminf_{t \rightarrow \infty} \int_{t-\tau}^{t} p^{+}(s) d s>\frac{1}{e}
$$

(ii) There exist two sequences $\left\{\theta_{n}\right\}_{n=1}^{\infty}$ and $\left\{v_{n}\right\}_{n=1}^{\infty}$ such that for $n=1,2, \cdots$,

$$
\theta_{n}<v_{n} \leqq \theta_{n+1}, \quad v_{n}-\theta_{n} \geqq \frac{3 \tau}{2}, \quad \theta_{n+1}-v_{n}<\frac{\tau}{2}
$$

and

$$
p(t) \text { is } \begin{cases}\geqq 0 & \text { for } t \in \bigcup_{n=1}^{\infty}\left(\theta_{n}, v_{n}\right) \\ <0 & \text { for } t \in \bigcup_{n=1}^{\infty}\left(v_{n}, \theta_{n+1}\right) .\end{cases}
$$

(iii) There exists a positive constant $k$ such that

$$
\underline{\lim }_{t \rightarrow \infty} \int_{t-\tau / 2}^{t} p^{+}(s) d s>\frac{1}{k} \quad \text { for } t \in \bigcup_{n=1}^{\infty}\left(v_{n}, \theta_{n+1}\right)
$$

and

$$
\begin{equation*}
p^{+}(t) \geqq k p^{-}\left(t-\frac{\tau}{2}\right) \quad \text { for } t \text { sufficiently large. } \tag{25}
\end{equation*}
$$

Then every solution of (22) oscillates.
Proof. Otherwise, (22) has a solution $x(t)>0$ for $t \geqq t_{0}$ where $t_{0}$ is sufficiently large. And by Lemma 3 [which holds because condition $\left(\mathrm{H}_{9}\right)$ implies $\left(\mathrm{H}_{8}\right)$ ],

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=0 \tag{26}
\end{equation*}
$$

Let $t \in \cup_{n=1}^{\infty}\left[v_{n}, \theta_{n+1}\right]$. Thus from (22) and the fact that $x(t)$ decrease in the interval [ $t-3 \tau / 2, t-\tau / 2]$ we find

$$
\begin{align*}
x\left(t-\frac{\tau}{2}\right) & >x\left(t-\frac{\tau}{2}\right)-x\left(v_{n}\right)=\int_{t-\tau / 2}^{v_{n}} p(x) x(s-\tau) d s  \tag{27}\\
& =\int_{t-\tau / 2}^{t} p^{+}(s) x(s-\tau) d s \geqq x(t-\tau) \int_{t-\tau / 2}^{t} p^{+}(s) d s
\end{align*}
$$

Now for $t$ sufficiently large, say $t \geqq t_{1}$ and for $t \in \cup_{n=1}^{\infty}\left[v_{n}, \theta_{n+1}\right]$ we find, from (27) and (iii),

$$
\begin{equation*}
x\left(t-\frac{\tau}{2}\right)>\frac{1}{k} x(t-\tau) \tag{28}
\end{equation*}
$$

And for all $t \geqq t_{1}$ the following inequality holds:

$$
\begin{equation*}
x^{\prime}(t)+\left[p^{+}(t)-k p^{-}\left(t-\frac{\tau}{2}\right)\right] x(t-\tau)+k p^{-}\left(t-\frac{\tau}{2}\right) x(t-\tau)-k p^{-}(t) x\left(t-\frac{\tau}{2}\right) \geqq 0 \tag{29}
\end{equation*}
$$

In fact (29) reduces to (22) for $t \in \bigcup_{n=1}^{\infty}\left(\theta_{n}, v_{n}\right)$ and for $t \in \cup_{n=1}^{\infty}\left(v_{n}, \theta_{n+1}\right)$ it follows from (22) using (28) and $\left(\mathrm{H}_{9}\right)$. Set

$$
z(t)=x(t)-k \int_{t-\tau / 2}^{t} p^{-}(s) x\left(s-\frac{\tau}{2}\right) d s
$$

Thus from (29) we have for $t \geqq t_{1}$

$$
\begin{equation*}
z(t) \leqq x(t) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
z^{\prime}(t)+\left[p^{+}(t)-k p^{-}\left(t-\frac{\tau}{2}\right)\right] x(t-\tau) \leqq 0 . \tag{31}
\end{equation*}
$$

From (30) and because of (26) and $\left(\mathrm{H}_{7}\right), \lim _{t \rightarrow \infty} z(t)=0$. Hence $z(t)>0$ and (30), (31), and (iii) yield the inequality

$$
\begin{equation*}
z^{\prime}(t)+\left[p^{+}(t)-k p^{-}\left(t-\frac{\tau}{2}\right)\right] z(t-\tau) \leqq 0 . \tag{32}
\end{equation*}
$$

Since

$$
\varliminf_{t \rightarrow \infty} \int_{t-\tau}^{t}\left[p^{+}(s)-k p^{-}\left(s-\frac{\tau}{s}\right)\right] d s=\varliminf_{t \rightarrow \infty} \int_{t-\tau}^{t} p^{+}(s) d s>\frac{1}{e},
$$

it follows from [7] that (32) cannot have an eventually positive solution. But $z(t)$ is positive and this contradiction completes the proof.

Example 3. This is an example of a DDE which satisfies the hypotheses of Theorem 4 and therefore every solution of the equation oscillates. Consider the DDE

$$
x^{\prime}(t)+p(t) x(t-4 \pi)=0, \quad t \geqq 0
$$

where

$$
p(t)=\left\{\begin{array}{ll}
\mu \sin ^{2} t & \text { for } t \in[10 n \pi, 10 n \pi+9 \pi), \\
-\mu \frac{\sin ^{2} t}{t^{2}} & \text { for } t \in[10 n \pi+9 \pi, 10(n+1) \pi),
\end{array} \quad n=0,1,2, \cdots,\right.
$$

and $\mu$ is a positive constant satisfying the condition

$$
\begin{equation*}
\mu \frac{3 \pi}{2}>\frac{1}{e} . \tag{33}
\end{equation*}
$$

In this example, $\tau=4 \pi, \theta_{n}=10 n \pi, v_{n}=10 n \pi+9 \pi, v_{n}-\theta_{n}=9 \pi>3 \pi / 2=6 \pi$ and $\theta_{n+1}-$ $v_{n}=\pi<\tau / 2=2 \pi$ and so condition (ii) of Theorem 4 is satisfied. Condition ( $\mathrm{H}_{7}$ ) is clearly satisfied and condition $\left(\mathrm{H}_{9}\right)$ is true because of (33). Indeed, examining the value of the integral in $\left(\mathrm{H}_{9}\right)$ for the different possible locations of $t$ and $t-\tau$ in the intervals $\left(\theta_{n}, v_{n}\right]$ and $\left(v_{n}, \theta_{n+1}\right]$ we find that the integral takes its smallest value when $t=\theta_{n+1}$ and in this case, in view of (33),

$$
\int_{t-\tau}^{t} p^{+}(s) d s=\int_{10 n \pi+6 \pi}^{10 n \pi+9 \pi} \mu \sin ^{2} d s=\mu \frac{3 \pi}{2}>\frac{1}{e}
$$

Inequality (25) is true as can be seen by examining it for the different locations of $t$ and $t-\tau / 2$ in the intervals $\left(\theta_{n}, v_{n}\right.$ ] and $\left(v_{n}, \theta_{n+1}\right]$. For example, when $t \in\left(\theta_{n}, v_{n}\right]$ and $t-\tau / 2$ $\operatorname{in}\left(v_{n}, \boldsymbol{\theta}_{n+1}\right]$,

$$
p^{+}(t)-k p^{-}\left(t-\frac{\tau}{2}\right)=\sin ^{2} t-k \frac{\sin ^{2}(t-2 \pi)}{(t-2 \pi)^{2}}=\sin ^{2} t\left[1-\frac{k}{(t-2 \pi)^{2}}\right] \geqq 0
$$

for $t$ sufficiently large and $k>0$. Finally, the first inequality in (iii) of Theorem 4 is satisfied with $k$ any constant greater than $1 / \mu \pi$. Indeed, the smallest value of the integral

$$
\int_{t-\tau / 2}^{t} p^{+}(s) d s
$$

is obtained when $t=10(n+1) \pi$ and in this case

$$
\int_{t-\tau / 2}^{t} p^{+}(s) d s=\int_{10 n \pi+8 P \pi}^{10(n+1) \pi} \mu \sin ^{2} s d s=\mu \pi>\frac{1}{k}
$$
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#### Abstract

A two-phase model for the growth of a single cell population structured by size is formulated and analysed. The model takes the form of a delay-differential equation in a Banach space. Using positivity arguments, we describe the spectrum of the infinitesimal generator of the semigroup associated with solutions. Under a certain condition on the growth rate of individual cells the semigroup is compact after finite time. This enables us to determine the ultimate behavior of solutions and prove the existence of a stable size distribution.
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1. Introduction. In this paper we study a mathematical model for the dynamics of a population of single cells which can be distinguished from each other according to their size and the particular cell cycle phase they are in. Models for populations of dividing organisms incorporating size or age-size structure have been formulated, among others, by Bell and Anderson (1967) and Sinko and Streifer (1971) and have recently been investigated by Diekmann, Heijmans and Thieme (1984) and Heijmans (to appear a, b). We refer to the book of Metz and Diekmann (to appear) for a general exposition of the dynamics of physiologically structured populations. There exists a vast literature on models for progress through the cell cycle and its various phases, see for instance the book of Eisen (1979). Tyson and Hannsgen (1984) and Hannsgen and Tyson (1984) have studied cell cycle models which also take the cell size distribution into account.

We consider a model in which we assume that the cell cycle consists of two distinct phases. The first phase is of variable length. The cells in this phase cannot divide-they increase in size and, provided they do not die, they will eventually enter the second phase. This second phase, which is assumed to have constant duration, can be considered as an idealization of the mitotic period. At the conclusion of this phase cells split into two equal parts and the newborn daughter cells start the cycle in the first phase. It is assumed that the cells in the first phase are fully characterized by their size. By this we mean that for instance the growth, death and transition rates are functions of size, and of size only. Moreover, we assume that in the second phase the growth and death rates are functions of size, but the fission rate is a (delta-) function of the time elapsed since entering the second phase.

Our model could be considered as a generalization of the one-phase model studied by Diekmann et al. (1984) since if one formally puts the duration of the second phase equal to zero our fundamental equation (2.1) reduces to the corresponding equation in the above-mentioned paper.

[^11]The model could easily be modified (without essentially affecting the results) to allow for more complicated cell cycles and asymmetric division, see Gyllenberg (to appear).

Diekmann et al. (1984) showed that under reasonable hypotheses the population will ultimately grow or decay exponentially and they gave conditions on the individual growth rate under which the size distribution converges towards a so-called stable size distribution. In this paper we shall prove that the two-phase model exhibits a similar asymptotic behavior, if we adapt the condition on the growth rate.

It turns out to be mathematically convenient to write the model as a delay-differential equation in a Banach space. Our main tools will be the theory of strongly continuous semigroups and spectral theory, in particular of positive operators.

The organization of the paper is as follows. In $\S 2$ we write down the balance equation for the size distribution of the population of the first phase. This equation, which is a first-order hyperbolic PDE with time delay, transformed argument and singular coefficients, is then reformulated as an abstract linear delay-differential equation in a Banach space. In §3 we prove well-posedness of the abstract problem and associate a strongly continuous semigroup of bounded linear operators with the solution. In $\S 4$ we represent the solution as a generation expansion and give conditions under which the semigroup is compact after finite time. In $\S 5$ we study the related eigenvalue problem and characterize the spectrum of the infinitesimal generator of the semigroup. In §6 we use the results of the preceding sections to state and prove the main result on the asymptotic behavior of solutions.
2. The model. The starting point of our investigation is the balance equation for the size distribution of cells in the first phase

$$
\begin{align*}
& \frac{\partial}{\partial t} n(t, x)+\frac{\partial}{\partial x}(g(x) n(t, x))  \tag{2.1}\\
& \quad=-\mu(x) n(t, x)-b(x) n(t, x)+\frac{2 p\left(y^{-1}(x)\right) b\left(y^{-1}(x)\right)}{y^{\prime}\left(y^{-1}(x)\right)} n\left(t-r, y^{-1}(x)\right)
\end{align*}
$$

Here $t$ denotes time and $x$ denotes size. The unknown $n$ is the size distribution of cells in the first phase, i.e. the integral $\int_{x_{1}}^{x_{2}} n(t, x) d x$ represents the number of cells in the first phase with size between $x_{1}$ and $x_{2}$ at time $t$. The functions $g, \mu$ and $b$ (which are assumed to be known) are the rates at which cells of size $x$ grow, die and transit to the second phase, respectively. $r>0$ is the constant duration of the second phase, $y(x)$ is the size of a newborn cell whose mother entered the second phase (exactly $r$ time units before) with size $x$ and $p(x)$ is the fraction of cells who survive the second phase given that they entered it with size $x$.

The left-hand side of (2.1) is the derivative along characteristic curves and describes an individual's motion in the time-size continuum due to growth. The first term on the right-hand side describes the loss due to deaths and the second the loss due to transition to the second phase. The last term describes the birth of cells from mother cells completing their second phase: of those cells that entered the second phase $r$ time units ago with size $y^{-1}(x)$ a fraction $p\left(y^{-1}(x)\right)$ will successfully complete the phase and give rise to two new cells of size $x$. The factor $1 / y^{\prime}\left(y^{-1}(x)\right)$ may seem strange. It is due to the fact that cells giving birth to daughters in the size interval $(x, x+d x)$ left the first phase with size in the interval

$$
\left(y^{-1}(x), y^{-1}(x)+\frac{d x}{y^{\prime}\left(y^{-1}(x)\right)}\right)
$$

If one formally puts $r=0$, one should take $y(x)=\frac{1}{2} x$ and the last term in (2.1) reduces to the corresponding term in the model of Diekmann et al. (1984), namely $4 b(2 x) n(t, 2 x)$.

We assume that cells cannot enter the second phase before they have reached a minimal size $x_{0}$ and that $y\left(x_{0}\right) \leqq x_{0}$. It follows that cells with size less than $\alpha:=y\left(x_{0}\right)$ cannot exist. This fact is expressed by the boundary condition

$$
\begin{equation*}
n(t, \alpha)=0 \tag{2.2}
\end{equation*}
$$

which supplements (2.1).
We assume further that each cell in the first phase must either die or transit to the second phase before it reaches a maximal size (normalized to $x=1$ ) of the first phase. This requires that the integral $\int_{\alpha}^{x}[b(s) / g(s)] d s$ diverges as $x \uparrow 1$ and that the source term in (2.1) is interpreted as zero for $x \geqq \beta:=y(1)$ where $\beta$ is assumed to be smaller than 1 . We once and for all make the convention that all functions containing $y^{-1}(x)$ as an argument are given the value zero for $x \geqq \beta$. The possible sizes a cell in the first phase can have thus lie in the interval ( $\alpha, 1$ ), which should be chosen as the domain of $x$ in (2.1). In order to obtain a well-posed problem, an initial function $\nu$ should be prescribed on $[-r, 0] \times[\alpha, 1]$ :

$$
\begin{equation*}
n(t, x)=\nu(t, x), \quad-r \leqq t \leqq 0, \quad \alpha \leqq x<1 . \tag{2.3}
\end{equation*}
$$

Concerning the growth, death and transition rates and the other given functions, we assume (compare Diekmann et al. (1984)):
$\left(H_{y}\right) y \in C^{1}\left[x_{0}, 1\right], y^{\prime}>0, \alpha:=y\left(x_{0}\right) \leqq x_{0}$ and $\beta:=y(1)<1$.
$\left(H_{p}\right) p \in C\left[x_{0}, 1\right], 0<p(x) \leqq 1, x \in\left[x_{0}, 1\right]$.
$\left(H_{g}\right) g \in C[\alpha, 1], g(x)>0, x \in[\alpha, 1]$.
$\left(H_{\mu}\right) \mu \in C[\alpha, 1], \mu(x) \geqq 0, x \in[\alpha, 1]$.
$\left(H_{b}\right) b \in C[\alpha, 1], b(x)=0, x \in\left[\alpha, x_{0}\right], b(x)>0, x \in\left(x_{0}, 1\right)$,

$$
\lim _{x \uparrow 1} \int_{x_{0}}^{x} b(s) d s=\infty \quad \text { and } \quad \frac{b(x)}{g(x)} E(x) \leqq M<\infty, \quad x \in[\alpha, 1] .
$$

In the last condition we have used the notation

$$
\begin{equation*}
E(x)=\exp \left(-\int_{\alpha}^{x} \frac{b(s)+\mu(s)}{g(s)} d s\right) \tag{2.4}
\end{equation*}
$$

$E(x) / E(y)$ is the probability that a cell of size $y$ remains in the first phase at least until it reaches size $x$ and $\int_{x_{1}}^{x_{2}}(b(s) / g(s)) E(s) d s$ is the probability that a cell with size $x_{0}$ enters the second phase when its size is between $x_{1}$ and $x_{2}$. By our assumptions the (possibly defective) probability density $b E / g$ is not only an $L^{1}$-function but also bounded and continuous.

We point out that some of the assumptions could be weakened at the cost of some minor technical difficulties. For instance, if $y\left(x_{0}\right)>x_{0}$ we could redefine $x_{0}$ in the following way. Let $x_{n}=y\left(x_{n-1}\right), n=1,2, \cdots$. Since $y(1)<1, x_{n} \rightarrow x_{0}^{\prime}$ as $n \rightarrow \infty$ where $x_{0}^{\prime}$ is the smallest fixed point of $y . x_{0}^{\prime}$ could then be taken as the new $x_{0}$. A similar procedure has been carried out in Heijmans (to appear, b). Guided by Diekmann et al. (1984) we substitute

$$
\begin{equation*}
n(t, x)=\frac{E(x)}{g(x)} u(t, x) \tag{2.5}
\end{equation*}
$$

into (2.1) and obtain

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)+g(x) \frac{\partial u}{\partial x}(t, x)=k(x) u\left(t-r, y^{-1}(x)\right) \tag{2.6}
\end{equation*}
$$

where

$$
k(x)=\left\{\begin{array}{l}
2 \frac{g(x) p\left(y^{-1}(x)\right) b\left(y^{-1}(x)\right)}{E(x) y^{\prime}\left(y^{-1}(x)\right) g\left(y^{-1}(x)\right)} E\left(y^{-1}(x)\right), \quad x \in[\alpha, \beta)  \tag{2.7}\\
0, \quad x \in(\beta, 1)
\end{array}\right.
$$

The boundary condition (2.2) becomes

$$
\begin{equation*}
u(t, \alpha)=0 \tag{2.8}
\end{equation*}
$$

and the initial condition (2.3) changes into

$$
\begin{equation*}
u(t, x)=\phi(t, x), \quad t \in[-r, 0], \quad x \in[\alpha, 1] \tag{2.9}
\end{equation*}
$$

where

$$
\phi(t, x)=[g(x) / E(x)] \nu(t, x)
$$

We shall look for solutions which are continuous functions of $t$ with values in the Banach space $X=L^{1}[\alpha, 1]$. Therefore we rewrite the problem (2.6), (2.8), (2.9) as the following abstract delay equation:

$$
\begin{align*}
& \frac{d u(t)}{d t}=B u(t)+L u(t-r), \quad t>0,  \tag{2.10}\\
& u(t)=\phi(t), \quad t \in[-r, 0] . \tag{2.11}
\end{align*}
$$

Here $B$ is the unbounded closed linear operator defined by $B \psi=-g \psi^{\prime}$ for all $\psi$ in the domain $\mathscr{D}(B)=\{\psi \in X \mid \psi$ is absolutely continuous on $[\alpha, 1], \psi(\alpha)=0\}$ and $L$ is the operator defined for all $\psi$ in $X$ by $(L \psi)(x)=k(x) \psi\left(y^{-1}(x)\right)$. It follows from ( $H_{b}$ ) that $L$ is a bounded linear operator on $X . \phi$ is a given initial function in

$$
C=C([-r, 0] ; X) .
$$

The rest of the paper is devoted to the investigation of so-called mild solutions of the abstract problem (2.10)-(2.11).
3. Existence and uniqueness and the corresponding semigroup. It is obvious that the operator $B$ defined at the end of $\S 2$ generates a strongly continuous semigroup $\{S(t)\}_{t \geqq 0}$ of linear operators on $X$. In fact, let

$$
\begin{equation*}
G(x)=\int_{\alpha}^{x} \frac{d \xi}{g(\xi)} \tag{3.1}
\end{equation*}
$$

and define

$$
\begin{equation*}
X(t, x)=G^{-1}(G(x)+t), \quad 0 \leqq G(x)+t \leqq G(1) . \tag{3.2}
\end{equation*}
$$

(Note that $G^{-1}$ is well defined on $[0, G(1)]$ because $g>0$.) Then $S(t)$ is given for every $\psi \in X$, every $t \geqq 0$ and almost every $x \in[\alpha, 1]$ by

$$
(S(t) \psi)(x)= \begin{cases}\psi(X(-t, x)) & \text { if } G(x)-t>0  \tag{3.3}\\ 0 & \text { if } G(x)-t \leqq 0\end{cases}
$$

Note that $S(t)=0$ for $t \geqq G(1)$. Observe that $X(t, x)$ is the solution of the initial value problem

$$
\begin{equation*}
\frac{d X}{d t}=g(X), \quad X(0, x)=x \tag{3.4}
\end{equation*}
$$

and hence $X(t, x)$ represents the size of a cell at time $t$ which had size $x$ at time zero.
If there exists a continuously differentiable function $u$ satisfying (2.10), (2.11), it satisfies the following integral equation (variation of constants formula)

$$
\begin{equation*}
u(t)=S(t) \phi(0)+\int_{0}^{t} S(t-s) L u(s-r) d s \tag{3.5}
\end{equation*}
$$

for $t>0$. Any continuous function $u$ which satisfies (3.5), (2.11) is called a mild solution of the initial value problem.

Travis and Webb (1974) have investigated existence, uniqueness and semigroup properties of a class of functional differential equations in Banach spaces. Some of their basic results can be applied to the present problem. As a special case of Proposition 2.1 of Travis and Webb (1974) we have

Proposition 3.1. For each $\phi \in C$ there exits a unique mild solution $u(\phi)$ : $[-r, \infty) \rightarrow X$ of the initial value problem (2.10), (2.11).

If $u$ is a continuous function $[-r, \infty) \rightarrow X$ we denote by $u_{s}(s \geqq 0)$ the element of $C$ defined by

$$
u_{s}(\theta)=u(s+\theta), \quad \theta \in[-r, 0] .
$$

For each $t \geqq 0$ we define $T(t): C \rightarrow C$ by $T(t) \phi=u(\phi)_{t}, \phi \in C$, where $u(\phi)$ is the unique mild solution of (2.10), (2.11) given by Proposition 3.1. The results of Travis and Webb (1974, Prop. 3.1.) give us the following:

Proposition 3.2. $\{T(t)\}_{t \geqq 0}$ is a strongly continuous semigroup of linear operators on $C$. The infinitesimal generator $A$ of $\{T(t)\}_{t \geqq 0}$ is given by

$$
\begin{aligned}
& \mathscr{D}(A)=\left\{\phi \in C \mid \phi^{\prime} \in C, \phi(0) \in \mathscr{D}(B), \phi^{\prime}(0-)=B \phi(0)+L \phi(-r)\right\}, \\
& (A \phi)(\theta)=\phi^{\prime}(\theta), \quad \theta \in[-r, 0] .
\end{aligned}
$$

One of our main objectives is to describe the large time behavior of mild solutions. Such information can be obtained from spectral properties of $T(t)$. If the semigroup is compact after finite time, then by a well-known spectral mapping theorem (cf. Pazy (1983, Chap. 2)) the spectrum of $T(t)$ is completely determined by the spectrum of its infinitesimal generator $A$. In the next section we give conditions under which $T(t)$ is indeed compact for $t$ large enough and in $\S 5$ we use positivity arguments to give a rather precise characterization of the spectrum of $A$. It turns out that the same condition which ensures compactness of $T(t)$ guarantees the existence of a strictly dominant real eigenvalue of $A$. A combination of these results enables us to determine the asymptotic behavior of solutions.
4. Generation expansion and compactness of the semigroup. In the theory of linear autonomous differential-delay equations in finite-dimensional Euclidean spaces $\mathbb{R}^{n}$ the semigroup associated with the solution acts on the space $C\left([-r, 0] ; \mathbb{R}^{n}\right)$ and it is a relatively easy consequence of Ascoli's theorem that the semigroup is compact for $t \geqq r$ (cf. Hale (1977, Chap. 7)). In our case $\mathbb{R}^{n}$ is replaced by the infinite-dimensional Banach space $X$ and the proof of Lemma 1.1 of Hale (1977, Chap. 7) does not carry over to this case, simply because the Heine-Borel theorem fails in infinite-dimensional
spaces. Neither can we use the compactness results of Travis and Webb (1974) since their results depend heavily on the assumption that the operator $B$ generates a semigroup which which is compact for all $t>0$ and this condition is not satisfied in the problem under consideration.

In order to prove compactness of the semigroup corresponding to a related problem (without delay), Diekmann et al. (1984) wrote down a generation expansion for the solution. Here we shall use similar methods. The larger dimensionality of our state space makes the compactness proof a bit more involved than in the above-mentioned paper.

In the problem under consideration where we have to take account of individuals present at negative time, it makes sense to define also the -1 st generation. We write

$$
\begin{equation*}
u(t ; \phi)=\sum_{i=-1}^{\infty} u^{i}(t ; \phi) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
& u^{-1}(t ; \phi)= \begin{cases}\phi(t), & -r \leqq t \leqq 0, \\
0, & t>0,\end{cases}  \tag{4.2}\\
& u^{0}(t ; \phi)=S(t) \phi(0)+\int_{0}^{t} S(t-\tau) L u^{-1}(\tau-r ; \phi) d \tau, \quad t \geqq 0 \tag{4.3}
\end{align*}
$$

and the higher generations are obtained by iteration of the integral operator.

$$
\begin{equation*}
u^{i+1}(t ; \phi)=\int_{0}^{t} S(t-\tau) L u^{i}(\tau-r ; \phi) d \tau, \quad t \geqq 0, \quad i \geqq 0 . \tag{4.4}
\end{equation*}
$$

Let for $i \geqq 0$ and $t \in[r, \infty)$ the operator family $T^{i}(t): C \rightarrow C$ be defined by

$$
\begin{equation*}
T^{i}(t) \phi=u^{i}(\phi)_{t} . \tag{4.5}
\end{equation*}
$$

Now let $i \geqq 0, t \geqq r$ and $\theta \in[-r, 0]$, then

$$
\begin{aligned}
\left(T^{i+1}(t) \phi\right)(\theta) & =u^{i+1}(t+\theta ; \phi)=\int_{0}^{t+\theta} S(t+\theta-\tau) L u^{i}(\tau-r ; \phi) d \tau \\
& =\int_{-\theta}^{t} S(t-s) L u^{i}(s+\theta-r ; \phi) d s \\
& =\int_{-\theta}^{t} S(t-s) L\left(T^{i}(s-r) \phi\right)(\theta) d s \\
& =\int_{r}^{t} S(t-s) L\left(T^{i}(s-r) \phi\right)(\theta) d s
\end{aligned}
$$

For a bounded operator $F: X \rightarrow X$ we define the bounded operator $\tilde{F}: C \rightarrow C$ by $(\tilde{F} \phi)(\theta)=F(\phi(\theta))$ for all $\phi \in C$. Thus we can write

$$
\begin{equation*}
T^{i+1}(t)=\int_{r}^{t} \tilde{S}(t-s) \tilde{L} T^{i}(s-r) d s, \quad t \geqq r, \quad i \geqq 0 \tag{4.6}
\end{equation*}
$$

We note that $T(t)=\sum_{i=0}^{\infty} T^{i}(t), t \geqq r$. If we can prove that $T^{1}(t)$ is compact for $t \geqq r$ then it follows from (4.6) that $T^{i+1}(t)$ is compact for $t \geqq r$ and $i \geqq 1$ and this finally yields that $T(t)$ is compact, $t \geqq r+G(1)$, since $T^{0}(t)=0$ if $t \geqq r+G(1)$. Therefore the rest of this section is concerned with a proof of the compactness of $T^{1}(t), t \geqq r$.

The following version of Ascoli's theorem can be found in Martin (1976, Thm. II, 3.2.).

Lemma 4.1. $A$ set $V$ in $C$ is precompact if the following conditions are satisfied:
i) $V$ is bounded.
ii) The family $V$ is equicontinuous.
iii) For each $\theta \in[-r, 0]$ the subset $\{\phi(\theta) \mid \phi \in V\}$ of $X$ is precompact.

An easy calculation shows that

$$
\begin{align*}
u^{0}(t, x ; \phi)=\phi(0, X(-t, x))+\int_{0}^{t} k(X(-\tau, x)) \phi\left(t-\tau-r, y^{-1}(X(-\tau, x))\right) d \tau  \tag{4.7}\\
\begin{aligned}
& u^{1}(t, x ; \phi)=\int_{0}^{t} k(X(-\tau, x))\left\{\phi\left(0, X\left(-t+\tau+r, y^{-1}(X(-\tau, x))\right)\right)\right. \\
& \quad \int_{0}^{t-\tau-r} k\left(X\left(-\sigma, y^{-1}(X(-\tau, x))\right)\right) \\
&\left.\cdot \phi\left(t-\sigma-\tau-2 r, y^{-1}\left(X\left(-\sigma, y^{-1}(X(-\tau, x))\right)\right)\right) d \sigma\right\} d \tau
\end{aligned} \tag{4.8}
\end{align*}
$$

In trying to prove compactness of $T^{1}(t)$ it becomes clear that we need some relation between $g$ and $y$. We shall make the following assumption:

Assumption 4.2.

$$
g(x) y^{\prime}(x)<g(y(x)), \quad x_{0} \leqq x \leqq 1 .
$$

Below we shall give an interpretation of this inequality.
Theorem 4.3. If Assumption 4.2 is satisfied, then the semigroup $T(t)$ is compact for $t \geqq r+G(1)$.

Proof. We have already explained that it suffices to show that $T^{1}(t)$ is compact for $t \geqq r$. Instead of (4.8) we can write

$$
u^{1}(t, x ; \phi)=u_{1}^{1}(t, x ; \phi)+u_{2}^{1}(t, x ; \phi),
$$

where

$$
\begin{aligned}
& u_{1}^{1}(t, x ; \phi)=\int_{0}^{t} k(X(-\tau, x)) \cdot \phi\left(0, X\left(-t+\tau+r, y^{-1}(X(-\tau, x))\right)\right) d \tau, \\
& u_{2}^{1}(t, x ; \phi)=\int_{0}^{t} k(X(-\tau, x))\left\{\int_{-r}^{t-\tau-2 r} k\left(X\left(s-t+\tau+2 r, y^{-1}(X(-\tau, x))\right)\right)\right. \\
& \left.\cdot \phi\left(s, y^{-1}\left(X\left(s-t+\tau+2 r, y^{-1}(X(-\tau, x))\right)\right)\right) d s\right\} d \tau
\end{aligned}
$$

where in this second expression we have substituted

$$
s=t-\sigma-\tau-2 r .
$$

Let $T_{j}^{1}(t): C \rightarrow C$ for $t \geqq r, j=1,2$ be given by

$$
\left(T_{j}^{1}(t) \phi\right)(\theta)=u_{j}^{1}(t+\theta ; \phi), \quad \theta \in[-r, 0] .
$$

Here we shall prove that $T_{2}^{1}(t)$ is compact for $t \geqq r$. The easier proof of compactness of $T_{1}^{1}(t), t \geqq r$ is omitted.

Let $t \geqq r$ be fixed and let for $R>0$ the subset $C_{R}$ of $C$ be given by $C_{R}=\{\phi \in$ $\left.C \mid\|\phi\|_{C} \leqq R\right\}$. We will show that $V=\left\{T_{2}^{1}(t) \phi \mid \phi \in C_{R}\right\}$ obeys the conditions of Lemma 4.1. Obviously $V$ is bounded. Now we replace $\tau$ by the variable

$$
z=y^{-1}\left(X\left(s-t+\tau+2 r, y^{-1}(X(-\tau, x))\right)\right) .
$$

Then

$$
X(-s+t-\tau-2 r, y(z))=y^{-1}(X(-\tau, x))=\xi .
$$

Differentiation with respect to $\tau$ yields:

$$
-g(\xi)+\frac{g(\xi)}{g(y(z))} \cdot y^{\prime}(z) \frac{d z}{d \tau}=-\frac{g(y(\xi))}{y^{\prime}(\xi)} .
$$

Therefore, if Assumption 4.2 is satisfied, $d z / d \tau$ never becomes zero and replacing $\tau$ by $z$ in the expression of $u_{2}^{1}$ one obtains

$$
u_{2}^{1}(t, x ; \phi)=\iint_{\Omega(t, x)} Q(s, z ; t, x) \phi(s, z) d s d z
$$

where $\iint_{\Omega(t, x)} d s d z$ is uniformly continuous in $t$ and $x$ in bounded subsets of the $(t, x)$-plane and $Q(s, z ; t, x)$ is uniformly continuous in $s, z, t$ and $x$ in bounded subsets of the ( $s, z, t, x$ )-plane. At this point the reader will have no difficulty in seeing that $V$ indeed obeys conditions (ii) and (iii) of Lemma 4.1.

In the case where there is no delay, which has been studied by Diekmann et al. (1984), the function $y$ is given by $y(x)=\frac{1}{2} x$ and Assumption 4.2 reduces to $\frac{1}{2} g(x)<$ $g\left(\frac{1}{2} x\right), x_{0} \leqq x \leqq 1$, and this is indeed the condition imposed in that paper in order to establish compactness of the semigroup.

To see the biological meaning of Assumption 4.2, consider two identical cells in the first phase with size $x>x_{0}$. Assume that one of the cells immediately enters the second phase. It will divide after $r$ time units. Assume further that the two daughter cells will remain in the first phase for $t$ time units. $t+r$ time units after our initial moment each daughter cell will have size $X(t, y(x))$. The other cell is assumed to behave differently. It first grows for $t$ time units reaching size $X(t, x)$, then enters the second phase and finally at time $t+r$ divides into two daughter cells of size $y(X(t, x))$ each. Assumption 4.2 guarantees that

$$
\begin{equation*}
y(X(t, x))<X(t, y(x)) . \tag{4.9}
\end{equation*}
$$

This can be seen as follows. Differentiation of $G(x)-G(y(x))$ shows that this expression is increasing in $x$ if Assumption 4.2 is satisfied. Now for $t>0$ and $x, \alpha \leqq x \leqq$ $X(-t, 1)$ we have that $x<X(t, x)$ and therefore

$$
G(x)-G(y(x))<G(X(t, x))-G(y(X(t, x)))=t+G(x)-G(y(X(t, x))) ;
$$

hence

$$
G(y(X(t, x)))<t+G(y(x))
$$

which implies (4.9). This thought experiment shows that the combination of growth and division provides a dispersion mechanism for cell size, which is essential for proving compactness and also, as we shall see in the following section, for proving some sort of strong positivity.

If $\beta<x_{0}$, then every cell has to pass size $x_{0}$ in each cycle. If Assumption 4.2 fails for all $x \in\left[x_{0}, 1\right]$ (which corresponds to the case where individual cells grow exponentially throughout the cell cycle), then $\tau:=G(x)-G\left(x_{0}\right)+r+G\left(x_{0}\right)-G(y(x))$ is constant. But $\tau$ is the time elapsed between the event when the mother cell passes size $x_{0}$ and the event when the two daughter cells pass size $x_{0}$. Thus $\tau$ can be considered as the effective cycle time. In the case of exponential individual growth the cycle time $\tau$ is the same for all cells; it does not depend on size; there is no dispersion.

Finally we point out that Assumption 4.2 implies

$$
\begin{equation*}
y(x)<x \quad \text { for all } x \in\left(x_{0}, 1\right) \tag{4.10}
\end{equation*}
$$

which is a strengthening of $\left(H_{y}\right)$. To see this, let $x \in\left(x_{0}, 1\right)$ and take $t>0$ such that $X\left(t, x_{0}\right)=x$. Then (4.9) implies

$$
\begin{equation*}
y(x)=y\left(X\left(t, x_{0}\right)\right)<X\left(t, y\left(x_{0}\right)\right) \leqq X\left(t, x_{0}\right)=x . \tag{4.11}
\end{equation*}
$$

5. The spectrum of $\boldsymbol{A}$. In this section we combine ideas similar to those of Travis and Webb (1974), Hale (1977, Chap. 7) and Heijmans (to appear, a) to describe the spectrum of the generator $A$ and, in particular, to prove the existence of a strictly dominant, algebraically simple real eigenvalue. Assumption 4.2 is not presupposed unless this is explicitly stated.

Let us first introduce some notation. The norm of a Banach space $Z$ is denoted by $\|\cdot\|_{Z} Z^{*}$ stands for the dual space of $Z$. We let $\langle\Phi, \phi\rangle_{Z}$ be the duality pairing of $\phi \in Z$, $\Phi \in Z^{*}$. For an operator $T$ defined on a domain $\mathscr{D}(T) \subset Z$ with values in $Z$ we let $\sigma(T), \operatorname{P\sigma }(T)$ and $\rho(T)$ denote the spectrum, point spectrum and resolvent set of $T$ respectively. $r(T)$ is the spectral radius, $\mathscr{N}(T)$ the kernel and $\mathscr{R}(T)$ the range of $T$.

By definition, $\lambda \in \rho(A)$ if and only if the equation

$$
\begin{equation*}
(\lambda I-A) \phi=\psi \tag{5.1}
\end{equation*}
$$

has a unique solution $\phi \in \mathscr{D}(A)$ for all $\psi$ in $C$ and $\phi$ depends continuously on $\psi$. By Proposition 3.2 each $\phi$ in $\mathscr{D}(A)$ is continuously differentiable on $[-r, 0]$ and $A \phi=\phi^{\prime}$. Hence (5.1) can be rewritten as

$$
\begin{equation*}
\lambda \phi(\theta)-\phi^{\prime}(\theta)=\psi(\theta), \quad \theta \in[-r, 0] \tag{5.2}
\end{equation*}
$$

and it follows that every solution $\phi$ of (5.2) is given by

$$
\begin{equation*}
\phi(\theta)=e^{\lambda \theta} \phi(0)+\int_{\theta}^{0} e^{\lambda(\theta-s)} \psi(s) d s, \quad \theta \in[-r, 0] . \tag{5.3}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\phi(-r)=e^{-\lambda r} \phi(0)+\int_{-r}^{0} e^{-\lambda(r+s)} \psi(s) d s \tag{5.4}
\end{equation*}
$$

On the other hand, Proposition 3.2 also tells us that

$$
\begin{equation*}
\phi^{\prime}(0)=B \phi(0)+L \phi(-r) \tag{5.5}
\end{equation*}
$$

for all $\phi \in \mathscr{D}(A)$. Combining (5.2), (5.4) and (5.5), one obtains

$$
\begin{equation*}
\Delta(\lambda) \phi(0)=\psi(0)+H(\lambda) \psi \tag{5.6}
\end{equation*}
$$

where for each $\lambda \in \mathbb{C}$ the operator $\Delta(\lambda)$ with domain $\mathscr{D}(\Delta(\lambda))=\mathscr{D}(B)$ and values in $X$ is defined by

$$
\begin{equation*}
\Delta(\lambda)=\lambda I-B-e^{-\lambda r} L \tag{5.7}
\end{equation*}
$$

and $H(\lambda)$ is defined on all of $C$ by

$$
\begin{equation*}
H(\lambda) \psi=L\left(\int_{-r}^{0} e^{-\lambda(r+s)} \psi(s) d s\right), \quad \psi \in C . \tag{5.8}
\end{equation*}
$$

We can now prove the following.
Proposition 5.1. (a) $\lambda \in \sigma(A)$ if and only if $0 \in \sigma(\Delta(\lambda))$.
(b) $\lambda \in \operatorname{Po}(A)$ if and only if $0 \in \operatorname{Po}(\Delta(\lambda))$. Moreover, $\operatorname{dim} \mathscr{N}(\lambda I-A)=$ $\operatorname{dim} \mathscr{N}(\Delta(\lambda))$.

Proof. (a) Above we have shown that if $\phi \in \mathscr{D}(A)$ is a solution of (5.1), then $\phi(0)$ satisfies (5.6). Conversely, if $\phi(0) \in X$ satisfies (5.6) then the function $\phi$ given by (5.3) belongs to $\mathscr{D}(A)$ and is a solution of (5.1). To complete the proof of (a), it suffices to show that the right-hand side of (5.6) covers $X$ as $\psi$ ranges over $C$. In order to see this, consider $\psi \in C$ given by $\psi(s)=f(s) w$ where $w \in X$ and the scalar function $f$ defined on $[-r, 0]$ satisfies (i) $f(0)=1$, (ii) $\int_{-r}^{0} e^{-\lambda s} f(s) d s=0$. It is obvious that $\psi(0)+H(\lambda) \psi=w$.
b) Suppose $\lambda \in \operatorname{P\sigma }(A)$ and let $\phi \in C, \phi \neq 0$ satisfy $A \phi=\lambda \phi$. Then $\phi(\theta)=\phi(0) e^{\lambda \theta}$ and $\Delta(\lambda) \phi(0)=0$. From $\phi \neq 0$ it follows that $\phi(0) \neq 0$ and therefore $0 \in \operatorname{Po}(\Delta(\lambda))$. Similarly, $0 \in \operatorname{P\sigma }(\Delta(\lambda) \Rightarrow \lambda \in \operatorname{P\sigma }(A)$. The second relation follows immediately.

Proposition 5.1 characterizes the spectrum and the point spectrum of $A$ acting in the space $C=C([-r, 0], X)$ in terms of the operator $\Delta(\lambda)$ acting in the simpler space $X$. Below we shall investigate the spectral properties of $\Delta(\lambda)$ with the aid of yet another operator and eventually obtain a rather precise description of $\sigma(A)$.

Consider the equation

$$
\begin{equation*}
\Delta(\lambda) w=f \tag{5.9}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\lambda w(x)+g(x) w^{\prime}(x)-e^{-\lambda r} k(x) w\left(y^{-1}(x)\right)=f(x) \tag{5.10}
\end{equation*}
$$

where $f \in X$. We are looking for solution $w \in \mathscr{D}(\Delta(\lambda))=\mathscr{D}(B)$. Following Heijmans (to appear, a), we transform (5.10) into an integral equation by means of the following substitution:

$$
\begin{equation*}
w(x)=e^{-\lambda G(x)} v(x) \tag{5.11}
\end{equation*}
$$

Then (5.10) takes the form

$$
\begin{equation*}
v^{\prime}(x)-k_{\lambda}(x) v\left(y^{-1}(x)\right)=\frac{f(x)}{g(x)} e^{\lambda G(x)} \tag{5.12}
\end{equation*}
$$

where by definition

$$
k_{\lambda}(x)= \begin{cases}\frac{k(x)}{g(x)} e^{-\lambda\left[G\left(y^{-1}(x)\right)-G(x)+r\right]}, & x \in[\alpha, \beta)  \tag{5.13}\\ 0, & x \in[\beta, 1)\end{cases}
$$

Since $w$ as a member of $\mathscr{D}(B)$ should be continuous and vanish at $x=\alpha$ the same must be true for $v$. We therefore look for solutions $v \in Y$ of (5.12) where $Y$ is the Banach space

$$
\begin{equation*}
Y=\{v \in C[\alpha, 1] \mid v(\alpha)=0\} \tag{5.14}
\end{equation*}
$$

Integration of (5.12) yields

$$
\begin{equation*}
v-K(\lambda) v=U(\lambda) f \tag{5.15}
\end{equation*}
$$

where for $\lambda \in \mathbb{C}$ the operators $K(\lambda): Y \rightarrow Y$ and $U(\lambda): X \rightarrow X$ are defined by

$$
\begin{array}{cl}
{[K(\lambda) v](x)=\int_{\alpha}^{(x, \beta)^{-}} k_{\lambda}(\xi) v\left(y^{-1}(\xi)\right) d \xi,} & v \in Y, \quad x \in[\alpha, 1] \\
{[U(\lambda) f](x)=\int_{\alpha}^{x} \frac{f(\xi)}{g(\xi)} e^{\lambda G(\xi)} d \xi, \quad f \in X .} \tag{5.17}
\end{array}
$$

The advantage of the formulation using the operators $K(\lambda)$ and $U(\lambda)$ is that these are compact (the proof of this fact is standard) and that $K(\lambda)$ has useful positivity properties. Observe that the range of $U(\lambda)$ lies in $Y$.

We can now prove the following theorem concerning some relations between the spectra of $A, \Delta(\lambda)$ and $K(\lambda)$.

Theorem 5.2. The following conditions are equivalent.
(a) $\lambda \in \sigma(A)$.
(b) $\lambda \in P \sigma(A)$.
(c) $0 \in \sigma(\Delta(\lambda))$.
(d) $0 \in \operatorname{P\sigma }(\Delta(\lambda))$.
(e) $1 \in \sigma(K(\lambda))$.
(f) $1 \in \operatorname{P\sigma }(K(\lambda))$.

Moreover, if $K(\lambda) v=v$ for some $\lambda \in \mathbb{C}$ and $v \in Y$, then $w$ given by (5.11) belongs to $\mathscr{D}(B)$ and satisfies $\Delta(\lambda) w=0$. If $0 \notin \sigma(\Delta(\lambda))$, then $\Delta(\lambda)^{-1}$ is compact.

Proof. In Proposition 5.1 we have already proved (a) $\Leftrightarrow$ (c) and (b) $\Leftrightarrow$ (d).
Putting $f=0$ one observes by comparing (5.9) and (5.15) that $(\mathrm{d}) \Leftrightarrow(\mathrm{f})$ and that the eigenvector $v$ belonging to the eigenvalue 1 of $K(\lambda)$ corresponds to the eigenvector $w$ belonging to the eigenvalue 0 of $\Delta(\lambda)$.
(e) $\Leftrightarrow(f)$ follows directly from the compactness of $K(\lambda)$.

Since trivially (b) $\Rightarrow$ (a) it remains to show that $(\mathrm{c}) \Rightarrow(\mathrm{e})$. To this end, suppose that $1 \notin \sigma(K(\lambda))$ which means that $I-K(\lambda)$ is invertible. For each $f \in X$ there exists therefore a unique solution $v \in Y$ of (5.15). But then $w$ defined by (5.11) satisfies (5.9). Hence $0 \in \sigma(\Delta(\lambda))$.

To prove compactness of $\Delta(\lambda)^{-1}$ for $0 \in \rho(\Delta(\lambda))$ observe that since $U(\lambda)$ is compact and $(I-K(\lambda))^{-1}$ is bounded, the mapping $f \rightarrow v$ defined by (5.15) is compact. The transformation $v \rightarrow w$ defined by (5.11) is obviously bounded, hence $\Delta(\lambda)^{-1}: f \rightarrow w$ is compact.

One important consequence of Theorem 5.2 is that the spectrum of $A$ consists solely of eigenvalues $((a) \Leftrightarrow(b))$. We emphasize that in order to establish this result we have not used compactness of $T(t)$, which would also imply the equivalence of (a) and (b).

Theorem 5.2 gives two entirely different characterizations of $\sigma(A)$-one in terms of $\Delta(\lambda)$, the other in terms of $K(\lambda)$. These characterizations will also be used for different purposes in the analysis to follow. $\Delta(\lambda)$ will prove to be of great importance in determining the algebraic and analytic properties of the eigenvalues and the resolvent operator of $A . K(\lambda)$ turns out to play a fundamental role in the investigation of the location of the eigenvalues in the complex plane.

We start by writing down an explicit expression for the resolvent operator $R(\lambda, A)$ : $C \rightarrow C$ of $A$. It follows from (5.3) and (5.6) that for $\lambda \in \rho(A)(\neq \varnothing$, since by a standard result for semigroups $\lambda \in \rho(A)$ for all $\lambda$ with Re $\lambda$ large enough)

$$
\begin{equation*}
(R(\lambda, A) \psi)(\theta)=e^{\lambda \theta}\left\{\Delta(\lambda)^{-1}(\psi(0)+H(\lambda) \psi)+\int_{\theta}^{0} e^{-\lambda s} \psi(s) d s\right\} \tag{5.18}
\end{equation*}
$$

Hence $R(\lambda, A)=R_{1}(\lambda)+R_{2}(\lambda)$, where for $\lambda \in \rho(A)$, the bounded operators $R_{1}(\lambda)$ and $R_{2}(\lambda)$ are given by

$$
\begin{aligned}
& \left(R_{1}(\lambda) \psi\right)(\theta)=e^{\lambda \theta} \cdot \Delta(\lambda)^{-1}(\psi(0)+H(\lambda) \psi), \quad \psi \in C \\
& \left(R_{2}(\lambda) \psi\right)(\theta)=\int_{\theta}^{0} e^{\lambda(\theta-s)} \psi(s) d s, \quad \psi \in C
\end{aligned}
$$

From the boundedness of $H(\lambda): C \rightarrow X$ and the compactness of $\Delta(\lambda)^{-1}$ if $\lambda \in \rho(A)$ it follows that $R_{1}(\lambda): C \rightarrow C$ is compact if $\lambda \in \rho(A)$. Furthermore $R_{2}(\lambda)$ is quasinilpotent, i.e. $r\left(R_{2}(\lambda)\right)=0$ if $\lambda \in \mathbb{C}$. This can be shown as follows. Define the norm $\|\cdot\|_{\gamma}$ on $C$ as follows: $\|\psi\|_{\gamma}=\sup _{-r \leq \theta \leq 0}\left\|e^{-\gamma \theta} \psi(\theta)\right\|_{X}$. (This norm is equivalent to the original norm $\|\cdot\|_{C}$.) Now let $\gamma \in \mathbb{R}$ be such that $\gamma+\operatorname{Re} \lambda>0$. A straightforward calculation shows that $\left\|R_{2}(\lambda) \psi\right\|_{\gamma} \leqq(1 /(\gamma+\operatorname{Re} \lambda))\|\psi\|_{\gamma}$. Therefore $r\left(R_{2}(\lambda)\right) \leqq 1 /(\gamma+\operatorname{Re} \lambda)$ for all $\gamma>-\operatorname{Re} \lambda$ and this yields the result. As a sum of a compact and a quasinilpotent operator $R(\lambda, A)$ is a Riesz operator (cf. Dowson (1978)). The following result was proved by Lay (1970, Thm. 4.6).

Theorem 5.3. Let $Z$ be an infinite-dimensional Banach space and let $T$ be a closed operator on $Z$ with nonempty resolvent set. Suppose that there exists an $\alpha \in \rho(T)$ such that $R(\alpha, T)$ is a Riesz operator. Then $\sigma(T)$ is a countable set of poles of $R(\lambda, T)$ of finite rank with $\infty$ the only possible point of accumulation.

As a consequence we have the following result.
Corollary 5.4. If $\lambda_{0} \in \sigma(A)$ then $\lambda_{0}$ is a pole of $R(\lambda, A)$ with residue of finite rank.

Remark 5.5. (a) For all $\lambda_{0} \in \sigma(A)$ we have that $\lambda_{0}$ is a pole of order $p$ of $(\Delta(\lambda))^{-1}$ iff $\lambda_{0}$ is a pole of order $p$ of $R(\lambda, A)$. This follows easily from (5.18) and the fact that $e^{\lambda \theta}$, the operator $H(\lambda)$ and the operator from $C$ to $X$ given by $\psi \rightarrow \int_{\theta}^{0} e^{-\lambda s} \psi(s) d s$ define entire functions.
(b) If Assumption 4.2 is satisfied, then the semigroup $T(t)$ is compact after finite time, and therefore the Browder essential spectrum (see e.g. Webb (1985) for a definition) $\sigma_{\text {ess }}(T(t))=\{0\}, t>0$, and now Corollary 5.4 follows immediately from Proposition 4.13 of Webb (1985) which says among other things

$$
\left\{e^{\lambda t} \mid \lambda \in \sigma_{\text {ess }}(A)\right\} \subset \sigma_{\text {ess }}(T(t)), \quad t>0
$$

The operator $K(\lambda)$ is very similar to an operator studied by Heijmans (to appear, a). Using essentially the same methods, based on the positivity of $K(\lambda)$ for $\lambda \in \mathbb{R}$, one can prove the following result. For readers consulting the above mentioned reference we mention that $K(\lambda)$ corresponds to $T_{\lambda}$ and that $x_{0}>\alpha$ and $x_{0}=\alpha$ respectively correspond to the cases $a>0$ and $a=0$ of that paper.

Lemma 5.6. There exists $a \lambda_{d} \in \mathbb{R}$ such that
i) 1 is an algebraically simple eigenvalue of $K\left(\lambda_{d}\right)$.
ii) The associated eigenvector $v_{d} \in Y$ is strictly positive on ( $\left.\alpha, 1\right]$.
iii) All elements $\lambda \in \sigma(A)$ satisfy $\operatorname{Re} \lambda \leqq \lambda_{d}$.

Let $X_{+}$be the subset of $X$ consisting of all functions which are nonnegative a.e.; then $X_{+}$defines a cone in $X$ and with the induced ordering $X$ is a Banach lattice (see e.g. Schaefer (1974)). Define $C_{+}$as

$$
C_{+}=\left\{\phi \in C \mid \phi(\theta) \in X_{+}, \theta \in[-r, 0]\right\} .
$$

With the ordering induced by the cone $C_{+}$the space $C$ becomes a Banach lattice as well.

Now we can prove the following important result.
Theorem 5.7. The eigenvalue $\lambda_{d}$ of $A$ is algebraically simple. The eigenvector $\phi_{d}$ satisfies $\phi_{d}(\theta, x)=e^{\lambda_{d} \theta} w_{d}(x)$ where $w_{d} \in Y$ and $w_{d}(x)>0, x \in(\alpha, 1]$. The dual eigenvector $\Phi_{d}$, determined by $A^{*} \Phi_{d}=\lambda_{d} \Phi_{d}$ is strictly positive, i.e. $\phi \in C_{+}, \phi \neq 0$ implies that $\left\langle\Phi_{d}, \phi\right\rangle_{c}>0$.

Proof. As in Theorem 5.4 of Heijmans (to appear, a) we can show that $\lambda_{d}$ is a simple pole of $\Delta(\lambda)^{-1}$ and that the eigenvalue 0 of $\Delta\left(\lambda_{d}\right)$ has geometric multiplicity one. Combined with Proposition 5.1(b) and Remark 5.5(a) this yields the algebraic simplicity of the eigenvalue $\lambda_{d}$ of $A$. Let $v_{d}$ be given by Lemma 5.6 and $w_{d}$ by (5.11); then $\Delta\left(\lambda_{d}\right) w_{d}=0$. Now $\phi_{d} \in C_{+}$given by $\phi_{d}(\theta)=e^{\lambda_{d} \theta} w_{d}$ satisfies indeed the conditions stated in the theorem.

An easy calculation shows that $R(\lambda, A)$ defines a positive operator with respect to the cone $C_{+}$if $\lambda>\lambda_{d}$. Now let $\lambda_{0}>\lambda_{d}$ be fixed. Then $r\left(R\left(\lambda_{0}, A\right)\right)=1 /\left(\lambda_{0}-\lambda_{d}\right)$ and a standard result from positive operator theory says that $R\left(\lambda_{0}, A\right)^{*} \Phi_{d}=\left(1 /\left(\lambda_{0}-\lambda_{d}\right)\right) \Phi_{d}$ for some positive functional $\Phi_{d} \neq 0$. Since $R\left(\lambda_{0}, A\right)^{*}=R\left(\lambda_{0}, A^{*}\right)$ (cf. Taylor and Lay (1980)) we obtain that $A^{*} \Phi_{d}=\lambda_{d} \Phi_{d}$. Now suppose that $\Phi_{d}$ is not strictly positive, i.e., there is a $\psi \in C_{+}, \psi \neq 0$ such that $\left\langle\Phi_{d}, \psi\right\rangle_{c}=0$. Then $\psi \in \mathscr{N}\left(\lambda_{d} I-A^{*}\right)^{\perp}=\mathscr{R}\left(\lambda_{d} I-A\right)$; hence $\lambda_{d} \phi-A \phi=\psi$ for some $\phi \in C$, hence

$$
\Delta\left(\lambda_{d}\right) \phi(0)=\psi(0)+H\left(\lambda_{d}\right) \psi+X_{+} \backslash\{0\} .
$$

A calculation very similar to the one performed in the proof of Theorem 5.4 of Heijmans (to appear, a) shows that

$$
\mathscr{R}\left(\Delta\left(\lambda_{d}\right)\right) \cap X_{+}=\{0\}
$$

and this is a contradiction. Therefore $\Phi_{d}$ is strictly positive.
An important question is whether or not the eigenvalue $\lambda_{d}$ is strictly dominant, i.e. $\operatorname{Re} \lambda<\lambda_{d}$ if $\lambda \in \sigma(A), \lambda \neq \lambda_{d}$. If Assumption 4.2 is satisfied, this would immediately imply that there exists a positive $\varepsilon$ such that $\operatorname{Re} \lambda<\lambda_{d}-\varepsilon$ if $\lambda \in \sigma(A), \lambda \neq \lambda_{d}$, because if this were not true then there would exist a sequence $\lambda_{n} \in \sigma(A)$ such that $\operatorname{Re} \lambda_{n}$ is strictly increasing and $\operatorname{Re} \lambda_{n} \rightarrow \lambda_{d}, n \rightarrow \infty$. But if $t>0$ is such that $T(t)$ is compact, then $e^{\lambda_{n} t} \in \sigma(T(t))$ and $\left|e^{\lambda_{n} t}\right|=e^{\operatorname{Re} \lambda_{n} \cdot t} \rightarrow e^{\lambda_{d} t}, n \rightarrow \infty$ which implies that $\sigma(T(t))$ has an accumulation point different from zero contradicting the compactness of $T(t)$.

The answer to the question concerning the strict dominance depends strongly on the dependence of the kernel $k_{\lambda}(x)$ of the operator $K(\lambda)$ on $\lambda$. As in Heijmans (to appear, a) we can prove the following result.

Theorem 5.8. If Assumption 4.2 is satisfied, then there is an $\varepsilon>0$ such that $\operatorname{Re} \lambda<\lambda_{d}-\varepsilon$ if $\lambda \in \sigma(A) \backslash\left\{\lambda_{d}\right\}$.

If Assumption 4.2 is false for every $x \in\left[x_{0}, 1\right]$, then

$$
G\left(y^{-1}(\xi)\right)-G(\xi)=c, \quad \alpha \leqq \xi \leqq \beta
$$

where $c$ is a constant, and we find that

$$
K(\lambda)=e^{-\lambda(r+c)} K(0),
$$

where the operator $K(0)$ does not depend on $\lambda$.
It follows immediately that in this case

$$
\lambda \in \sigma(A) \Rightarrow \lambda+k \cdot \frac{2 \pi i}{r+c} \in \sigma(A), \quad k \in \mathbb{Z}
$$

and Theorem 5.8 is certainly not true in this case. If Assumption 4.2 is fulfilled on a nonempty subset of $\left[x_{0}, 1\right]$ then the situation is more complicated but one can prove that Theorem 5.8 is still true (see Diekmann, Heijmans and Thieme (1985)).

As in Heijmans (to appear, a) it is possible to compute the so-called characteristic equation from which all eigenvalues of $A$ can be calculated in principle. Here we shall only do this for the special case $\beta<x_{0}$.

Let $\beta<x_{0}$ and let $v$ be a solution of

$$
K(\lambda) v=v .
$$

Then $v(x)$ is constant for $\beta \leqq x \leqq 1$ and we may take $v(x)=1, \beta \leqq x \leqq 1$. Then

$$
v(x)=\int_{\alpha}^{x} k_{\lambda}(\xi) v\left(y^{-1}(\xi)\right) d \xi=\int_{\alpha}^{x} k_{\lambda}(\xi) d \xi, \quad \alpha \leqq x<\beta
$$

Since $v$ has to be continuous in $x=\beta$, we obtain

$$
\begin{equation*}
1=\int_{\alpha}^{\beta} k_{\lambda}(\xi) d \xi \tag{5.19}
\end{equation*}
$$

and this equation determines the elements of $\sigma(A)$ if $\beta<x_{0}$.
6. The stable size distribution. Throughout this section we assume that Assumption 4.2 is satisfied. Let $\lambda_{d}$ be the strictly dominant eigenvalue of $A$, and let $\phi_{d}, \Phi_{d}$ be given by Theorem 5.7. Since $\lambda_{d}$ is a simple pole of $R(\lambda, A)$, we have the following decomposition of the state space $C$ (cf. Taylor and Lay (1980)):

$$
\begin{equation*}
C=\mathscr{N}\left(\lambda_{d} I-A\right) \oplus \mathscr{R}\left(\lambda_{d} I-A\right) \tag{6.1}
\end{equation*}
$$

where $\mathscr{N}\left(\lambda_{d} I-A\right)$ is the one-dimensional space spanned by the positive eigenvector $\phi_{d}$. Let $P$ be the orthogonal projection on $\mathscr{N}\left(\lambda_{d} I-A\right)$ according to this decomposition; then $P$ is given by

$$
\begin{equation*}
P \phi=\left\langle\Phi_{d}, \phi\right\rangle_{c} \cdot \phi_{d}, \tag{6.2}
\end{equation*}
$$

where we have normalized $\Phi_{d}, \phi_{d}$ such that $\left\langle\Phi_{d}, \phi_{d}\right\rangle_{c}=1$. Let $\tilde{T}(t)$ be the restriction of $T(t)$ to $\mathscr{R}\left(\lambda_{d} I-A\right)$; then $r(\tilde{T}(t)) \leqq e^{\left(\lambda_{d}-\varepsilon\right) t}, t \geqq 0$, where we have used Theorem 5.8. A standard result from semigroup theory says that for all $0<\eta<\varepsilon$ there exits an $M(\eta) \geqq 1$ such that $\|\tilde{T}(t) \psi\| \leqq M(\eta) e^{\left(\lambda_{d}-\eta\right) t}\|\psi\|$, for all $\psi \in \mathscr{R}\left(\lambda_{d} I-A\right)$. Let $\phi \in C$; then $\phi=P \phi$ $+(I-P) \phi=\left\langle\Phi_{d}, \phi\right\rangle_{c} \cdot \phi_{d}+(I-P) \phi$ and therefore

$$
T(t) \phi=\left\langle\Phi_{d}, \phi\right\rangle_{c} \cdot e^{\lambda_{d} t} \cdot \phi_{d}+\tilde{T}(t)(I-P) \phi, \quad t \geqq 0
$$

and the following result is obtained.
Theorem 6.1. For all $0<\eta<\epsilon$ there is a constant $M(\eta) \geqq 1$ such that for all $\phi \in C$

$$
\left\|T(t) \phi-\left\langle\Phi_{d}, \phi\right\rangle_{c} \cdot e^{\lambda_{d} t} \cdot \phi_{d}\right\| \leqq M(\eta) e^{\left(\lambda_{d}-\eta\right) t}\|\phi\|, \quad t \geqq 0 .
$$

For obvious reasons we call $\phi_{d}$ the stable size distribution.
Finally we mention that there is an alternative way to reach the main results exploiting the positivity of the semigroup. Using known results from positive semigroup theory (cf. Greiner (1981)), Theorem 5.8 follows immediately. The main problem is now to establish the algebraic simplicity of $\lambda_{d}$. This can be done by showing that the semigroup is not only positive but also irreducible (cf. Schaefer (1974), Greiner (1981)). However, the technical difficulties arising in this approach seem to be greater than in the one we have adopted.
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# WEAK SOLUTIONS OF AN INITIAL BOUNDARY VALUE PROBLEM FOR AN INCOMPRESSIBLE VISCOUS FLUID WITH NONNEGATIVE DENSITY* 
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#### Abstract

The initial boundary value problem associated with the motion of an incompressible viscous fluid with variable density is studied. The lower bound of density is allowed to be zero and the local existence of a weak solution is established.
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Introduction. In this paper we establish the local existence of weak solutions to the initial boundary value problem associated with the motion of a fluid with nonnegative density. We assume that the fluid is contained in a region $\Omega$ of space and that the fluid is nonhomogeneous, incompressible and viscous. Let $u(t, x), \rho(t, x)$ and $p(t, x)$ denote the unknown velocity vector, the density and the pressure of the fluid at point $x$ at time $t$. Then the governing equations are

$$
\begin{align*}
& \rho \frac{\partial u}{\partial t}+(\rho u \cdot \nabla) u-\Delta u=\rho f+\nabla p,  \tag{0.1}\\
& \nabla \cdot u=0,  \tag{0.2}\\
& \frac{\partial \rho}{\partial t}+(u \cdot \nabla) \rho=0, \tag{0.3}
\end{align*}
$$

where $f(t, x)$ is the known external force. The boundary condition is given by

$$
\begin{equation*}
u(t, x)=0 \quad \text { for } t>0, x \in \partial \Omega \tag{0.4}
\end{equation*}
$$

and the initial conditions are expressed by

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad \rho(0, x)=\rho_{0}(x) \tag{0.5}
\end{equation*}
$$

where $u_{0}(x)$ and $\rho_{0}(x)$ are given functions. Here $\Omega$ is an open bounded subset of $R^{3}$ with a smooth boundary. We assume that the coefficient of viscosity is uniformly a constant; it is taken to be 1 for convenience.

Kazhikhov [4] established the existence of weak solutions of (0.1) to (0.5) under the assumption that $0<\alpha \leqq \rho_{0}(x) \leqq M<\infty$, a.e. in $\Omega$; for the definition of weak solution, see $\S 1$. His work was reviewed by Lions [6], who raised the question of existence of solutions in the case $0 \leqq \rho_{0}(x) \leqq M$. In fact, Lions [6] proved the existence of weak solutions to a variant of the above system of equations for a penalized model when $0 \leqq \rho_{0}(x) \leqq M<\infty$, a.e. in $\Omega$. In this paper we show that ( 0.1 ) to ( 0.5 ) admit a local weak solution if we assume some more regularity on $u_{0}(x)$ and $f(t, x)$. For the precise statement, see Theorem 2.1 below. Our basic approach to this problem is parallel with

[^12]that of Kazhikhov [4]: we employ the so-called "semi-Galerkin method". We use, however, different energy estimates which are derived capitalizing on the regularity of $u_{0}(x)$. These estimates are independent of lower bounds of $\rho_{0}(x)$ and are strong enough to use standard compactness properties of a sequence of approximating solutions. In Kazhikhov [4], energy estimates were obtained under the essential assumption that $0<\alpha \leqq \rho_{0}(x) \leqq M$, a.e. in $\Omega$ and a delicate compactness property was necessary; see Lions [6] for detailed exposition. In §1, we explain our notations and present some mathematical preliminaries. Detailed proof of our result is given in $\S 2$.

1. Notation and preliminaries. $x=\left(x_{1}, x_{2}, x_{3}\right)$ is the space variable in $R^{3}$. For $x, y \in R^{3}, x \cdot y=\sum_{i=1}^{3} x_{i} y_{i} . \nabla$ is the gradient and $\Delta$ is the Laplacian. When $f(x)=$ ( $\left.f_{1}(x), f_{2}(x), f_{3}(x)\right)$ is an $R^{3}$-valued function,

$$
\begin{gathered}
\nabla \cdot f=\sum_{i=1}^{3} \frac{\partial f_{i}}{\partial x_{i}}, \quad|\nabla f|^{2}=\sum_{i, j=1}^{3}\left|\frac{\partial f_{i}}{\partial x_{j}}\right|^{2}, \quad\|f\|_{L^{p}(\Omega)}=\left(\sum_{i=1}^{3}\left\|f_{i}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}, \\
\|\nabla f\|_{L^{p}(\Omega)}=\left(\sum_{i, j=1}^{3}\left\|\frac{\partial f_{i}}{\partial x_{j}}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
\end{gathered}
$$

For $s \in R, H^{s}(\Omega)$ denotes the usual Sobolev space as defined in Lions and Magenes [7]. Let $W=\left\{\phi \in C_{0}^{\infty}(\Omega)^{3}: \nabla \cdot \phi=0\right\}$. Then $H_{\sigma}^{s}(\Omega)$ is defined to be the completion of $W$ with respect to the norm of $H^{s}(\Omega)^{3}$. When $E$ is a Banach space, $L^{p}(0, T ; E)$ stands for the space of functions $g$, strongly measurable on $[0, T]$ with range in $E$ such that

$$
\|g\|_{L^{p}(0, T ; E)} \stackrel{\operatorname{def}}{=}\left(\int_{0}^{T}\|g(t)\|_{E}^{p} d t\right)^{1 / p}<\infty, \quad \text { for } 1 \leqq p<\infty
$$

and

$$
\|g\|_{L^{\infty}(0, T ; E)} \stackrel{\text { def }}{=} \underset{t \in[0, T]}{\operatorname{ess} \sup }\|g(t)\|_{E}<\infty, \quad \text { for } p=\infty
$$

$C^{k}([0, T] ; E)$ is the space of functions which are $k$-times continuously differentiable on [ $0, T$ ] with range in $E$ and when $k=0$, we omit the superscript. The norm is defined in the obvious way. If $E=R$, we denote it by $C^{k}([0, T])$.

Now we give the definition of weak solution (0.1) to (0.5).
Definition 1.1. A weak solution of (0.1) to (0.5) is a pair of functions $u(t, x)$, $\rho(t, x)$ such that $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right) \in L^{2}\left(0, T ; H_{\sigma}^{1}(\Omega)\right), \quad \rho(t, x) \in$ $L^{\infty}([0, T] \times \Omega)$ and

$$
\begin{array}{r}
-\int_{0}^{T} \int_{\Omega} \rho u \cdot \frac{\partial \Phi}{\partial t} d x d t-\sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \rho u_{j} u \cdot \frac{\partial \Phi}{\partial x_{j}} d x d t+\sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \frac{\partial u}{\partial x_{j}} \cdot \frac{\partial \Phi}{\partial x_{j}} d x d t  \tag{1.1}\\
=\int_{0}^{T} \int_{\Omega} \rho f \cdot \Phi d x d t+\int_{\Omega} \rho_{0}(x) u_{0}(x) \cdot \Phi(0, x) d x
\end{array}
$$

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \rho \frac{\partial \psi}{\partial t} d x d t-\sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \rho u_{j} \frac{\partial \psi}{\partial x_{j}} d x d t=\int_{\Omega} \rho_{0}(x) \psi(0, x) d x \tag{1.2}
\end{equation*}
$$

hold for all $\Phi \in C^{1}\left([0, T] ; H_{\sigma}^{1}(\Omega)\right)$ and $\psi \in C^{1}\left([0, T] ; H^{1}(\Omega)\right)$ satisfying $\Phi(T, x)=$ $0, \psi(T, x)=0$, a.e. in $\Omega$, where $\rho_{0}(x) \in L^{\infty}(\Omega)$ and $u_{0}(x) \in H_{\sigma}^{0}(\Omega)$ are given functions.

Next we list some basic facts for later use. Let the operator $P$ be the projection of $L^{2}(\Omega)^{3}$ onto $H_{\sigma}^{0}(\Omega)$ and consider the eigenvalue problem:

$$
\begin{equation*}
P \Delta \phi_{k}+\lambda_{k} \phi_{k}=0 \quad \text { in } \Omega, \quad \phi_{k}=0 \quad \text { on } \partial \Omega . \tag{1.3}
\end{equation*}
$$

Lemma 1.2. $P \Delta$ is a self-adjoint operator in $H_{\sigma}^{0}(\Omega)$ and its inverse is compact. There are countably many eigenvalues $\left(-\lambda_{k}\right)_{k=1}^{\infty}$ and corresponding eigenfunctions $\left\{\phi_{k}\right\}_{k=1}^{\infty}$ such that $0<\lambda_{1} \leqq \lambda_{2} \leqq \cdots, \lambda_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and

$$
\begin{equation*}
\int_{\Omega} \phi_{j} \cdot \phi_{k} d x=\delta_{j k} . \tag{1.4}
\end{equation*}
$$

For detailed discussion on the convergence of eigenfunction expansions and the regularity of eigenfunctions, see Ladyzhenskaya [5]. The following lemma is a special case of the result in Aubin [1].

Lemma 1.3. Let $E_{0}, E, E_{1}$ be Banach spaces such that $E_{0} \subset E \subset E_{1}, E_{0}$ and $E_{1}$ are reflexive, and the injection $E_{0} \rightarrow E$ is compact. Define $\mathscr{F}=\left\{v \in L^{p_{0}}\left(0, T ; E_{0}\right): d v / d t \in\right.$ $\left.L^{p_{1}}\left(0, T ; E_{1}\right)\right\}$, where $0<T<\infty$ and $1<P_{0}, P_{1}<\infty$. The norm of $\mathscr{F}$ is defined by

$$
\|v\|_{\left.L^{P_{0}(0, T} ; E_{0}\right)}+\left\|\frac{d v}{d t}\right\|_{L^{P_{1}\left(0, T ; E_{1}\right)}} .
$$

Then the injection $\mathscr{F} \rightarrow L^{P_{0}}(0, T ; E)$ is compact.
For the following lemmas, see Lions and Magenes [7].
Lemma 1.4. For any $s \in R$ and any $\varepsilon>0$, the injection $H^{s}(\Omega) \rightarrow H^{s-\varepsilon}(\Omega)$ is compact.
Lemma 1.5. Let $f \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Then it holds that

$$
\begin{equation*}
\|f\|_{H^{1+\theta}(\Omega)} \leqq C_{\theta}\|\nabla f\|_{L^{2}(\Omega)}^{1-\theta}\|\Delta f\|_{L^{2}(\Omega)}^{\theta} \quad \text { for } 0 \leqq \theta \leqq 1 \tag{1.5}
\end{equation*}
$$

where $C_{\theta}$ depends only on $\theta$ and $\Omega$.
Lemma 1.6. For any $\delta>\frac{3}{2}, H^{\delta}(\Omega) \subset C(\bar{\Omega})$ and $(f, g) \rightarrow f g$ is a continuous mapping from $H^{\delta}(\Omega) \times H_{0}^{1}(\Omega)$ into $H_{0}^{1}(\Omega)$ and from $H^{\delta}(\Omega) \times H^{-1}(\Omega)$ into $H^{-1}(\Omega)$.

For $f \in H^{\delta}(\Omega), g \in H^{-1}(\Omega), f g$ is defined by $\langle f g, \psi\rangle=\langle g, f \psi\rangle$ for all $\psi \in H_{0}^{1}(\Omega)$, where $\langle$,$\rangle is the duality pairing between H_{0}^{1}(\Omega)$ and $H^{-1}(\Omega)$. This multiplication coincides with the pointwise multiplication for $g \in L^{2}(\Omega)$.
2. Local existence. In this section we state and prove the main result:

Theorem 2.1. Suppose $f(t, x) \in L^{\infty}\left(0, T^{*} ; L^{2}(\Omega)^{3}\right), u_{0}(x) \in H_{\sigma}^{1}(\Omega), \rho_{0}(x) \in L^{\infty}(\Omega)$ and $0 \leqq \rho_{0}(x) \leqq M<\infty$, a.e. in $\Omega$. Then there is a number $T \in\left(0, T^{*}\right]$ and a weak solution $u(t, x), \rho(t, x)$ of (0.1) to (0.5) such that $\rho(t, x) \in L^{\infty}(0, T \times \Omega), u(t, x) \in$ $L^{2}\left(0, T ; H^{2}(\Omega)^{3}\right) \cap L^{\infty}\left(0, T ; H_{\sigma}^{1}(\Omega)\right)$.

The proof of this result is divided into several steps. First we consider the initial value problem:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+(v \cdot \nabla) \rho=0, \quad \rho(0, x)=\rho_{0}(x) \tag{2.1}
\end{equation*}
$$

Lemma 2.2. Suppose $v(t, x) \in C\left([0, T] ; C^{1}(\bar{\Omega})^{3}\right), \nabla \cdot v=0$ for all $(t, x) \in[0, T] \times \bar{\Omega}$, $v=0$ for all $(t, x) \in[0, T] \times \partial \Omega$ and $\rho_{0}(x) \in C^{1}(\bar{\Omega}), \alpha \leqq \rho_{0}(x) \leqq \beta$ for all $x \in \bar{\Omega}$, where $\alpha, \beta \in R$. Then (2.1) has a unique solution $\rho(t, x)$ in $\bar{C}^{1}([0, T] \times \bar{\Omega})$. Furthermore, $\alpha \leqq$ $\rho(t, x) \leqq \beta$ holds for all $(t, x) \in[0, T] \times \bar{\Omega}$.

Lemma 2.3. For each $n=1,2, \cdots$, let $v_{n}(t, x) \in C\left([0, T] ; C^{1}(\bar{\Omega})^{3}\right), \nabla \cdot v_{n}=0$ for all $(t, x) \in[0, T] \times \bar{\Omega}$ and $v_{n}=0$ for all $(t, x) \in[0, T] \times \partial \Omega$. Suppose that $v_{n}$ converges to $v$ in $C\left([0, T] ; C^{1}(\bar{\Omega})^{3}\right)$, and denote by $\rho_{n}(t, x), \rho(t, x)$ the unique solution of

$$
\begin{equation*}
\frac{\partial \rho_{n}}{\partial t}+\left(v_{n} \cdot \nabla\right) \rho_{n}=0, \quad \rho_{n}(0, x)=\rho_{0}(x) \tag{2.1n}
\end{equation*}
$$

and the unique solution of (2.1), respectively, where $\rho_{0}(x)$ is the same as in Lemma 2.2. Then $\rho_{n}(t, x)$ converges to $\rho(t, x)$ in $C([0, T] \times \bar{\Omega})$.

Proof of Lemma 2.2. We use the classical method of characteristics to construct a solution. Let $E$ be an open ball in $R^{3}$ such that $\bar{\Omega} \subset E$. We extend $v$ to $w \in$ $C\left([0, T] ; C^{1}(\bar{E})^{3}\right)$ so that $v \equiv w$ for all $(t, x) \in[0, T] \times \bar{\Omega}$. Consider the system:

$$
\begin{equation*}
\frac{d x}{d t}=w(t, x), \quad x(0)=y \in \bar{\Omega} . \tag{2.2}
\end{equation*}
$$

Then there is $0<\tilde{T} \leqq T$ such that (2.2) has a unique solution $x(t, y)$ in $C^{1}\left([0, \tilde{T}] ; C^{1}(\bar{\Omega})^{3}\right)$. If $y \in \partial \Omega$, then $x(t, y)=y$ for all $t \in[0, \tilde{T}]$ since $w(t, x)=v(t, x)=0$ for all $(t, x) \in[0, T]$ $\times \partial \Omega$. If $y \in \Omega$, then $x(t, y) \in \Omega$ for all $t \in[0, \tilde{T}]$ by the uniqueness of solution. Hence, we may take $\tilde{T}=T$ and replace $w$ by $v$ in (2.2). Furthermore, $\operatorname{det}\left\{\partial x_{i} / \partial y_{j}\right\}=1$ for each $(t, y) \in[0, T] \times \bar{\Omega}$ since $v(t, x)$ is a divergence-free vector field. It is apparent that for each $t \in[0, T]$, the mapping $S_{t}$ defined by $S_{t}: y \rightarrow x(t, y)$ is $C^{1}$-diffeomorphism of $\bar{\Omega}$ onto itself and that $y=S_{t}^{-1} x=y(t, x) \in C^{1}([0, T] \times \bar{\Omega})^{3}$. Now define $\rho(t, x)=\rho_{0}(y(t, x))$. Then $\rho(t, x)$ is the unique solution in $C^{1}([0, T] \times \bar{\Omega})$, which can be easily shown by the classical argument.

Proof of Lemma 2.3. Let $x_{n}(t, y) \in C^{1}\left([0, T] ; C^{1}(\bar{\Omega})^{3}\right)$ be the solution of

$$
\begin{equation*}
\frac{d x_{n}}{d t}=v_{n}\left(t, x_{n}\right), \quad x_{n}(0, y)=y \in \bar{\Omega} . \tag{2.2n}
\end{equation*}
$$

Then $x_{n}(t, y)$ converges to $x(t, y)$, the solution of (2.2), uniformly in $[0, T] \times \bar{\Omega}$; see Hale [3]. For each $t \in[0, T]$, define $y_{n}(t, \cdot)$ to be the inverse of the mapping $y \rightarrow x_{n}(t, y)$. Then it is easy to see that all the first order derivatives of $y_{n}(t, x)$ are uniformly bounded with respect to $n$ and $(t, x) \in[0, T] \times \bar{\Omega}$. By Ascoli's theorem, we derive that $y_{n}(t, x)$ converges to $y(t, x)$ uniformly in $[0, T] \times \bar{\Omega}$, from which it follows that $\rho_{n}(t, x)$ converges to $\rho(t, x)$ uniformly in $[0, T] \times \bar{\Omega}$, from which it follows that $\rho_{n}(t, x)$ converges to $\rho(t, x)$ uniformly in $[0, T] \times \bar{\Omega}$.

Next we choose sequences of functions $\left\{\rho_{0 m}(x)\right\}_{m=1}^{\infty},\left\{f_{m}(t, x)\right\}_{m=1}^{\infty}$ such that $\rho_{0 m}(x) \in C^{1}(\bar{\Omega}), 1 / m \leqq \rho_{0 m}(x) \leqq M+(1 / m)$ for all $x \in \bar{\Omega}, \rho_{0 m}(x) \rightarrow \rho_{0}(x)$ in $L^{2}(\Omega)$, and $f_{m}(t, x) \in C\left(\left[0, T^{*}\right] ; L^{2}(\Omega)^{3}\right),\left\|f_{m}(t, x)\right\|_{L^{2}(\Omega)^{3}} \leqq\|f(t, x)\|_{L^{\infty}\left(0, T^{*} ; L^{2}(\Omega)^{3}\right)}$ for all $t \in$ $\left[0, T^{*}\right], f_{m}(t, x) \rightarrow f(t, x)$ in $L^{2}\left(0, T^{*} ; L^{2}(\Omega)^{3}\right)$ where $\rho_{0}(x)$ and $f(t, x)$ are given functions in Theorem 2.1. Recalling Lemma 1.2, we set

$$
\begin{equation*}
U_{m}(t, x)=\sum_{k=1}^{m} A_{m k}(t) \phi_{k}(x) \tag{2.3}
\end{equation*}
$$

and consider the system of equations:

$$
\begin{align*}
& \frac{\partial \rho_{m}}{\partial t}+\left(U_{m} \cdot \nabla\right) \rho_{m}=0  \tag{2.4}\\
& \sum_{k=1}^{m} b_{j k}^{m}(t) \frac{d}{d t} A_{m k}(t)+\sum_{k, l=1}^{m} C_{j k l}^{m}(t) A_{m k}(t) A_{m l}(t)+\lambda_{j} A_{m j}(t)  \tag{2.5}\\
&=d_{j}^{m}(t), \quad j=1, \cdots, m
\end{align*}
$$

with initial conditions

$$
\begin{align*}
& \rho_{m}(0, x)=\rho_{0 m}(x)  \tag{2.6}\\
& A_{m k}(0)=\int_{\Omega} u_{0}(x) \cdot \phi_{k}(x) d x, \quad k=1, \cdots, m \tag{2.7}
\end{align*}
$$

where $u_{0}(x)$ is given in Theorem 2.1 and

$$
\begin{align*}
& b_{j k}^{m}(t)=\int_{\Omega} \rho_{m}(t, x) \phi_{k}(x) \cdot \phi_{j}(x) d x  \tag{2.8}\\
& C_{j k l}^{m}(t)=\int_{\Omega} \rho_{m}(t, x)\left\{\left(\phi_{k} \cdot \nabla\right) \phi_{l}\right\}(x) \cdot \phi_{j}(x) d x  \tag{2.9}\\
& d_{j}^{m}(t)=\int_{\Omega} \rho_{m}(t, x) f_{m}(t, x) \cdot \phi_{j}(x) d x \tag{2.10}
\end{align*}
$$

Now we find solutions of (2.4) to (2.7).
Proposition 2.4. There is a number $T \in\left(0, T^{*}\right]$ independent of $m$ such that there are solutions $\rho_{m}(t, x) \in C^{1}([0, T] \times \bar{\Omega}), A_{m k}(t) \in C^{1}([0, T]), k=1, \cdots, m$ of (2.4) to (2.7) satisfying

$$
\begin{align*}
& \left\|\sqrt{\rho_{m}} \frac{\partial U_{m}}{\partial t}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right)} \leqq K  \tag{2.11}\\
& \left\|U_{m}\right\|_{L^{2}\left(0, T ; H^{2}(\Omega)^{3}\right)} \leqq K  \tag{2.12}\\
& \left\|U_{m}\right\|_{L^{\infty}\left(0, T ; H_{\sigma}^{1}(\Omega)\right)} \leqq K  \tag{2.13}\\
& \left\|\frac{\partial \rho_{m}}{\partial t}\right\|_{L^{\infty}\left(0, T ; H^{-1}(\Omega)\right)} \leqq K  \tag{2.14}\\
& \frac{1}{m} \leqq \rho_{m}(t, x) \leqq M+\frac{1}{m} \quad \text { for all }(t, x) \in[0, T] \times \bar{\Omega} \tag{2.15}
\end{align*}
$$

where $K$ is a positive constant independent of $m$.
Proof. First we shall derive a priori estimates. Suppose $\rho_{m}(t, x) \in C^{1}([0, T] \times \bar{\Omega})$ and $1 / m \leqq \rho_{m}(t, x) \leqq M+1 / m$ for all $(t, x) \in[0, T] \times \bar{\Omega}$, where $T$ is a positive number which will be determined later on. Using this $\rho_{m}(t, x)$ we define $b_{j k}^{m}, C_{j k l}^{m}, d^{m}$ by (2.8) to (2.10). Suppose $A_{m k}(t) \in C^{1}([0, T]), k=1, \cdots, m$, to be the solution of (2.5). Borrowing a technique from Beirao da Veiga [2], we multiply (2.5) by $(d / d t) A_{m j}(t)$ and $\varepsilon \lambda_{j} A_{m j}(t), \varepsilon>0$ and sum over $j=1, \cdots, m$ :

$$
\begin{align*}
& \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x+\int_{\Omega} \rho_{m}\left\{\left(U_{m} \cdot \nabla\right) U_{m}\right\} \cdot \frac{\partial U_{m}}{\partial t} d x+\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\nabla U_{m}\right|^{2} d x  \tag{2.16}\\
&=\int_{\Omega} \rho_{m} f_{m} \cdot \frac{\partial U_{m}}{\partial t} D x
\end{align*}
$$

$$
\begin{align*}
-\varepsilon \int_{\Omega} \rho_{m} \frac{\partial U_{m}}{\partial t} \cdot P \Delta U_{m} d x-\varepsilon \int_{\Omega} \rho_{m}\left(\left(U_{m} \cdot \nabla\right) U_{m}\right) \cdot P \Delta U_{m} d x & +\varepsilon \int_{\Omega}\left|P \Delta U_{m}\right|^{2} d x  \tag{2.17}\\
& =-\varepsilon \int_{\Omega} \rho_{m} f_{m} \cdot P \Delta U_{m} d x
\end{align*}
$$

We observe that

$$
\begin{equation*}
\left|\int_{\Omega} \rho_{m} \frac{\partial U_{m}}{\partial t} \cdot P \Delta U_{m} d x\right| \leqq \frac{1}{4} \int_{\Omega}\left|P \Delta U_{m}\right|^{2} d x+(M+1) \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x \tag{2.18}
\end{equation*}
$$

$$
\begin{equation*}
\left|\int_{\Omega} \rho_{m}\left\{\left(U_{m} \cdot \nabla\right) U_{m}\right\} \cdot P \Delta U_{m} d x\right| \leqq \frac{1}{4} \int_{\Omega}\left|P \Delta U_{m}\right|^{2} d x+(M+1)^{2} \int_{\Omega}\left|U_{m}\right|^{2}\left|\nabla U_{m}\right|^{2} d x \tag{2.19}
\end{equation*}
$$

$$
\begin{equation*}
\left|\int_{\Omega} \rho_{m}\left\{\left(U_{m} \cdot \nabla\right) U_{m}\right\} \cdot \frac{\partial U_{m}}{\partial t} d x\right| \leqq \frac{1}{4} \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x+(M+1) \int_{\Omega}\left|U_{m}\right|^{2}\left|\nabla U_{m}\right|^{2} d x \tag{2.20}
\end{equation*}
$$

$$
\begin{align*}
\int_{\Omega}\left|U_{m}\right|^{2}\left|\nabla U_{m}\right|^{2} d x & \leqq 3\left\|U_{m}\right\|_{L^{\infty}(\Omega)}^{2} \int_{\Omega}\left|\nabla U_{m}\right|^{2} d x  \tag{2.21}\\
& \leqq C_{\delta}\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{3-2 \delta}\left\|\Delta U_{m}\right\|_{L^{2}(\Omega)}^{1+2 \delta} \\
& \leqq C_{\delta}\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{3-2 \delta}\left\|P \Delta U_{m}\right\|_{L^{2}(\Omega)}^{1+2 \delta},
\end{align*}
$$

where $C_{\delta}$ denotes positive constants depending only on $\Omega$ and $0<\delta<\frac{1}{2}$. Here we have used Theorem 2 of Ladyzhenskaya [5, p. 67] and Lemmas 1.5, 1.6. Combining (2.16) to (2.21), we obtain
(2.22)

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\nabla U_{m}\right|^{2} d x+\frac{1}{2} \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x & \int_{\Omega} \rho_{m}\left|f_{m}\right|^{2} d x \\
& +C_{\delta}(M+1)\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{3-2 \delta}\left\|P \Delta U_{m}\right\|_{L^{2}(\Omega)}^{1+2 \delta}
\end{aligned}
$$

$$
\begin{align*}
\frac{1}{4} \varepsilon \int_{\Omega}\left|P \Delta U_{m}\right|^{2} d x \leqq \varepsilon \int_{\Omega} \rho_{m}^{2}\left|f_{m}\right|^{2} d x & +\varepsilon(M+1) \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x  \tag{2.23}\\
& +\varepsilon(M+1)^{2} C_{\delta}\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{3-2 \delta}\left\|P \Delta U_{m}\right\|_{L^{2}(\Omega)}^{1+2 \delta},
\end{align*}
$$

where $C_{\delta}$ depends only on $\Omega$ and $0<\delta<\frac{1}{2}$. Now we fix $\varepsilon \in(0,1 /(4(M+1))]$ and take $\delta=\frac{1}{4}$. Then, (2.22) together with (2.23) implies

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\nabla U_{m}\right|^{2} d x+\frac{1}{4} \int_{\Omega} \rho_{m}\left|\frac{\partial U_{m}}{\partial t}\right|^{2} d x+\frac{1}{8} \varepsilon & \int_{\Omega}\left|P \Delta U_{m}\right|^{2} d x  \tag{2.24}\\
& \leqq C \int_{\Omega}\left|f_{m}\right|^{2} d x+C\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{10}
\end{align*}
$$

where $C$ denotes positive constants depending only on $M$ and $\Omega$. From (2.24), it follows that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left|\nabla U_{m}\right|^{2} d x \leqq C+C\left(\int_{\Omega}\left|\nabla U_{m}\right|^{2} d x\right)^{5} \tag{2.25}
\end{equation*}
$$

where $C$ denotes positive constants depending only on $M, \Omega$ and $\|f\|_{L^{\infty}\left(0, T^{*} ; L^{2}(\Omega)^{3}\right)}$. By making use of the well-known differential inequality, we conclude that there is a number $T \in\left(0, T^{*}\right]$ and $L>0$ such that

$$
\begin{equation*}
\left\|\nabla U_{m}\right\|_{L^{2}(\Omega)}^{2} \leqq L \quad \text { for all } t \in[0, T], \tag{2.26}
\end{equation*}
$$

where $T$ and $L$ depend only on $M, \Omega,\|f\|_{L^{\infty}\left(0, T^{*} ; L^{2}(\Omega)^{3}\right)},\left\|u_{0}(x)\right\|_{H_{d}^{1}(\Omega)}$ and are independent of $m$. From now on, we fix this $T$ and $L$. Next we need the following fact.

Lemma 2.5. Suppose $\rho_{m}(t, x) \in C^{1}([0, T] \times \bar{\Omega})$ and $1 / m \leqq \rho_{m}(t, x) \leqq M+1 / m$, for all $(t, x) \in[0, T] \times \bar{\Omega}$. Then, the matrix $\left\{b_{j k}^{m}(t)\right\}$ defined by $(2.8)$ is nonsingular and each component of its inverse belongs to $C^{1}([0, T])$.

Proof. Suppose $\left\{b_{j k}^{m}\left(t_{0}\right)\right\}$ is singular for some $t_{0} \in[0, T]$. Then, without loss of generality, we assume that the first row is a linear combination of other rows: $b_{1 k}^{m}\left(t_{0}\right)=$ $C_{2} b_{2 k}^{m}\left(t_{0}\right)+\cdots+C_{m} b_{m k}^{m}\left(t_{0}\right)$ holds for each $k=1, \cdots, m$, i.e., $\int_{\Omega} \rho_{m}\left(t_{0}, x\right) \eta(x)$. $\phi_{k}(x) d x=0$ holds for each $k=1, \cdots, m$, where $\eta=\phi_{1}-C_{2} \phi_{2}-\cdots-C_{m} \phi_{m}$. Therefore, $\int_{\Omega} \rho_{m}\left(t_{0}, x\right)|\eta(x)|^{2} d x=0$ holds, which implies $\eta(x)=0$ for all $x \in \Omega$ since $\rho_{m}\left(t_{0}, x\right) \geqq$ $1 / m$ for all $x \in \Omega$. But this is impossible in view of (1.4). It is obvious that each component of the inverse of $\left\{b_{j k}^{m}(t)\right\}$ is continuously differentiable with respect to the time.

Now we proceed to prove the proposition. Let $\bar{B}_{R}$ be a closed ball in $C([0, T])^{m}$ with radius $R \geqq\left(L / \lambda_{1}\right)^{1 / 2}$, where $T$ and $L$ were fixed above and $-\lambda_{1}$ is the first eigenvalue of the operator $P \Delta$; see Lemma 1.2. Let $\left(A_{m 1}(t), \cdots, A_{m m}(t)\right) \in \bar{B}_{R}$ and set $U_{m}(t, x)=\sum_{k=1}^{m} A_{m k}(t) \phi_{k}(x)$. By Lemma 2.2, we find a solution $\rho_{m}(t, x)$ of (2.4), (2.6) in $C^{1}([0, T] \times \bar{\Omega})$. Using this $\rho_{m}(t, x)$, we find a solution $\left(\tilde{A}_{m 1}(t), \cdots, \tilde{A}_{m m}(t)\right)$ of (2.5), (2.7) in $C^{1}([0, T])^{m} \cap \bar{B}_{R}$ with the aid of (2.26) and Lemma 2.5. By means of (2.24), (2.26) and Lemma 2.3, we infer that the mapping $\left(A_{m 1}(t), \cdots, A_{m m}(t)\right) \rightarrow\left(\tilde{A}_{m 1}(t), \cdots\right.$, $\left.\tilde{A}_{m m}(t)\right)$ is completely continuous from $\bar{B}_{R}$ into itself; see Hale [3]. Hence, it has a fixed point which, together with $\rho_{m}(t, x)$, is a solution of (2.4) to (2.7). (2.15) was shown in the proof of Lemma 2.2 and (2.13) follows from (2.26), which, combined with (2.24), also implies (2.11) and (2.12). Since $U_{m}$ is divergence-free, (2.14) follows from (2.4).

Proof of Theorem 2.1. Thanks to the estimates (2.11) to (2.15), we can extract subsequences $\left\{U_{m}\right\}_{m=1}^{\infty}$ and $\left\{\rho_{m}\right\}_{m=1}^{\infty}$ such that $U_{m} \rightarrow u$ weakly in $L^{2}\left(0, T ; H^{2}(\Omega)^{3}\right)$, $U_{m} \rightarrow u$ weak* in $L^{\infty}\left(0, T ; H_{\sigma}^{1}(\Omega)\right), \rho_{m} \rightarrow \rho$ weak* in $L^{\infty}([0, T] \times \Omega)$ and $\partial \rho_{m} / \partial t \rightarrow \partial \rho / \partial t$ weak* in $L^{\infty}\left(0, T ; H^{-1}(\Omega)\right)$. By virtue of Lemmas $1.3,1.4, \rho_{m} \rightarrow \rho$ strongly in $L^{2}\left(0, T ; H^{-1 / 2}(\Omega)\right)$. Therefore, $\rho_{m} U_{m} \rightarrow \rho u$ in $\mathscr{D}^{*}((0, T) \times \Omega)^{3}$ and thus, $\rho_{m} U_{m} \rightarrow \rho u$ weak* in $L^{\infty}\left(0, T ; L^{2}(\Omega)^{3}\right)$. In the meantime, $\left\{U_{m}\right\}_{m=1}^{\infty}$ is bounded in $L^{q}\left(0, T ; H^{3 / 2+\delta}(\Omega)^{3}\right), q=4 /(1+2 \delta), 0<\delta<\frac{1}{2}$, by interpolation. Hence, by Lemma 1.6, $\left\{U_{m}\left(\partial \rho_{m} / \partial t\right)\right\}_{m=1}^{\infty}$ is bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)^{3}\right)$. On the other hand, $\left\{\rho_{m}\left(\partial U_{m} / \partial t\right)\right\}_{m=1}^{\infty}$ is bounded in $L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right)$, which is obvious from (2.11). Consequently, $\left\{\partial\left(\rho_{m} U_{m}\right) / \partial t\right\}_{m=1}^{\infty}$ is bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)^{3}\right)$. Again by Lemmas 1.3, 1.4, $\rho_{m} U_{m} \rightarrow \rho u$ strongly in $L^{2}\left(0, T ; H^{-1 / 2}(\Omega)^{3}\right)$. Since $U_{m} \rightarrow u$ weakly in $L^{2}\left(0, T ; H^{2}(\Omega)^{3}\right), \rho_{m} U_{m} U_{m k} \rightarrow \rho u v_{k}$ in $\mathscr{D}^{*}((0, T) \times \Omega)^{3}$ for each $k=1,2,3$ where $U_{m}=$ ( $U_{m 1}, U_{m 2}, U_{m 3}$ ) and $u=\left(v_{1}, v_{2}, v_{3}\right)$. Thus it follows that $\rho_{m} U_{m} U_{m k} \rightarrow \rho u v_{k}$ weakly in $L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right)$, for each $k=1,2,3$. It is easy to see that $\left(U_{m} \cdot \nabla\right) \rho_{m} \rightarrow(u \cdot \nabla) \rho$ weakly in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$. Now let us choose arbitrary $\xi_{j}(t) \in C^{1}([0, T]), \quad \xi_{j}(T)=0, j=$ $1, \cdots, \nu$. Then, by (2.4) and (2.5), it holds that for each $m \geqq \nu$,

$$
\begin{align*}
&-\int_{0}^{T} \int_{\Omega} \rho_{m} U_{m} \cdot \frac{\partial}{\partial t}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t-\sum_{k=1}^{3} \int_{0}^{T} \int_{\Omega} \rho_{m} U_{m} U_{m k} \cdot \frac{\partial}{\partial x_{k}}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t  \tag{2.27}\\
&+\sum_{k=1}^{3} \int_{0}^{T} \int_{\Omega} \frac{\partial U_{m}}{\partial x_{k}} \cdot \frac{\partial}{\partial x_{k}}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t \\
&=\int_{\Omega} \rho_{0 m} U_{0 m} \cdot \sum_{j=1}^{\nu} \xi_{j}(0) \phi_{j} d x+\int_{0}^{T} \int_{\Omega} \rho_{m} f_{m} \cdot \sum_{j=1}^{\nu} \xi_{j} \phi_{j} d x d t
\end{align*}
$$

where $U_{m}=\left(U_{m 1}, U_{m 2}, U_{m 3}\right)$ and $U_{0 m}=\sum_{k=1}^{m} A_{m k}(0) \phi_{k}(x)$; see (2.6) and (2.7). By passing $m$ to $\infty$, we obtain

$$
\begin{align*}
&-\int_{0}^{T} \int_{\Omega} \rho u \cdot \frac{\partial}{\partial t}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t-\sum_{k=1}^{3} \int_{0}^{T} \int_{\Omega} \rho u v_{k} \cdot \frac{\partial}{\partial x_{k}}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t  \tag{2.28}\\
&+\sum_{k=1}^{3} \int_{0}^{T} \int_{\Omega} \frac{\partial u}{\partial x_{k}} \cdot \frac{\partial}{\partial x_{k}}\left(\sum_{j=1}^{\nu} \xi_{j} \phi_{j}\right) d x d t \\
&= \int_{\Omega} \rho_{0} u_{0} \cdot \sum_{j=1}^{\nu} \xi_{j}(0) \phi_{j} d x+\int_{0}^{T} \int_{\Omega} \rho f \cdot \sum_{j=1}^{\nu} \xi_{j} \phi_{j} d x d t
\end{align*}
$$

where we used the convergence properties of $\left\{U_{m}\right\}_{m=1}^{\infty}$ and $\left\{\rho_{m}\right\}_{m=1}^{\infty}$ which were derived above; also recall the way we chose $\left\{\rho_{0 m}\right\}_{m=1}^{\infty}$ and $\left\{f_{m}\right\}_{m=1}^{\infty}$. Noting that $\rho \in L^{\infty}([0, T] \times \Omega), \quad u \in L^{\infty}\left(0, T ; H_{\sigma}^{1}(\Omega)\right) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and that every $\Psi(t, x) \in$ $C^{1}\left([0, T] ; H_{\sigma}^{1}(\Omega)\right), \Psi(T, x)=0$, a.e. in $\Omega$, and be approximated by a sequence $\left\{\sum_{k=1}^{\nu} \xi_{\nu k} \phi_{k}: \xi_{\nu k}(t) \in C^{1}([0, T]), \xi_{\nu k}(T)=0\right\}_{\nu=1}^{\infty}$ in $C^{1}\left([0, T] ; H_{\sigma}^{1}(\Omega)\right)$, we conclude that $u$ and $\rho$ satisfy (1.1). By a similar argument, $\rho$ satisfies (1.2). This completes the proof of Theorem 2.1.
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#### Abstract

This paper deals with the steady problem for a nonlinear one-dimensional Schrödinger equation of the following type: $$
i \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}+x u-p|u|^{2} u=f(x), \quad x \in \mathbb{R}
$$ arising in plasma physics. We prove the existence of many steady states for large values of the nonlinearity parameter $p$. Résumé. Nous étudions le problème stationnaire associé à une équation de Schrödinger non linéaire monodimensionnelle du type suivant: $$
i \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}+x u-p|u|^{2} u=f(x), \quad x \in \mathbb{R},
$$ intervenant en physique des plasmas. Nous montrons l'existence d'un grand nombre d'états stationnaires lorsque le paramètre $p$ de non linéarité est grand.
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Introduction. L'étude de l'absorption d'une onde électromagnétique par un plasma inhomogène conduit, avec nombre d'hypothèses simplificatrices, à une équation de Schrödinger monodimensionnelle non linéaire du type suivant:

$$
\begin{equation*}
i \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}+x u-p|u|^{2} u=f(x) ; \quad x \in \mathbb{R} \tag{1}
\end{equation*}
$$

où $u$ est une "onde sortante" en $-\infty, u$ tend vers 0 en $+\infty$. La fonction $f$ représente l'amplitude de l'onde magnétique incidente. Son support est "petit", concentré autour de 0 (voir J. C. Adam, A. Gourdin-Servenière et G. Laval [2], G. J. Morales et Y. C. Lee [8]).

Les auteurs de [2] ont testé numériquement la validité de ce modèle. Ils se sont intéressés aux solutions stationnaires, et ont notamment mis en évidence le fait que celles-ci n'étaient pas stables pour de grandes valeurs du paramètre $p$ de non linéarité.

D'autres équations de Schrödinger non linéaires, du type

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\Delta u+F(u)=0 \quad \text { dans } \mathbb{R} \times \mathbb{R}^{n} \tag{2}
\end{equation*}
$$

ont été étudiées par les mathématiciens, en particulier pour une non linéarité de la forme $F(u)=|u|^{k-1} u$.

Ainsi J. Ginibre et G. Velo [6] ont démontré l'existence et l'unicité d'une solution locale pour $1<k<(n+2) /(n-2)(n \geqq 3)$. Ils ont montré de plus que, pour $k<1+4 / n$,

[^13]toute solution locale est globale, et pour $k<1+4 / n, \mathrm{R}$. T. Glassey [7] a prouvé qu'il existe des solutions qui explosent en un temps fini. D'autre part V. E. Zakharov et A. B. Shabat [9] ont mis en évidence l'existence de solitons en dimension 1.

Une étude globale de l'existence et du nombre de solitons pour l'équation (2) a été menée par H. Berestycki et P. L. Lions [4]. Ils ont établi l'existence d'une infinité de solutions radiales pour le problème

$$
\begin{equation*}
-\Delta u=g(u) \tag{3}
\end{equation*}
$$

où $g$ vérifie certaines hypothèses en 0 et $+\infty$.
En particulier en dimension 1, ils ont prouvé l'existence d'une "solution fondamentale" indéfiniment dérivable, paire, positive, décroissante pour $x>0$, tendant vers zéro à l'infini. Toutes les autres solutions sont obtenues par translation et symétrie par rapport à l'origine. T. Cazenave [5] a étudié la stabilité de ces solitons.

Pour notre part, nous nous intéressons aux solutions stationnaires de l'équation (1). Elle comporte un second membre et un terme "non autonome" $x u$. Aussi, les études précédentes qui utilisent de façon essentielle l'existence d'une intégrale première, ne semblent pas pouvoir s'appliquer dans cette étude.

Pour connaître l'influence du paramètre $p$ de nonlinéarité sur le nombre de solutions de (1), nous avons introduit un problème simplifié:

Puisque le support de $f$ est petit, nous l'avons concentré autour de 0 , et nous avons donc remplacé le second membre par une discontinuité de la partie réelle de la dérivée en 0 .

La condition d'onde sortante en $-\infty$ nous a conduits à supposer que le terme non linéaire est petit devant le terme $x u$ pour $x$ négatif. Nous avons donc fait intervenir la non-linéarité uniquement pour $x>0$. Pour ce problème nous avons montré qu'il y a toujours une solution stationnaire, et que le nombre de solutions stationnaires est croissant en fonction de $p$.

Il ne nous semble pas que ces simplifications changent fondamentalement les résultats.

Les problèmes envisagés et la démarche suivie. Les simplifications énoncées plus haut nous mènent aux deux problèmes suivants, que nous notons $\mathscr{P}_{\alpha, p}$ et $\mathscr{Q}_{\alpha, p}$ :

Problème $\mathscr{P}_{\alpha, p}$ : Trouver une fonction $u$ qui est, pour $x<0$, solution du problème $\mathscr{P}_{c}^{-}$, et, pour $x>0$, solution du problème $\mathscr{P}_{c}^{+}$:

$$
\mathscr{P}_{c}^{-}\left\{\begin{array} { l l } 
{ ( 1 . 1 ) } & { u ^ { \prime \prime } + u = 0 ; x < 0 , } \\
{ ( 1 . 3 ) } & { u ^ { \prime } + i u \rightarrow 0 ; x \rightarrow - \infty , }
\end{array} \quad \mathscr { P } _ { c } ^ { + } \left\{\begin{array}{ll}
(1.2) & u^{\prime \prime}-u+p|u|^{2} u=0 ; x>0 \\
(1.4) & u \rightarrow 0 ; x \rightarrow+\infty
\end{array}\right.\right.
$$

et qui vérifie les conditions de transmission à l'origine:

$$
\begin{align*}
& u\left(0_{+}\right)-u\left(0_{-}\right)=0,  \tag{1.5}\\
& u^{\prime}\left(0_{+}\right)-u^{\prime}\left(0_{-}\right)=\alpha, \quad \alpha>0 . \tag{1.6}
\end{align*}
$$

Nous avons indexé par $C$ les problèmes $\mathscr{P}_{c}^{-}$et $\mathscr{P}_{c}^{+}$pour signifier que nous cherchons des solutions à valeurs dans $\mathbb{C}$.

Problème $\mathscr{Q}_{\alpha, p}$ : Trouver une fonction $u$ qui est, pour $x<0$, solution du problème $\mathscr{2}_{c}^{-}$, et, pour $x>0$, solution du problème $\mathscr{Q}_{c}^{+}$:
$\mathscr{Q}_{c}^{-}\left\{\begin{array}{ll}(2.1) & u^{\prime \prime}-x u=0 ; x<0, \\ (2.3) & u^{\prime}+i(-x)^{1 / 2} u \rightarrow 0 ; x \rightarrow-\infty,\end{array} \quad \mathscr{Q}_{c}^{+} \begin{cases}(2.2) & u^{\prime \prime}-x u+p|u|^{2} u=0 ; x>0, \\ (2.4) & x u \rightarrow 0 ; x \rightarrow+\infty,\end{cases}\right.$
et qui vérifie les conditions de transmission à l'origine:

$$
\begin{align*}
& u\left(0_{+}\right)-u\left(0_{-}\right)=0,  \tag{2.5}\\
& u^{\prime}\left(0_{+}\right)-u^{\prime}\left(0_{-}\right)=\alpha, \quad \alpha>0 . \tag{2.6}
\end{align*}
$$

Rappelons que $u\left(0_{+}\right)\left(\right.$resp. $\left.u\left(0_{-}\right)\right)$désigne la limite à droite (resp. à gauche) de $u$ en 0 .

Pour ces deux problèmes, nous avons imposé les mêmes conditions en zéro: continuité de la fonction et discontinuité de la partie réelle de sa dérivée. Les conditions (1.3) et (2.3) correspondent à une condition d'onde sortante en $-\infty$, les conditions (1.4) et (2.4) correspondent à une décroissance vers 0 de la fonction lorsque $x$ tend vers $+\infty$.

Le problème $\mathscr{P}_{\alpha, p}$ est plus simple que le problème $\mathscr{Q}_{\alpha, p}$ : le terme $x u$ dans $\mathscr{Q}_{\alpha, p}$ a été remplacé par $\operatorname{signe}(x) u$ dans $\mathscr{P}_{\alpha, p}$. Il nous a permis de mettre en évidence l'influence de la nonlinéarité, qui se traduit par l'existence de plusieurs solutions. Les résultats obtenus pour $\mathscr{P}_{\alpha, p}$ nous ont servi de guide pour l'étude de $\mathscr{Q}_{\alpha, p}$.

Nous avons adopté la démarche suivante: nous découplons les problèmes posés sur $\mathbb{R}_{-}$et sur $\mathbb{R}_{+}$, et nous déterminons une relation entre $u\left(0_{-}\right)$et $u^{\prime}\left(0_{-}\right)$(resp. $u\left(0_{+}\right)$et $u^{\prime}\left(0_{+}\right)$), condition nécessaire et suffisante pour qu'une solution $u$ de l'équation différentielle posée sur $\mathbb{R}_{-}\left(\right.$resp. $\left.\mathbb{R}_{+}\right)$vérifie les conditions à l'infini imposées. La première relation est linéaire: elle est obtenue par la résolution explicite d'une équation différentielle linéaire. La deuxième relation est non linéaire; elle provient d'un calcul explicite pour $\mathscr{P}_{\alpha, p}$, et sera calculée numériquement pour $\mathscr{Q}_{\alpha, p}$.

Ces deux relations, jointes aux conditions de transmission, constituent un système non linéaire complexe de quatre équations à quatre inconnues $u\left(0_{-}\right), u^{\prime}\left(0_{-}\right), u\left(0_{+}\right)$, $u^{\prime}\left(0_{+}\right)$. La forme du problème permet de découpler les parties réelles et imaginaires de $u$ pour $x$ positif, et de ramener en fait la discussion sur le nombre de solutions de $\mathscr{P}_{\alpha, p}$ (resp. $\mathscr{Q}_{\alpha, p}$ ) à la résolution d'un système non linéaire réel de deux équations à deux inconnues: la partie réelle de $u$ et sa dérivée en $0_{+}$. L'une des deux équations dépend du paramètre $\alpha^{2} p$.

Nous représentons dans le plan $\left(u\left(0_{+}\right), u^{\prime}\left(0_{+}\right)\right)$les deux équations, pour chacun des deux problèmes.

Pour le problème $\mathscr{P}_{\alpha, p}$, l'une des équations est représentée par une famille de cercles dont de rayon est croissant en fonction de $p$. Il apparait un seuil: si $p$ est inférieur à ce seuil, $\mathscr{P}_{\alpha, p}$ admet deux solutions, et audelà $\mathscr{P}_{\alpha, p}$ n'a plus de solution. Ce phénomène de seuil est du à la simplification apportée en remplaçant $x u$ par $\operatorname{signe}(x) u$ dans $\mathscr{P}_{\alpha, p}$.

Pour le problème $\mathscr{Q}_{\alpha, p}$, l'une des relations est obtenue à partir du problème posé sur $\mathbb{R}_{+}$, et est représentée par une ellipse. L'autre relation est obtenue numériquement à partir d'un paramètre $x_{0}$, et est représentée par une spirale.

Lorsque le paramètre $\alpha^{2} p$ varie, la première relation entre $u\left(0_{+}\right)$et $u^{\prime}\left(0_{+}\right)$est représentée par une famille d'ellipses, dont les axes croissent en fonction de $\alpha^{2} p$ : il y a toujours une solution, et plus la non-linéairité est importante, plus $\mathscr{Q}_{\alpha, p}$ admet de solutions.

La première partie de cette étude est consacrée au problème $\mathscr{P}_{\alpha, p}$. Des méthodes d'équations différentielles ordinaires permettent de décrire explicitement les solutions.

Ces méthodes ne sont plus applicables pour le problème $\mathscr{2}_{\alpha, p}$ et nous serons amenés, dans la deuxième partie, à utiliser à la fois des méthodes mathématiques et des méthodes numériques.


FIG. 1. Nombre de solutions de $\mathscr{P}_{\alpha, p}, \alpha$ et $p$ fixés.


Fig. 3. Nombre de solutions de $\mathscr{2}_{\alpha, p}, \alpha$ et $p$ fixés.


Fig. 4. Nombre de solutions de $\mathscr{Q}_{\alpha, p}$ lorsque $\alpha^{2} p$ varie.

1. Etude du problème $\mathscr{P}_{\alpha, p}$. Nous pouvons pour le problème $\mathscr{P}_{\alpha, p}$ décrire complètement et explicitement l'ensemble des solutions:

Proposition 1.1. Le problème $\mathscr{P}_{\alpha, p}$ admet, suivant les valeurs de pet $\alpha$, zéro, une ou deux solutions:
$\bullet p=0 \quad$ une solution,
$\bullet 0<p<p^{*}=2 / \alpha^{2} \quad$ deux solutions,
$\bullet p=p^{*} \quad$ une solution,
$\bullet p>p^{*} \quad$ pas de solution.
De plus, ces solutions sont $C^{\infty}$ sauf en $x=0$.
Le cas $p=0$ correspond à une équation linéaire. Le problème $\mathscr{P}_{\alpha, 0}$ admet une seule solution, $u^{*}(0, x)$, donnée par

$$
u^{*}(0, x)= \begin{cases}-\frac{\alpha}{2}(1+i) e^{-i x}, & x \leqq 0 \\ -\frac{\alpha}{2}(1+i) e^{-x}, & x \geqq 0\end{cases}
$$

Nous nous intéressons d'abord à $\mathscr{P}_{c}^{+}$, dont nous exprimerons les solutions à partir de celles d'un problème réel $\mathscr{P}_{R}^{+}$. Nous étudierons les orbites de l'équation différentielle associée dans le plan des phases. Nous montrerons en particulier qu'il existe une seule orbite non périodique, qui représente l'ensemble des solutions de $\mathscr{P}_{R}^{+}$, et nous expliciterons ces solutions.
1.1. Le problème $\mathscr{P}_{c}^{+}$. Introduisons le problème réel

$$
\mathscr{P}_{R}^{+}\left\{\begin{array}{l}
-v^{\prime \prime}+v-v^{3}=0, \quad x \geqq 0,  \tag{1.7}\\
v(x) \rightarrow 0, \quad x \rightarrow+\infty .
\end{array}\right.
$$

Pour passer de $\mathscr{P}_{c}^{+}$à $\mathscr{P}_{R}^{+}$, nous aurons besoin d'estimations à priori. Pour l'équation (1.2) on obtient de façon classique la conservation du moment et de l'énergie. On a plus précisément ici le

Lemme 1.1. Estimations à priori. Toute solution $u$ de $\mathscr{P}_{c}^{+}$appartenant à $\mathscr{C}^{1}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ possède un moment nul:

$$
\begin{equation*}
u^{\prime} \bar{u}-\bar{u}^{\prime} u=0 \tag{1.8}
\end{equation*}
$$

ainsi qu'une énergie nulle:

$$
\begin{equation*}
\left|u^{\prime}\right|^{2}-|u|^{2}+\frac{p}{2}|u|^{4}=0 . \tag{1.9}
\end{equation*}
$$

Elle vérifie de plus

$$
\begin{equation*}
u^{\prime}(x) \rightarrow 0 ; \quad x \rightarrow+\infty \tag{1.10}
\end{equation*}
$$

Démonstration. Nous multiplions (1.2) par $\bar{u}^{\prime}$ et nous prenons la partie réelle

$$
\begin{align*}
& \frac{d}{d x}\left(\left|u^{\prime}\right|^{2}-|u|^{2}+\frac{p}{2}|u|^{4}\right)=0, \quad \text { d'où } \\
& \left|u^{\prime}\right|^{2}-|u|^{2}+\frac{p}{2}|u|^{4}=\text { cte } \quad \text { sur } \mathbb{R}_{+} . \tag{1.11}
\end{align*}
$$

D'autre part, nous multiplions (1.2) par $\bar{u}$ et nous prenons la partie imaginaire

$$
\begin{align*}
& \frac{d}{d x}\left(u^{\prime} \bar{u}-\bar{u}^{\prime} u\right)=0, \quad \text { d'où } \\
& u^{\prime} \bar{u}-\bar{u}^{\prime} u=\text { cte } \quad \text { sur } \mathbb{R}_{+} . \tag{1.12}
\end{align*}
$$

Par hypothèse $u$ tend vers 0 à l'infini, et on déduit de (1.11) que $u^{\prime}$ est bornée. La constante dans (1.12) est donc nulle. Montrons maintenant que $u^{\prime}$ tend vers 0 à l'infini.

D'après (1.8) la partie réelle et la partie imaginaire de $u$ sont proportionnelles, nous pouvons donc raisonner sur $v=\operatorname{Re} u$.

La fonction réelle $v$ est $\mathscr{C}^{1}$, tend vers 0 à l'infini, et d'après (1.11) $v^{\prime 2}$ a une limite à l'infini. La fonction $v^{\prime}$ a donc une limite $l$ quand $x$ tend vers l'infini. Cette limite doit être nulle.

Nous en déduisons le
Lemme 1.2. Equivalence entre $\mathscr{P}_{c}^{+}$et $\mathscr{P}_{R}^{+}$. La fonction $u$ est solution de $\mathscr{P}_{c}^{+}$si et seulement si il existe un nombre complexe $z_{0}$ et une fonction réelle $v$ tels que

$$
\begin{align*}
& u=\frac{z_{0}}{\sqrt{p}} v, \quad\left|z_{0}\right|=1,  \tag{1.13}\\
& v \text { solution de } \mathscr{P}_{R}^{+} .
\end{align*}
$$

Démonstration. Soit $u$ une solution de $\mathscr{P}_{c}^{+}$. D'après la démonstration précédente, la partie imaginaire de $u$ est proportionnelle à sa partie réelle

$$
u=(1+\lambda i) u_{1}
$$

et $u_{1}$ est solution de l'équation réelle

$$
u_{1}^{\prime \prime}-u_{1}+p\left(1+\lambda^{2}\right) u_{1}^{3}=0 .
$$

La fonction $u$ s'écrit donc sous la forme

$$
\begin{equation*}
u=\frac{1+\lambda i}{\sqrt{p\left(1+\lambda^{2}\right)}} v \tag{1.14}
\end{equation*}
$$

où $v$ est solution de $\mathscr{P}_{R}^{+}$.
Réciproquement, si $v$ est solution de $\mathscr{P}_{R}^{+}$, la fonction $u$ définie par (1.14) est solution de $\mathscr{P}_{c}^{+}$.

Nous définissons sur $\mathbb{R}$ le système différentiel

$$
\begin{equation*}
-v^{\prime \prime}+v-v^{3}=0, \quad x \in \mathbb{R} . \tag{1.15}
\end{equation*}
$$

Introduisons la fonction $U$ (assimilable à une énergie potentielle), définie par

$$
\begin{equation*}
U(v)=-\frac{v^{2}}{2}+\frac{v^{4}}{4} \tag{1.16}
\end{equation*}
$$

ainsi que la fonction $E$ définie sur l'ensemble des fonctions $C^{1}$ par

$$
\begin{equation*}
E(v)=\frac{v^{\prime 2}}{2}+U(v) \tag{1.17}
\end{equation*}
$$

$E$ est "l'énergie totale."

Nous avons pour ce système l'équivalent du lemme 1.1, c'est-à-dire que le système (1.15) est conservatif:

$$
\begin{equation*}
\frac{d}{d x}(E(v))=0 \tag{1.18}
\end{equation*}
$$

Pour tracer les orbites du système, c'est-à-dire $\left\{\left(v, v^{\prime}\right) ; E(v)=E\right\}$, il est commode de tracer la courbe représentant les variations du potentiel $U$ (voir figure 5).


Fig. 5. Orbites du système (1.15).

Il y a deux sortes d'orbites périodiques: de type pour une énergie totale négative et de type pour une énergie totale positive. Il y a une orbite non périodique (à une symétrie par rapport à l'origine près), de type, correspondant à une énergie nulle. Un point représentatif situé sur cette orbite atteindra le point zéro sur une distance infinie. L'analyse de ces orbites est résumée dans le lemme 1.3.

Lemme 1.3. Description des solutions du système différentiel. Le système (1.15) admet une infinité de solutions d'énergie E donnée. Elles sont toutes égales, à une translation et une symétrie près, à une fonction $V^{E}$, paire, telle que

$$
\begin{equation*}
\frac{d V^{E}}{d x}(0)=0, \quad U\left(V^{E}(0)\right)=E, \quad V^{E}(0)>1 \tag{1.19}
\end{equation*}
$$

Les solutions de (1.15) d'énergie nulle sont celles qui tendent vers 0 en $+\infty$ et $-\infty$.

De plus $V^{0}$ est donnée explicitement par

$$
V^{0}(x)= \begin{cases}2 \sqrt{2} \frac{e^{x}}{1+e^{2 x}}, & x \geqq 0  \tag{1.20}\\ V^{0}(-x), & x \leqq 0\end{cases}
$$

Remarque. H. Berestycki et P. L. Lions ont montré, dans [3], le même type de résultat pour l'équation

$$
-u^{\prime \prime}=g(u)
$$

Leur approche est différente, mais les hypothèses faites sur $g$ permettent d'utiliser la théorie des systèmes conservatifs, et d'assurer l'existence d'une orbite de type (1).

Démonstration du Lemme 1.3. Il ne nous reste qu'à établir l'expression (1.20):
$V^{0}$ est solution sur $\mathbb{R}_{+}$du problème de Cauchy:

$$
\begin{align*}
& -v^{\prime \prime}+v-v^{3}=0, \quad x \geqq 0, \\
& v(0)=\sqrt{2}  \tag{1.21}\\
& v^{\prime}(0)=0
\end{align*}
$$

D'après (1.17) nous avons sur $\mathbb{R}_{+}$

$$
\begin{equation*}
v^{\prime 2}-v^{2}+\frac{v^{4}}{2}=0 . \tag{1.22}
\end{equation*}
$$

Posons

$$
\begin{equation*}
w=\frac{v^{\prime}}{v} . \tag{1.23}
\end{equation*}
$$

La fonction $w$ est solution sur $\mathbb{R}_{+}$du problème de Cauchy:

$$
\begin{align*}
& w^{\prime}=w^{2}-1, \\
& w(0)=0 . \tag{1.24}
\end{align*}
$$

Cette équation de Riccati se résout explicitement sous la forme

$$
\begin{equation*}
w=\frac{1-e^{2 x}}{1+e^{2 x}} . \tag{1.25}
\end{equation*}
$$

Il suffit maintenant d'intégrer (1.23) pour obtenir l'expression de $V^{0}$ sur $[0,+\infty[$. $V^{0}$ est obtenue alors par symétrisation sur ]- $\infty, 0$ ].

Nous pouvons maintenant énoncer le théorème d'existence pour $\mathscr{P}_{R}^{+}$.
Theoreme 1.1. Condition nécessaire et suffisante d'existence pour $\mathscr{P}_{R}^{+}$. Une fonction $v$ solution de l'équation différentielle (1.15) sur $\mathbb{R}_{+}$est solution du problème $\mathscr{P}_{R}^{+}$si et seulement si ses valeurs de Cauchy en $0: v_{0}=v(0)$ et $v_{0}^{\prime}=v^{\prime}(0)$ sont liées par la relation

$$
\begin{equation*}
v_{0}^{\prime 2}-v_{0}^{2}+\frac{v_{0}^{4}}{2}=0 . \tag{1.26}
\end{equation*}
$$

Elle est alors donnée explicitement par

$$
\begin{equation*}
V\left(v_{0}, v_{0}^{\prime} ; x\right)=V^{0}\left(x+x_{0}\right) \tag{1.27}
\end{equation*}
$$

où $x_{0}$ est donné par

$$
\begin{equation*}
e^{x_{0}}=\frac{v_{0}}{\sqrt{2\left(1+v_{0}^{\prime} / v_{0}\right)}} . \tag{1.28}
\end{equation*}
$$

A un couple ( $v_{0}, v_{0}^{\prime}$ ) de solutions de (1.26) sont associées quatre solutions de $\mathscr{P}_{R}^{+}: V\left(v_{0}, v_{0}^{\prime} ; x\right), V\left(v_{0},-v_{0}^{\prime} ; x\right),-V\left(v_{0}, v_{0}^{\prime} ; x\right)$, et $-V\left(v_{0},-v_{0}^{\prime}, x\right)$.

Les deux premières sont obtenues à partir de $V^{0}$ par translation respectivement de $x_{0}$ et $-x_{0}$. Les deux autres sont ensuite obtenues par symétrie par rapport à l'axe des $x$. La figure 6 représente les variations de la solution fondamentale $V^{0}$ en fonction de $x$. La figure 7 représente les quatre solutions associées à un couple ( $v_{0}, v_{0}^{\prime}$ ) de nombres positifs solution de (1.26).


Fig. 6. Représentation de $V^{0}$ sur $\mathbb{R}$.


Fig. 7. Solutions de $\mathscr{P}_{R}^{+}$associées à $\left(v_{0}, v_{0}^{\prime}\right)=(1,1 / \sqrt{2})$.

Le théorème 1.1 nous donne une relation entre $v_{0}$ et $v_{0}^{\prime}$, condition nécessaire et suffisante pour que $v$ soit solution de $\mathscr{P}_{R}^{+}$. Pour compléter notre étude, nous devons revenir au problème complexe $\mathscr{P}_{\alpha, p}$.
1.2. Le problème $\mathscr{P}_{c}^{-}$. L'étude de $\mathscr{P}_{c}^{-}$nous conduira à une relation linéaire entre $u\left(0_{-}\right)$et $u^{\prime}\left(0_{-}\right)$. Les conditions de transmission la transformeront en une relation linéaire entre $u\left(0_{+}\right)$et $u^{\prime}\left(0_{+}\right)$. Le lemme 1.2 nous permettra d'en déduire une relation entre $v_{0}$ et $v_{0}^{\prime}$, valeurs de Cauchy de la solution de l'équation différentielle réelle
associée à $\mathscr{P}_{c}^{+}$. Nous aboutirons ainsi à un système de deux équations réelles à deux inconnues $v_{0}$ et $v_{0}^{\prime}$.
1.2.1. Le problème $\mathscr{P}_{c}^{-}$. Il peut être résolu explicitement:

Lemme 1.4. Toutes les solutions $u$ de $\mathscr{P}_{c}^{-}$vérifient

$$
\begin{array}{ll}
u^{\prime}+i u=0 & \forall x \leqq 0, \\
u=u_{0} \exp -i x & \forall x \leqq 0 \tag{1.30}
\end{array}
$$

En effet, d'après (1.1), u s'écrit

$$
u=A^{+} \exp i x+A^{-} \exp -i x,
$$

et la condition d'onde sortante élimine la composante exp ix.
Nous sommes maintenant en mesure d'écrire une caractérisation des solutions de $\mathscr{P}_{\alpha, p}$.
1.2.2. Détermination du système non linéaire reliant $\boldsymbol{v}_{\mathbf{0}}$ et $\boldsymbol{v}_{\mathbf{0}}^{\mathbf{\prime}}$. Notons (S) le système non linéaire liant $v_{0}$ et $v_{0}^{\prime}$ :

$$
\text { (S) }\left\{\begin{array}{l}
v_{0}^{\prime 2}+v_{0}^{2}=\alpha^{2} p,  \tag{1.31}\\
v_{0}^{\prime 2}-v_{0}^{2}+\frac{v_{0}^{4}}{2}=0, \\
v_{0} \geqq 0 .
\end{array}\right.
$$

Nous avons alors le:
Theorème 1.2. Condition nécessaire et suffisante d'existence pour le problème $\mathscr{P}_{\alpha, p}$. Le problème $\mathscr{P}_{\alpha, p}$ admet une solution u si et seulement si le système $(\mathrm{S})$ admet une solution ( $v_{0}, v_{0}^{\prime}$ ). Elle est alors donnée par:

$$
u(x)= \begin{cases}\frac{1}{\alpha p}\left(v_{0}^{\prime}-i v_{0}\right) V\left(v_{0}, v_{0}^{\prime} ; x\right), & x \geqq 0,  \tag{1.32}\\ \frac{1}{\alpha p}\left(v_{0}^{\prime}-i v_{0}\right) v_{0} \exp -i x ; & x \leqq 0 .\end{cases}
$$

Démonstration. Soit $u$ une solution de $\mathscr{P}_{\alpha, p}$. D'après le lemme 1.4, $u^{\prime}\left(0_{-}\right)$et $u\left(0_{-}\right)$ sont liés par:

$$
u^{\prime}\left(0_{-}\right)+i u\left(0_{-}\right)=0 .
$$

Nous transformons cette relation à l'aide des conditions de transmission:

$$
\begin{equation*}
u^{\prime}\left(0_{+}\right)+i u\left(0_{+}\right)=\alpha . \tag{1.33}
\end{equation*}
$$

D'autre part, d'après le lemme 1.2, $u$ s'écrit pour $x \geqq 0$ :

$$
u=\frac{z_{0}}{\sqrt{p}} v
$$

où $v_{0}$ et $v_{0}^{\prime}$ sont liés par

$$
v_{0}^{\prime 2}-v_{0}^{2}+\frac{v_{0}^{4}}{2}=0 .
$$

L'équation (1.33) se traduit alors par une relation entre $z_{0}, v_{0}$ et $v_{0}^{\prime}$ :

$$
\frac{z_{0}}{\sqrt{p}}\left(v_{0}^{\prime}+i v_{0}\right)=\alpha
$$

Si nous exprimons que $z_{0}$ est un nombre complexe de module 1 , il vient

$$
\begin{gather*}
v_{0}^{\prime 2}+v_{0}^{2}=\alpha^{2} p  \tag{1.34}\\
z_{0}=\frac{1}{\alpha \sqrt{p}}\left(v_{0}^{\prime}-i v_{0}\right) . \tag{1.35}
\end{gather*}
$$

Pour $x$ positif, $u$ s'écrit alors

$$
u(x)=\frac{1}{\alpha p}\left(v_{0}^{\prime}-i v_{0}\right) V\left(v_{0}, v_{0}^{\prime} ; x\right)
$$

où $V$ est la solution du problème réel associé à $\left(v_{0}, v_{0}^{\prime}\right)$, et, pour $x$ négatif

$$
u(x)=\frac{1}{\alpha p}\left(v_{0}^{\prime}-i v_{0}\right) v_{0} \exp (-i x) .
$$

Les considérations de parité sur $v$ développées après le théorème 1.1 permettent enfin de supposer que $v_{0}$ est positif.

Réciproquement, si ( $v_{0}, v_{0}^{\prime}$ ) est une solution de (S), la fonction $u$ définie par (1.32) est solution de $\mathscr{P}_{\alpha, p}$.

Pour achever la démonstration de la proposition 1, il nous faut dénombrer les solutions du système $(\mathrm{S})$ de deux équations à deux inconnues. La figure 8 représente les variations des fonctions:

$$
\begin{aligned}
& Y^{2}+X^{2}=\alpha^{2} p \\
& Y^{2}-X^{2}+\frac{X^{4}}{2}=0
\end{aligned}
$$



FIG. 8. Solutions du système $(\mathbf{S})$ pour différentes valeurs du paramètre $q=\sqrt{\alpha^{2} p}$.

Les points d'intersection des deux courbes représentatives donnent les solutions du système (S).

Nous pouvons calculer explicitement les solutions du système (S) en fonction du paramètre $p \alpha^{2}$.

Notons

$$
\begin{align*}
& V_{0}(p)=\sqrt{2}\left(1-\left(1-\frac{p \alpha^{2}}{2}\right)^{1 / 2}\right)^{1 / 2},  \tag{1.36}\\
& V_{0}^{\prime}(p)=\left(1-\frac{p \alpha^{2}}{2}\right)^{1 / 4} V_{0}(p) \tag{1.37}
\end{align*}
$$

si $p \alpha^{2} \leqq 2$.



Fig. 9. Représentation des parties réelles de $u^{+}$et $u^{-}$.


Fig. 10. Représentation de la partie réelle de $u^{*}$, solution du problème linéaire.

Nous avons alors le:
Lemme 1.5. Le système (S) admet, suivant les valeurs de p $\alpha^{2}$, zéro, une ou deux solutions:

$$
\begin{array}{ll}
0<p \alpha^{2}<2, & 2 \text { solutions }:\left(V_{0}(p), V_{0}^{\prime}(p)\right) \text { et }\left(V_{0}(p),-V_{0}^{\prime}(p)\right), \\
p \alpha^{2}=2, & 1 \text { solution }:(\sqrt{2}, 0), \\
p \alpha^{2}>2, & 0 \text { solution. }
\end{array}
$$

L'expression des solutions de $\mathscr{P}_{\alpha, p}$ donnée au théorème 1.2 permet de différencier les deux solutions associées au même paramètre $\alpha^{2} p$ par le signe de leurs parties réelles.

Nous notons $u^{+}(\alpha, p)$ la solution de partie réelle positive et $u^{-}(\alpha, p)$ la solution de partie réelle négative, et nous représentons leurs parties réelles pour $\alpha=1$ et différentes valeurs de $p$ (voir figures 9 et 10).

Remarquons d'abord que la valeur de la fonction pour $x$ négatif varie peu lorsque $p$ est proche de zéro ou de deux.

De même, pour $x$ positif, la partie réelle de $u^{-}$dépend peu de $p$, et lorsque $p$ tend vers $0, u^{-}(\alpha, p)$ tend vers la solution $u^{*}$ du problème linéaire. Par contre, lorsque $p$ devient petit, $u^{+}(\alpha, p)$ admet un maximum pour $x$ positif qui croit en $1 / \sqrt{p}$. La fonction $u^{-}$semble donc être la "bonne" solution, et $u^{+}$la solution "parasite."

L'étude de $\mathscr{P}_{\alpha, p}$ fait ainsi apparaître qu'une non-linéarité, même faible, peut modifier totalement la nature de l'équation stationnaire. Nous allons maintenent examiner le problème dérivant directement de (1), en réintroduisant le terme non autonome $x u$. Nous verrons que l'effet de seuil disparait, mais qu'en revanche le nombre de solutions est croissant avec $p$.
2. Etude du problème $\mathscr{Q}_{\alpha, p}$. Comme pour le problème $\mathscr{P}_{\alpha, p}$, nous allons écrire un système de deux relations à deux inconnues, reliant les valeurs en zéro d'une fonction $v$
et de sa dérivée, où $v$ est solution de l'équation réelle associée à $\mathscr{Q}_{c}^{+}$:

$$
\begin{equation*}
-v^{\prime \prime}+x v-v^{3}=0 \tag{2.7}
\end{equation*}
$$

La première relation sera obtenue comme précédemment par l'intégration explicite de $\mathscr{2}_{c}^{-}$et les conditions de transmission. Par contre la caractérisation des solutions de (2.7) est beaucoup plus complexe, car il nous semble impossible de résoudre explicitement cette équation. Nous ferons intervenir un paramètre $x_{0}$, et pour chaque valeur de $x_{0}$ nous définissons une fonctionnelle sur [ $x_{0},+\infty[$. Nous caractérisons ainsi les solutions de (2.7) qui tendent vers zéro à l'infini comme les solutions coincidant sur $\left[x_{0},+\infty\left[\right.\right.$ avec le minimum de cette fonctionnelle pour un certain $x_{0}$. Nous obtiendrons ainsi la deuxième relation entre $v_{0}$ et $v_{0}^{\prime}$, par l'intermédiaire du paramètre $x_{0}$.
2.1. Etude mathématique. Nous commençons par caractériser les solutions du problème linéaire $\mathscr{Q}_{c}^{-}$.
2.1.1. Etude du problème $\mathscr{2}_{c}^{-}$. Nous pouvons exprimer la solution $u$ de $\mathscr{Q}_{c}^{-}$à partir de la fonction d'Airy Ai définie dans [1] par:

$$
\begin{align*}
& z^{\prime \prime}-x z=0, \quad x \in \mathbb{R}, \\
& z(0)=3^{-2 / 3} / \Gamma(2 / 3),  \tag{2.8}\\
& z^{\prime}(0)=-3^{-1 / 3} / \Gamma(1 / 3) .
\end{align*}
$$

Lemme 2.1. Toutes les solutions de $\mathscr{Q}_{c}^{-}$vérifient

$$
\begin{equation*}
\forall v<0, \quad u(x)=\lambda A i\left(x e^{2 i \pi / 3}\right), \quad \lambda \in \mathbb{C} . \tag{2.9}
\end{equation*}
$$

En $x=0$, $u$ et $u^{\prime}$ sont liés par la relation

$$
\begin{equation*}
u^{\prime}\left(0_{-}\right)+K e^{2 i \pi / 3} u\left(0_{-}\right)=0 \tag{2.10}
\end{equation*}
$$

où $K=-\mathrm{Ai}^{\prime}(0) / \mathrm{Ai}(0)$.
Ce lemme est une conséquence immédiate des propriétés de la fonction d'Airy données dans [1].

Nous introduisons maintenant le problème réel:

$$
Q_{R}^{+}\left\{\begin{array}{l}
-v^{\prime}+x v-v^{3}=0, \quad x \in \mathbb{R}_{+},  \tag{2.11}\\
x v \rightarrow 0, \quad x \rightarrow+\infty,
\end{array}\right.
$$

et nous cherchons à décrire l'ensemble de ses solutions. Pour celà nous notons que, pour $x$ fixé, l'application:

$$
v \rightarrow x v-v^{3}
$$

est le gradient d'une fonction convexe sur

$$
\begin{equation*}
I_{x}=\left[-\sqrt{\frac{x}{3}},+\sqrt{\frac{x}{3}}\right] \tag{2.12}
\end{equation*}
$$

Pour tout $x_{0}$ positif, nous introduisons un problème aux limites sur $] x_{0},+\infty[$ tel que, pour tout $x$, la solution $v(x)$ appartienne à $I_{x}$. Nous montrerons que toute solution de $\mathscr{Q}_{R}^{+}$est solution d'un unique problème de ce type, et nous en caractériserons les solutions comme minima d'une fonctionnelle convexe.

Nous la prolongerons ensuite sur $\left[0, x_{0}\right]$ et nous aurons toutes les solutions de $\mathscr{Q}_{R}^{+}$, paramétrisées par $x_{0}$.
2.1.2. Comportement asymptotique des solutions de $\mathscr{2}_{\boldsymbol{R}}^{+}$. Pour tout $x_{0}$ positif, nous introduisons le problème

$$
\mathscr{2}_{x_{0}}\left\{\begin{array}{l}
-v^{\prime \prime}+x v-v^{3}=0,  \tag{2.13}\\
v\left(x_{0}\right)=\sqrt{\frac{x_{0}}{3}}, \quad x v(x) \rightarrow 0 \quad \text { quand } x \rightarrow+\infty, \\
\forall x \geqq x_{0}, \quad v(x) \in I_{x} .
\end{array}\right.
$$

Avant de décrire ses solutions, nous montrons qu'elles sont les restrictions à [ $x_{0},+\infty\left[\right.$ des solutions de $\mathscr{Q}_{R}^{+}$(voir figure 11).


Fig. 11. Illustration du lemme 2.2.

Lemme 2.2. Soit $v$ une solution de $\mathscr{Q}_{R}^{+}$. Alors il existe un $x_{0}$ positif tel que la restriction de và $\left[x_{0},+\infty\left[\right.\right.$ soit solution de $\mathscr{Q}_{x_{0}}$.

Démonstration. Comme dans 1 , si $v$ est solution de $\mathscr{2}_{R}^{+}, v^{(n)}(x)$ tend vers 0 pour tout $n$ lorsque $x$ tend vers $+\infty$. Puisque $v$ est $\mathscr{C}^{\infty}$, il existe alors un $x_{0}$ positif tel que $v^{2}\left(x_{0}\right)=x_{0} / 3$ et, pour tout $x$ supérieur à $x_{0}, v^{2}(x) \leqq x / 3$. Alors $v$ est solution de $\mathscr{Q}_{x_{0}}$.

Le lien entre $\mathscr{2}_{R}^{+}$et $\mathscr{2}_{x_{0}}$ ainsi établi, nous étudions le problème $\mathscr{2}_{x_{0}}$, et nous introduisons un problème de minimisation.

Notons:

$$
\begin{equation*}
V\left(x_{0}\right)=\left\{v \in H^{1}(] x_{0},+\infty[), \sqrt{x} v \in L^{2}(] x_{0},+\infty[)\right\} . \tag{2.14}
\end{equation*}
$$

$V\left(x_{0}\right)$ est un espace de Hilbert pour la norme définie par

$$
\begin{equation*}
\|v\|^{2}=|v|_{1}^{2}+\|\sqrt{x v}\|_{0}^{2} \tag{2.15}
\end{equation*}
$$

Soit

$$
\begin{equation*}
\mathscr{J}_{x_{0}}(v)=\frac{1}{2} \int_{x_{0}}^{+\infty} v^{\prime 2}(x) d x+\frac{1}{2} \int_{x_{0}}^{+\infty}\left(x v^{2}(x)-\frac{v^{4}(x)}{2}\right) d x \tag{2.16}
\end{equation*}
$$

une fonctionnelle définie sur $V\left(x_{0}\right)$.
Nous définissons un convexe fermé de $V\left(x_{0}\right)$ par

$$
\begin{equation*}
K\left(x_{0}\right)=\left\{v \in V\left(x_{0}\right) ; v\left(x_{0}\right)=\sqrt{\frac{x_{0}}{3}} ; v(x) \in I_{x}, \forall x \geqq x_{0}\right\} \tag{2.17}
\end{equation*}
$$

et un problème de minimisation avec contraintes par:

$$
\begin{equation*}
\mathscr{M}_{x_{0}}: \inf _{v \in V\left(x_{0}\right)} \mathscr{J}_{x_{0}}(v) \tag{2.18}
\end{equation*}
$$

L'introduction de ce problème est justifiée par le
Lemme 2.3. Existence et unicité pour le problème $\mathscr{Q}_{x_{0}}$. Le problème $\mathscr{Q}_{x_{0}}$ admet une solution unique $\mathscr{C}^{\infty}$. C'est une fonction positive, décroissante, convexe. De plus c'est la solution du problème de minimisation $\mathscr{M}_{x_{0}}$.

Démonstration. La fonctionnelle $\mathscr{J}_{x_{0}}$ est strictement convexe, différentiable, coercive, sur la convexe fermé $K\left(x_{0}\right)$. Un théorème usuel d'optimisation prouve qu'elle admet un minimum unique sur $K\left(x_{0}\right)$, caractérisé par

$$
\forall w \in K\left(x_{0}\right), \quad \mathscr{J}_{x_{0}}^{\prime}(v)(w-v) \geqq 0,
$$

soit ici

$$
\begin{equation*}
\forall w \in K\left(x_{0}\right), \quad \int_{x_{0}}^{+\infty}\left(-v^{\prime \prime}+x v-v^{3}\right)(w-v) \geqq 0 . \tag{2.19}
\end{equation*}
$$

D'autre part, $|v|$ est dans $K\left(x_{0}\right)$ et $\mathscr{J}_{x_{0}}(v)=\mathscr{J}_{x_{0}}(|v|)$. L'unicité assure alors la positivité de $v$.

Posons maintenant:

$$
\begin{align*}
& \Omega_{0}=\left\{x \in \left[x_{0},+\infty\left[; v(x)=\sqrt{\frac{x}{3}}\right\},\right.\right.  \tag{2.20}\\
& \Omega_{+}=\{x \in] x_{0},+\infty\left[; v(x)<\sqrt{\frac{x}{3}}\right\} . \tag{2.21}
\end{align*}
$$

Si $\varphi$ appartient à $\mathscr{D}_{+}(] x_{0},+\infty[)$, et si $\varepsilon$ est un nombre positif assez petit:

$$
w=v-\varepsilon \varphi \in K\left(x_{0}\right) .
$$

Appliquons (2.19) à $w$ :

$$
\begin{array}{ll}
\forall x \in \Omega_{+}, & -v^{\prime \prime}+x v-v^{3}=0, \\
\forall x \in \Omega_{0}, & -v^{\prime \prime}+x v-v^{3} \leqq 0 .
\end{array}
$$

Nous en déduisons que $v^{\prime \prime}$ est positive, et donc que $v^{\prime}$ est croissante, sur $\left[x_{0},+\infty[\right.$. Or $v^{\prime}$ tend vers 0 à l'infini. Donc $v^{\prime}$ est négative, et $v$ est décroissante sur $] x_{0},+\infty[$. Par suite $\Omega_{0}$ se réduit à $x_{0}$, et

$$
\begin{equation*}
\forall x \in] x_{0},+\infty\left[, \quad-v^{\prime \prime}+x v-v^{3}=0 .\right. \tag{2.22}
\end{equation*}
$$

Ainsi $v$ est dans $H^{2}(] x_{0},+\infty[)$, et donc dans $\mathscr{C}^{1}(] x_{0},+\infty[) ; v$ est $\mathscr{C}^{\infty}$ sur $] x_{0},+\infty$ [ et par continuité (2.22) est valable aussi en $x_{0}$. La caractérisation (2.19) montre enfin que toute solution de $\mathscr{Q}_{x_{0}}$ est solution de $\mathscr{M}_{x_{0}}$.

Notons maintenant, pour tout $x_{0}$ :

$$
\begin{align*}
& v\left(x_{0}, \gamma ; x\right) \text { une solution } \mathscr{C}^{\infty} \text { du problème de Cauchy, }  \tag{2.23}\\
& \begin{cases}-v^{\prime \prime}+x v-v^{3}=0 & \text { sur }] x_{0},+\infty[, \\
v\left(x^{0}\right)=\sqrt{\frac{x_{0}}{3}}, & v^{\prime}\left(x_{0}\right)=\gamma,\end{cases} \\
& v^{*}\left(x_{0} ; x\right) \text { la solution du problème de minimisation } \mathscr{M}_{x_{0}},  \tag{2.24}\\
& \gamma^{*}\left(x_{0}\right) \text { sa dérivée en } x_{0} . \tag{2.25}
\end{align*}
$$

Nous pouvons énoncer le
Theorème 2.1. Condition nécessaire d'existence pour le problème $\mathscr{Q}_{R}^{+}$. Soit $v$ une solution du problème $\mathscr{Q}_{R}^{+}$. Il existe un $x_{0}$ positif tel que

$$
\left.v=v^{*}\left(x_{0} ; \cdot\right) \quad \text { ou } v=-v^{*}\left(x_{0} ; \cdot\right) \text { sur }\right] x_{0},+\infty[.
$$

Ce théorème est une conséquence des deux lemmes précédents.
Remarquons que $\gamma^{*}\left(x_{0}\right)$ n'est pas donné explicitement en fonction de $x_{0}$. Par la suite, nous calculerons $u^{*}\left(x_{0} ; \cdot\right)$ numériquement, et nous aurons besoin de certaines propriétés de $\gamma^{*}\left(x_{0}\right)$ que nous établissons maintenant.
2.1.3. Propriétés de $\gamma^{*}\left(x_{0}\right)$-Comportement asymptotique lorsque $x$ tend vers $+\infty$. Toutes les démonstrations seront basées sur une estimation à priori.

Lemme 2.4. Egalité d'énergie. Si une fonction $v$ est solution sur $] y, z[$ de l'équation différentielle (2.7), on a sur ] $y, z[$ la relation:

$$
\begin{equation*}
\frac{d}{d x}\left(v^{\prime 2}-x v^{2}+\frac{v^{4}}{2}\right)=-v^{2} \tag{2.26}
\end{equation*}
$$

La démonstration est analogue à celle du lemme 1.1.
Nous établissons maintenant deux propriétés de $v^{*}\left(x_{0} ; \cdot\right)$.
Lemme 2.5.
i) Encadrement de la solution $v^{*}\left(x_{0} ; \cdot\right)$ du problème aux limites par des solutions $v\left(x_{0}, \gamma ; \cdot\right)$ de problèmes de Cauchy.
-Si $\gamma_{1}<\gamma^{*}\left(x_{0}\right)$ il existe un $x_{1}>x_{0}$, tel que $v\left(x_{0}, \gamma_{1} ; x_{1}\right)=0$.
$\bullet$-Si $\gamma_{1}>\gamma^{*}\left(x_{0}\right)$ il existe un $x_{2}>x_{0}$, tel que $v^{\prime}\left(x_{0}, \gamma_{2} ; x_{2}\right)=0$.
ii) Encadrement de $\gamma^{*}\left(x_{0}\right)$ en fonction de $x_{0}$. Pour tout $x_{0}>0$ on a l'encadrement

$$
\begin{equation*}
-\frac{1}{\sqrt{3}}\left(x_{0}+\frac{1}{4} x_{0}^{-1 / 2}\right) \leqq \gamma^{*}\left(x_{0}\right) \leqq-\frac{x_{0}}{3} \sqrt{\frac{5}{2}} . \tag{2.27}
\end{equation*}
$$

En particulier $\gamma^{*}\left(x_{0}\right)$ tend vers $-\infty$ lorsque $x_{0}$ tend vers $+\infty$.
La figure 12 illustre la partie (i) du lemme 2.5.


Fig. 12. Représentation de $v\left(x_{0}, \gamma_{1} ; \cdot\right), v^{*}\left(x_{0} ; \cdot\right), v\left(x_{0}, \gamma_{2} ; \cdot\right)$ pour $\gamma_{1}<\gamma^{*}\left(x_{0}\right)<\gamma_{2}$.

Démonstration. i) Nous établissons le premier résultat; le deuxième se démontre de même. Soit donc $\gamma_{1}<\gamma^{*}\left(x_{0}\right)$, et raisonnons par l'absurde: supposons que $v\left(x_{0}, \gamma_{1} ; x\right)$ ne s'annule jamais sur $] x_{0},+\infty\left[\right.$. D'après l'unicité de la solution du problème $\mathscr{2}_{x_{0}}$, les
deux fonctions $v^{*}\left(x_{0} ; \cdot\right)$ et $v\left(x_{0}, \gamma_{1} ; \cdot\right)$ prennent la même valeur en un point $x^{\prime}$ tel que $x^{\prime}>x_{0}$ (voir figure 13):

$$
v^{*}\left(x_{0} ; x^{\prime}\right)=v\left(x_{0}, \gamma_{1} ; x^{\prime}\right)
$$



FIG. 13

Posons

$$
w(x)=v^{*}\left(x_{0} ; x\right)-v\left(x_{0}, \gamma_{1} ; x\right)
$$

$w$ s'annule en $x_{0}$ et $x^{\prime}$, sa dérivée s'annule donc en un point $x^{\prime \prime}$ tel que:

$$
x_{0}<x^{\prime \prime}<x^{\prime}, \quad w^{\prime}\left(x^{\prime \prime}\right)=0
$$

Or

$$
w^{\prime \prime}(x)=x\left(v^{*}\left(x_{0} ; x\right)-v\left(x_{0}, \gamma_{1} ; x\right)\right)-\left(\left(v^{*}\left(x_{0} ; x\right)\right)^{3}-\left(v\left(x_{0}, \gamma_{1} ; x\right)\right)^{3}\right) .
$$

$w^{\prime \prime}$ est positive sur $] x_{0}, x^{\prime}\left[\right.$, et $w^{\prime}\left(x_{0}\right)=\gamma^{*}\left(x_{0}\right)-\gamma_{1}>0 . w^{\prime}$ est alors strictement positive sur $] x_{0}, x^{\prime}\left[\right.$, et ne peut s'annuler en $x^{\prime \prime}$.
ii) La majoration résulte du lemme 2.4. En effet, la fonction

$$
x \rightarrow\left(v^{* \prime}\left(x_{0} ; x\right)\right)^{2}-x\left(v^{*}\left(x_{0} ; x\right)\right)^{2}+\frac{1}{2}\left(v^{*}\left(x_{0} ; x\right)\right)^{4}
$$

est décroissante et tend vers 0 à l'infini. Elle est donc positive en $x_{0}$ :

$$
\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18} \geqq 0
$$

La minoration provient de la remarque suivante: la fonction $v$ définie sur $] x_{0},+\infty[$ par

$$
v(x)=\frac{x_{0}^{3 / 4}}{\sqrt{3}} \exp \left(\frac{2}{3} x_{0}^{3 / 2} x^{-1 / 4} \exp \left(-\frac{2}{3} x^{3 / 2}\right)\right)
$$

est une sous-solution. Sa dérivée en $x_{0}$ est donc inférieure à $\gamma^{*}\left(x_{0}\right)$.
Nous pouvons de plus préciser le comportement asymptotique des fonctions $v^{*}\left(x_{0} ; \cdot\right)$.

Effectuons un changement d'échelle et une translation; posons pour celà:

$$
\begin{align*}
& v^{*}\left(x_{0} ; x\right)=\sqrt{x_{0}} w_{x_{0}}(y), \\
& y=\sqrt{x_{0}}\left(x-x_{0}\right) . \tag{2.28}
\end{align*}
$$

$w_{x_{0}}$ est une fonction définie sur $[0,+\infty[$, solution du problème aux limites:

$$
\begin{align*}
& -w^{\prime \prime}+\left(1+\frac{y}{x_{0}^{3 / 2}}\right) w-w^{3}=0  \tag{2.29}\\
& w(0)=\frac{1}{\sqrt{3}}, \quad w(x) \rightarrow 0 \quad \text { quand } x \rightarrow+\infty
\end{align*}
$$

De plus la pente de $w_{x_{0}}$ en 0 est déterminée:

$$
\begin{equation*}
w_{x_{0}}^{\prime}(0)=\frac{\gamma^{*}\left(x_{0}\right)}{x_{0}} \tag{2.30}
\end{equation*}
$$

Nous avons tracé ci-dessous les représentations de $v^{*}\left(x_{0} ; \cdot\right)$ sur $\left[x_{0}, x_{0}+A\right]$ et de $w_{x_{0}}$ sur $[0, A]$ pour différentes valeurs de $x_{0}$. Il apparait nettement sur la fig. 14 que la pente de $v^{*}$ en $x_{0}, \gamma^{*}\left(x_{0}\right)$ décroit et tend vers $-\infty$ lorsque $x_{0}$ croit et tend vers $+\infty$. La figure 15 semble montrer que la famille $w_{x_{0}}$ est croissante sur $[0,+\infty[$ et converge uniformément lorsque $x_{0}$ tend vers $+\infty$. C'est ce résultat que nous allons établir.


Fig. 14. Représentation de $v^{*}\left(x_{0} ; \cdot\right)$ sur $\left[x_{0},+\infty\left[\right.\right.$ pour différentes valeurs de $x_{0}$.


Fig. 15. Représentation de $w_{x_{0}}$ sur $\left[0,+\infty\left[\right.\right.$ pour différentes valeurs de $x_{0}$.

Lemme 2.6. Comportement asymptotique de $v^{*}\left(x_{0} ; \cdot\right)$ lorsque $x_{0}$ tend vers l'infini. La famille de fonctions $w_{x_{0}}$ est croissante avec $x_{0}$ et converge uniformément vers $V\left(\frac{1}{3},-\frac{1}{3} \sqrt{\frac{5}{2}} ; \cdot\right)$ lorsque $x_{0}$ tend vers $+\infty$. En particulier
i) la fonction $x_{0} \rightarrow \gamma^{*}\left(x_{0}\right) / x_{0}$ est croissante et tend vers $-\frac{1}{3} \sqrt{\frac{5}{2}}$ lorsque $x_{0}$ tend vers $+\infty$;
ii) sur $] x_{0},+\infty\left[, v^{*}\left(x_{0} ; x\right) \leqq \lambda \sqrt{x_{0}} e^{-\sqrt{x_{0}}\left(x-x_{0}\right)}\right.$, où $\lambda$ est une constante.

Rappelons que $V\left(1 / \sqrt{3},-\frac{1}{3} \sqrt{\frac{5}{2}} ; \cdot\right)$ est définie en (1.27) comme la solution du problème:

$$
\begin{aligned}
& -v^{\prime \prime}+v-v^{3}=0, \quad x \geqq 0, \\
& v(0)=\frac{1}{\sqrt{3}}, \\
& v^{\prime}(0)=-\frac{1}{3} \sqrt{\frac{5}{2}} .
\end{aligned}
$$

Démonstration. 1. Montrons d'abord que la famille des fonctions $w_{x_{0}}$ est croissante avec $x_{0}$. Soient donc deux réels positifs $x_{0}$ et $x_{1}$. Nous allons établir l'inégalité:

$$
\begin{equation*}
\forall y \geqq 0, \quad \frac{1}{\sqrt{x_{0}}} v^{*}\left(x_{0} ; x_{0}+\frac{y}{\sqrt{x_{0}}}\right) \geqq \frac{1}{\sqrt{x_{1}}} v^{*}\left(x_{1} ; x_{1}+\frac{y}{\sqrt{x_{1}}}\right) . \tag{2.31}
\end{equation*}
$$

Notons

$$
\begin{equation*}
\mu=\sqrt{\frac{x_{1}}{x_{0}}} \tag{2.32}
\end{equation*}
$$

et, pour $x \geqq x_{1}$,

$$
\begin{equation*}
v(x)=\mu v^{*}\left(x_{0} ; x_{0}+\mu\left(x-x_{1}\right)\right) \tag{2.33}
\end{equation*}
$$

$\mu$ est supérieur à 1 , et la fonction $v$ vérifie

$$
\begin{aligned}
& v\left(x_{1}\right)=v^{*}\left(x_{1} ; x_{1}\right), \\
& 0 \leqq v(x) \leqq \sqrt{\frac{x}{3}}, \quad x \geqq x_{1}, \\
& -v^{\prime \prime}+x v-v^{3}=\left(1-\mu^{3}\right)\left(x-x_{1}\right) v(x) \geqq 0, \quad x \geqq x_{1} .
\end{aligned}
$$

$v$ est donc une sur-solution pour le problème de minimisation $\mathscr{M}_{x_{1}}$, et

$$
\forall x \geqq x_{1}, \quad v(x) \geqq v^{*}\left(x_{1} ; x\right) ;
$$

donc,

$$
\forall y \geqq 0, \quad v\left(x_{1}+\frac{y}{\sqrt{x_{1}}}\right) \geqq v^{*}\left(x_{1} ; x_{1}+\frac{y}{\sqrt{x_{1}}}\right) .
$$

L'inégalité (2.31) est établie.
2. Montrons maintenant que, pour tout $x_{0}$, la fonction $w_{x_{0}}$ est bornée par $V\left(1 / \sqrt{3},-\frac{1}{3} \sqrt{\frac{5}{2}} ; \cdot\right)$. Il suffit pour celà de prouver que la fonction $\varphi$ définie sur $\left[x_{0}\right.$, $+\infty[$ par

$$
\varphi(x)=\sqrt{x_{0}} V\left(\frac{1}{\sqrt{3}},-\frac{1}{3} \sqrt{\frac{5}{2}} ; \sqrt{x_{0}}\left(x-x_{0}\right)\right)
$$

est une sous-solution pour le problème de minimisation $\mathscr{M}_{x_{0}}$, ce qui se vérifie immédiatement.

La famille des $w_{x_{0}}$ est une famille croissante de fonctions monotones, uniformément majorée sur $[0,+\infty[$; elle converge donc presque partout. Pour assurer la convergence uniforme, il suffit de vérifier que $w_{x_{0}}^{\prime}(x)$ est uniformément bornée sur $[0,+\infty$ [ Or:

$$
\forall x \geqq 0, \quad 0 \geqq w_{x_{0}}^{\prime}(x) \geqq w_{x_{0}}^{\prime}(0)=\frac{\gamma^{*}\left(x_{0}\right)}{x_{0}}
$$

et d'après le lemme 2.4,

$$
\frac{\gamma^{*}\left(x_{0}\right)}{x_{0}} \geqq-\frac{1}{\sqrt{3}}\left(1+\frac{1}{4} x_{0}^{-3 / 2}\right) \geqq C \quad \text { pour } x_{0} \text { assez grand. }
$$

La famille $w_{x_{0}}$ converge donc uniformément vers une fonction continue $w$.
3. Il nous reste à prouver que la limite de $w_{x_{0}}$ est $V\left(1 / \sqrt{3},-\frac{1}{3} \sqrt{\frac{5}{2}} ; \cdot\right)$. Rappelons d'abord que, d'après le théorème $1.1, v$ est donnée explicitément par

$$
V\left(\frac{1}{\sqrt{3}},-\frac{1}{3} \sqrt{\frac{5}{2}} ; y\right)=2 \sqrt{2} \frac{e^{y+X}}{1+e^{(y+X)}}
$$

où $X$ est déterminé par

$$
e^{X}=\sqrt{5}+\sqrt{6},
$$

d'où

$$
\forall y \geqq 0, \quad V\left(\frac{1}{\sqrt{3}},-\frac{1}{3} \sqrt{\frac{5}{2}} ; y\right)<\lambda e^{-y},
$$

et puisque $v$ est un majorant de $w_{x_{0}}$

$$
\forall x_{0}>0, \forall y \geqq 0, \quad w_{x_{0}}(y) \leqq \lambda y e^{-y} \leqq C .
$$

Nous avons ainsi tous les éléments pour passer à la limite dans l'équation

$$
-w^{\prime \prime}+\left(1+\frac{y}{x_{0}^{3 / 2}}\right) w-w^{3}=0, \quad y \geqq 0
$$

La limite $w$ de $w_{x_{0}}$ vérifie donc

$$
\begin{aligned}
& -w^{\prime \prime}+w-w^{3}=0 \\
& w(0)=\frac{1}{\sqrt{3}}, \quad w(y) \rightarrow 0 \text { quand } y \rightarrow+\infty \\
& w^{\prime}(0)<0
\end{aligned}
$$

et $w$ est bien égale à $V\left(1 / \sqrt{3}, \frac{1}{3} \sqrt{\frac{5}{2}} ; \cdot\right)$. En particulier la fonction $x_{0} \rightarrow \gamma^{*}\left(x_{0}\right) / x_{0}$ tend vers $-\frac{1}{3} \sqrt{\frac{5}{2}}$ lorsque $x_{0}$ tend vers $+\infty$.

La majoration ii) du lemme provient de la majoration établie plus haut:

$$
\forall x_{0}>0, \forall y \geqq 0, \quad w_{x_{0}}(y) \leqq \lambda e^{-y} .
$$

Ces propriétés asymptotiques étant établies, nous poursuivons notre étude en prolongeant les fonctions $v^{*}\left(x_{0} ; \cdot\right)$ sur $\left[0, x_{0}\right]$.
2.1.4. Description des solutions de $\mathscr{2}_{\boldsymbol{R}}^{+}$. Nous définissons un problème de Cauchy sur $\left[0, x_{0}\right]$ (en renversant le sens des $x$ ), par:

$$
\begin{gather*}
-v^{\prime \prime}+x v-v^{3}=0, \quad 0 \leqq x \leqq x_{0},  \tag{2.34}\\
v\left(x_{0}\right)=\sqrt{\frac{x_{0}}{3}},  \tag{2.35}\\
v^{\prime}\left(x_{0}\right)=\gamma^{*}\left(x_{0}\right) .
\end{gather*}
$$

L'existence locale d'une solution à ce problème provient simplement des théorèmes usuels d'équations différentielles. L'existence globale sera assurée par des estimations à priori.

Lemme 2.7. On a pour une solution $v$ de (2.34), (2.35) les estimations à priori:

$$
\begin{align*}
& \|v\|_{L^{\infty}\left(\left[0, x_{0}\right]\right)} \leqq \varphi\left(x_{0}\right)  \tag{2.36}\\
& \left\|v^{\prime}\right\|_{L^{\infty}\left(\left[0, x_{0}\right]\right)} \leqq \psi\left(x_{0}\right) \tag{2.37}
\end{align*}
$$

où $\varphi\left(x_{0}\right)$ et $\psi\left(x_{0}\right)$ sont données par:

$$
\begin{align*}
& \varphi^{2}\left(x_{0}\right)=x_{0}+\left(x_{0}^{2}+2\left(\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}\right)\right)^{1 / 2},  \tag{2.38}\\
& \psi^{2}\left(x_{0}\right)=2 x_{0} \varphi^{2}\left(x_{0}\right)+\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18} \tag{2.39}
\end{align*}
$$

Les estimations ne sont pas uniformes en $x_{0}$, car $\varphi\left(x_{0}\right)$ et $\psi\left(x_{0}\right)$ tendent vers l'infini avec $x_{0}$.

Démonstration. Les estimations seront établies en deux étapes. Nous montrerons d'abord que la suite des extrema locaux est croissante, puis nous majorerons le dernier extremum local, c'est-à dire celui qui est atteint le plus près de $x_{0}$.

Rappelons d'abord l'estimation d'énergie:

$$
\begin{equation*}
\frac{d}{d x}\left(v^{\prime 2}-x v^{2}+\frac{v^{4}}{2}\right)=-v^{2} \quad \operatorname{sur}\left[0, x_{0}\right] . \tag{2.40}
\end{equation*}
$$

La fonction

$$
x \rightarrow v^{\prime 2}-x v^{2}+\frac{v^{4}}{2}
$$

est décroissante. Puisque $v$ est le prolongement de $v^{*}\left(x_{0}, \cdot\right)$ elle est égale en $x_{0}$ à $\left(\gamma^{*}\left(x_{0}\right)\right)^{2}-5 x_{0}^{2} / 18$ qui est positif, et donc

$$
\begin{equation*}
\forall x \in\left[0, x_{0}\right], \quad v^{\prime 2}-x v^{2}+\frac{v^{4}}{2} \geqq \gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18} . \tag{2.41}
\end{equation*}
$$

En particulier, en un point où la dérivée s'annule, nous obtenons:

$$
\begin{equation*}
\forall x \in\left[0, x_{0}\right], \quad v^{\prime}(x)=0 \Rightarrow v^{2} \geqq 2 x . \tag{2.42}
\end{equation*}
$$

Montrons le résultat suivant: si deux extrema locaux successifs sont atteints en $x_{1}$ et $x_{2}, 0 \leqq x_{1}<x_{2}<x_{0}$, alors $\left|v\left(x_{1}\right)\right|<\left|v\left(x_{2}\right)\right|$.

Nous raisonnerons par l'absurde: soient $x_{1}$ et $x_{2}$ deux points tels que

$$
0<x_{1}<x_{2}<x_{0}, \quad\left|v\left(x_{1}\right)\right| \geqq\left|v\left(x_{2}\right)\right| .
$$

Nous sommes par exemple dans le cas de la figure 16.
Par commodité, nous noterons

$$
v_{1}=v\left(x_{1}\right), \quad v_{2}=v\left(x_{2}\right)
$$

Nous intégrons l'égalité d'énergie (2.40) entre $x_{1}$ et $x_{2}$. Puisque $v^{\prime}$ s'annule en $x_{1}$ et $x_{2}$, nous avons:

$$
-x_{1} v_{1}^{2}+\frac{v_{1}^{4}}{2}-\left(-x_{2} v_{2}^{2}+\frac{v_{2}^{4}}{2}\right)=\int_{x_{1}}^{x_{2}} v^{2}(x) d x .
$$

Par hypothèse, nous pouvons majorer $v$ sur $\left[x_{1}, x_{2}\right]$ par $v_{1}^{2}$. Après simplification, nous obtenons:

$$
\frac{v_{1}^{2}+v_{2}^{2}}{2} \leqq x_{2} .
$$

Mais d'autre part, d'après (2.42),

$$
\frac{v_{1}^{2}+v_{2}^{2}}{2} \geqq v_{2}^{2} \geqq 2 x_{2},
$$

ce qui apporte une contradiction.
Le cas où un extremum local est atteint en zéro se traite de même.
Il nous reste à établir les estimations sur l'extremum le plus proche de $x_{0}$. Comme pour la démonstration précédente, deux situations peuvent se présenter: l'extremum est atteint, soit en 0 , soit en $x_{1}>0$ (voir figure 17).

Nous traitons le premier cas, le deuxième se résout de même. Nous intégrons l'égalité d'énergie entre 0 et $x_{0}$ :

$$
v^{\prime 2}+\frac{v_{0}^{4}}{2}-\left(\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}\right)=\int_{0}^{x_{0}} v^{2}(x) d x .
$$

Nous majorons $v^{2}$ sur $\left[0, x_{0}\right]$ par $v_{0}^{2}$ et nous obtenons

$$
\frac{v_{0}^{4}}{2}-x_{0} v_{0}^{2}-\left(\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}\right) \leqq 0
$$

ce qui n'est réalisé que si

$$
v_{0}^{2} \leqq x_{0}+\left(x_{0}^{2}+\left(\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}\right)\right)^{1 / 2}
$$

ce qui constitue l'estimation (2.36).


Fig. 16


Fig. 17

Pour établir l'estimation (2.37), il suffit de remarquer que

$$
\forall x \in\left[0, x_{0}\right], \quad 0 \leqq v^{\prime 2}-x v^{2}+\frac{v^{4}}{2} \leqq v_{0}^{\prime 2}+\frac{v_{0}^{4}}{2}
$$

et

$$
v_{0}^{\prime 2}+\frac{v_{0}^{4}}{2} \leqq \gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}+x_{0} \varphi^{2}\left(x_{0}\right) .
$$

Nous avons ainsi:

$$
\forall x \in\left[0, x_{0}\right], \quad v^{\prime 2} \leqq 2 x_{0} \varphi^{2}\left(x_{0}\right)+\gamma^{* 2}\left(x_{0}\right)-\frac{5 x_{0}^{2}}{18}=\psi^{2}\left(x_{0}\right) .
$$

Nous avons ainsi établi les estimations $L^{\infty}$ sur $u$ et $u^{\prime}$.
Le lemme 2.7 nous permet donc de prolonger $v^{*}\left(x_{0} ; \cdot\right)$ sur toute la droite $\mathbb{R}_{+}$. En particulier, nous pouvons définir sa valeur en zéro ainsi que celle de sa dérivée, et donc une application de $\mathbb{R}_{+}$dans $\mathbb{R}^{2}$ par

$$
\begin{equation*}
\triangleright\left(x_{0}\right)=\left(v^{*}\left(x_{0} ; 0\right), \frac{d v^{*}}{d x}\left(x_{0} ; 0\right)\right) . \tag{2.43}
\end{equation*}
$$

Nous noterons $\mathscr{S}$ l'image de $\mathbb{R}_{+}$par $\boldsymbol{s}:$

$$
\begin{equation*}
\mathscr{S}=\left\{\left(v_{0}, v_{0}^{\prime}\right) \in \mathbb{R}^{2}, \exists x_{0} \in \mathbb{R}_{+},\left(v_{0}, v_{0}^{\prime}\right)=\varsigma\left(x_{0}\right)\right\} . \tag{2.44}
\end{equation*}
$$

Les solutions de $\mathscr{Q}_{R}^{+}$sont les solutions de l'équation différentielle dont les valeurs initiales appartiennent à $\mathscr{S}$.

Theorème 2.2. Caractérisation des solutions de $\mathscr{Q}_{R}^{+}$. L'ensemble des solutions de $\mathscr{Q}_{R}^{+}$est l'ensemble des $v^{*}\left(x_{0} ; \cdot\right)$ et $-v^{*}\left(x_{0} ; \cdot\right)$ lorsque $x_{0}$ décrit $\mathbb{R}_{+}$.

Il ne nous reste plus qu'à relier les caractérisations des solutions des problèmes $\mathscr{Q}_{c}^{-}$ et $\mathscr{Q}_{R}^{+}$.
2.1.5. Le système d'équations non linéaires vérifié par $\boldsymbol{v}_{\mathbf{0}}$ et $\boldsymbol{v}_{\mathbf{0}}^{\prime}$. Comme pour le problème $\mathscr{P}_{\alpha, p}$, nous pouvons établir une équivalence entre les problèmes réel et complexe sur $\mathbb{R}_{+}$:

Lemme 2.8. Equivalence entre $\mathscr{Q}_{c}^{+}$et $\mathscr{Q}_{R}^{+}$. La fonction $u$ à valeurs complexes est solution de $\mathscr{Q}_{c}^{+}$si et seulement si il existe un nombre complexe $z_{0}$ et une fonction réelle $v$ tels que

$$
\begin{equation*}
u=\frac{z_{0}}{\sqrt{p}} v, \quad\left|z_{0}\right|=1, \quad v \text { solution de } \dot{\mathscr{Q}}_{R}^{+} \tag{2.45}
\end{equation*}
$$

La démonstration est pratiquement la même que dans le lemme 1.2. Ce qui tient lieu ici d'énergie est la fonction

$$
x \rightarrow\left|u^{\prime}\right|^{2}-x|u|^{2}+\frac{p}{2}|u|^{4}
$$

qui est décroissante, ce qui permet d'affirmer que $u^{\prime}$ tend vers zéro lorsque $x$ tend vers $+\infty$.

Notons $E_{\alpha, p}$ la famille d'ellipses définie par:

$$
\begin{equation*}
E_{\alpha, p}=\left\{(X, Y) \in \mathbb{R}^{2},\left(Y-\frac{k}{2} X\right)^{2}+\frac{3}{4} k^{2} X^{2}-\alpha^{2} p=0\right\} \tag{2.46}
\end{equation*}
$$

où $k$ est le réel défini dans le lemme 2.1.
Nous pouvons maintenant décrire explicitement les solutions de $\mathscr{Q}_{\alpha, p}$.
Proposition 2.1. Caractérisation des solutions de $\mathscr{2}_{\alpha, p}$. Le problème $\mathscr{2}_{\alpha, p}$ admet une solution $u$ si et seulement si il existe $\left(v_{0}, v_{0}^{\prime}\right)$ appartenant à $\mathscr{S} \cap E_{\alpha, p}$. Elle s'écrit alors:

$$
u(x)= \begin{cases}\frac{1}{\alpha p}\left(v_{0}^{\prime}+k e^{-2 i \pi / 3} v_{0}\right) v^{*}\left(x_{0} ; \cdot\right), & x \geqq 0,  \tag{2.47}\\ \frac{1}{\alpha p} v_{0}\left(v_{0}^{\prime}+k e^{-2 i \pi / 3} v_{0}\right) \frac{\operatorname{Ai}\left(x e^{2 i \pi / 3}\right)}{\operatorname{Ai}(0)}, & x \leqq 0,\end{cases}
$$

où $x_{0}$ est tel que

$$
\begin{equation*}
v_{0}=v^{*}\left(x_{0} ; 0\right), \quad v_{0}^{\prime}=\frac{d}{d x} v^{*}\left(x_{0} ; 0\right) \tag{2.48}
\end{equation*}
$$

Démonstration. Soit $u$ une solution de $\mathscr{2}_{\alpha, p}$. D'après le lemme 2.8, $u$ peut s'exprimer sur $\mathbb{R}_{+}$à partir des solutions de $\mathscr{Q}_{R}^{+}$, et donc

$$
\begin{equation*}
\exists x_{0} \in \mathbb{R}_{+}, \exists z_{0} \in \mathbb{C}, \quad u=\frac{z_{0}}{\sqrt{p}} v^{*}\left(x_{0} ; \cdot\right), \quad\left|z_{0}\right|=1 \tag{2.49}
\end{equation*}
$$

Nous utilisons maintenant la caractérisation des solutions de $\mathscr{Q}_{c}^{-}$donnée par le lemme 2.1, et les conditions de transmission

$$
\begin{aligned}
& u^{\prime}\left(0_{-}\right)+k e^{2 i \pi / 3} u\left(0_{-}\right)=0, \\
& u\left(0_{-}\right)=u\left(0_{+}\right) \\
& u^{\prime}\left(0_{-}\right)=u^{\prime}\left(0_{+}\right)-\alpha .
\end{aligned}
$$

Ce système se traduit par

$$
\begin{equation*}
\frac{z_{0}}{\sqrt{p}}\left(\frac{d v^{*}}{d x}\left(x_{0} ; 0\right)+k e^{2 i \pi / 3} v^{*}\left(x_{0} ; 0\right)\right)=\alpha . \tag{2.50}
\end{equation*}
$$

Notons

$$
v_{0}=v^{*}\left(x_{0} ; 0\right), \quad v_{0}^{\prime}=\frac{d v^{*}}{d x}\left(x_{0} ; 0\right) .
$$

La relation (2.50) se réécrit sous la forme

$$
\begin{aligned}
& \left|v_{0}^{\prime}+k e^{2 i \pi / 3} v_{0}\right|^{2}=\alpha^{2} p, \\
& z_{0}=\frac{1}{\alpha p}\left(v_{0}^{\prime}+k e^{-2 i \pi / 3} v_{0}\right) .
\end{aligned}
$$

( $v_{0}, v_{0}^{\prime}$ ) appartient donc à $\mathscr{S} \cap E_{\alpha, p}$, et $u$ est donnée par l'expression (2.47).
Réciproquement si ( $v_{0}, v_{0}^{\prime}$ ) appartient à $\mathscr{S} \cap E_{\alpha, p}$, il leur correspond par $\varsigma^{-1}$ un réel $x_{0}$ positif tel que $\left(v_{0}, v_{0}^{\prime}\right)=\sigma\left(x_{0}\right)$, et la fonction $u$ définie par (2.47) est solution de $\mathscr{2}_{\alpha, p}$.

Nous sommes donc ramenés à étudier le nombre de solutions du problème

$$
\begin{equation*}
\left(v_{0}, v_{0}^{\prime}\right) \in \mathscr{S} \cap E_{\alpha, p} \tag{2.50}
\end{equation*}
$$

en fonction du paramètre $\alpha^{2} p$. C'est un système non linéaire de deux relations à deux inconnues; l'une, $E_{\alpha, p}$, est connue exactement, et nous approcherons $\mathscr{S}$ numériquement.
2.2. Etude numérique du système non linéaire reliant $\boldsymbol{v}_{\mathbf{0}}$ et $\boldsymbol{v}_{\mathbf{0}}^{\prime}$. Nous commençons par étudier l'approximation numérique de $v^{*}\left(x_{0} ; \cdot\right)$. Un pas $h$ de discrétisation étant donné, nous approchons $v^{*}\left(x_{0} ; \cdot\right)$ par $v_{h}^{*}\left(x_{0} ; \cdot\right)$ définie de la manière suivante:

Nous discrétisons l'équation différentielle $-v^{\prime \prime}+x v-v^{3}=0$ sur $[0,+\infty[$ par un schéma aux différences finies centré.

$$
\begin{align*}
& -\frac{v_{i+1}-2 v_{i}+v_{i-1}}{h}+x_{i} v_{i}-v_{i}^{3}=0 \\
& x_{i}=x_{0}+\varepsilon i h  \tag{2.51}\\
& v_{i} \sim v^{*}\left(x_{0} ; x_{i}\right)
\end{align*}
$$

$\varepsilon$ prend la valeur +1 ou -1 selon qu'on se place sur $\left[0, x_{0}\right]$ ou $\left[x_{0},+\infty\right]$.

1. D'après le lemme 2.5 , nous avons un encadrement de $\gamma^{*}\left(x_{0}\right)$ et de $v^{*}\left(x_{0} ; \cdot\right)$ sur $\left[x_{0},+\infty\left[\right.\right.$. Ces propriétés nous permettent de calculer une approximation $\gamma_{h}^{*}\left(x_{0}\right)$ de $\gamma^{*}\left(x_{0}\right)$ avec toute la précision souhaitée, et $v_{h}^{*}\left(x_{0} ; \cdot\right)$ sur $\left[x_{0}, x_{0}+A\right.$ [ à l'aide du schéma (2.51).
2. Nous calculons $v_{h}^{*}\left(x_{0} ; \cdot\right)$ sur $\left[0, x_{0}\right]$ comme solution de l'équation (2.51), associée aux valeurs de Cauchy ( $v^{*}\left(x_{0} ; x_{0}\right), \gamma_{h}^{*}\left(x_{0}\right)$ ).
3. Nous traçons les courbes représentant $v_{h}^{*}\left(x_{0} ; \cdot\right)$ pour différentes valeurs du paramètre $x_{0}$ (voir figure 18).

$x_{0}=1 . v_{h}^{*}\left(x_{0} ; \cdot\right)$ est strictement décroissante sur $[0,+\infty[$.

$x_{0}=1.6$. Naissance $d$ 'une oscillation.

$x_{0}=7 . v_{h}^{*}\left(x_{0} ; \cdot\right)$ a 2 oscillations.
Fig. 18. Représentation de la solution approchée de $\mathscr{2}_{R}^{+}$pour différentes valeurs de $x_{0}$, pour un pas de discrétisation $h=\frac{1}{100}$.

$x_{0}=15$. Le nombre d'oscillations crô̂t avec $x_{0}$.
Fig. 18 (continued).


Fig. 19. Représentation de l'approximation $\mathscr{S}_{h}$ de $\mathscr{S}$.

Tant que $x_{0}$ reste petit, $v_{h}^{*}$ est décroissante sur $\left[0, x_{0}\right]$. Pour une valeur de $x_{0}$ proche de 1, il apparaît une oscillation. Puis, lorsque $x_{0}$ grandit, le nombre d'oscillations de $v_{h}^{*}\left(x_{0} ; \cdot\right)$ sur $\left[0, x_{0}\right]$ grandit. Pour $x \geqq x_{0}, v_{h}^{*}\left(x_{0} ; \cdot\right)$ est décroissante et tend vers zéro de plus en plus rapidement lorsque $x_{0}$ croit. Tout ceci correspond bien aux résultats démontrés précédemment.

Nous représentons ci-dessous l'image par l'application $\Delta_{h}$ du segment [0, 20].

$$
\mathscr{S}_{h}=\left\{\left(v_{h}^{*}\left(x_{0} ; 0\right), \frac{d v_{h}^{*}}{d x}\left(x_{0} ; 0\right)\right) ; x_{0} \in[0,20]\right\} ;
$$

${ }^{s_{h}}\left(x_{0}\right)$ a été calculé pour des valeurs de $x_{0}$ variant de 0 à 20 par pas de $\frac{1}{100}$ (voir figure 19).

La fonction $\left|s_{h}\left(x_{0}\right)\right|$ croit: $\mathscr{S}_{h}$ est une spirale qui se déroule;celà est du au fait que lorsque $x_{0}$ est grand, $v_{h}^{*}\left(x_{0} ; \cdot\right)$ oscille de plus en plus sur [ $0, x_{0}$ ].

Nous n'avons pas d'estimation d'erreur sur $\mathscr{S}_{h}$, mais nous avons fait le calcul numérique pour différentes valeurs du pas de discrétisation: $h=\frac{1}{100}, h=\frac{1}{500}, h=\frac{1}{1000}$ : les courbes sont strictement superposables: $\mathscr{S}_{h}$ semble donc constituer, pour $x_{0}$ variant entre 0 et 20 , une bonne approximation de $\mathscr{S}$.

Par ailleurs nous n'avons pas pu établir le comportement asymptotique de $\mathscr{S}\left(x_{0}\right)$ : la nécessité de prendre un pas de plus en plus petit augmente notablement le volume des calculs et en limite le fiabilité: nous ne savons donc pas s'il existe un cycle limite ou si, au contraire, $\left|\sigma_{h}\left(x_{0}\right)\right|$ tend vers l'infini avec $x_{0}$.

Revenons maintenant au nombre de solutions du problème $\mathscr{2}_{\alpha, p}$. Il est donné, rappelons le, par le nombre d'éléments ( $v_{0}, v_{0}^{\prime}$ ) dans l'intersection de $\mathscr{S}$ et $E_{\alpha, p}$. Dans la mesure où $\mathscr{S}_{h}$ est une approximation de $\mathscr{S}$, il est donné par le nombre d'éléments dans $\mathscr{S}_{h} \cap E_{\alpha, p}$. Nous avons représenté ci-dessous $\mathscr{S}_{h}$ et les ellipses $E_{\alpha, p}$ pour des valeurs du paramètre $\alpha^{2} p$ croissant entre 1 et 5 (voir figure 20).


Fig. 20. Représentation de $\mathscr{S}_{h} \cap E_{\alpha, p}$ pour $\alpha^{2} p=1,3,5$.
Lorsque $\alpha^{2} p$ varie, il y a toujours au moins un élément dans $\mathscr{S}_{h} \cap E_{\alpha, p}$. Plus $\alpha^{2} p$ est grand, plus il y a d'éléments dans l'intersection. Par contre nous ne savons pas s'il existe une valeur limite de $\alpha^{2} p$ au-dessus de laquelle $\mathscr{S}_{h} \cap E_{\alpha, p}$ contient une infinité d'éléments.

Rappelons que nous avons pris toutes les précautions pour que $\mathscr{S}_{h}$ soit une "bonne" approximation de $\mathscr{S}$. Dans cette mesure, il semble que:

Le problème $\mathscr{2}_{\alpha, p}$ admet toujours au moins une solution. Lorsque p $\alpha^{2}$ grandit, le nombre des solutions croit comme le montre la figure 14. L'ensemble des solutions peut être paramétré par $\left\{x_{i}\right\}_{i=1, I}$ et plus $x_{i}$ est grand, plus la solution associée oscille.
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# SHOCK LAYERS IN PERTURBED SYSTEMS RELATED TO STEADY CONSERVATION LAWS* 
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#### Abstract

Singular perturbation techniques are used to determine the locations of shock layers in steady solutions of a hyperbolic system to which viscosity terms have been added.
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1. Introduction. As a prelude to a study of the existence, asymptotic behavior and stability of solutions of initial-boundary value problems for the weakly coupled system

$$
\begin{equation*}
{\underset{\sim}{t}}_{u_{t}}+\operatorname{diag}\left\{f_{1}(\underset{\sim}{u}), \cdots, f_{n}(\underset{\sim}{u})\right\}{\underset{\sim}{u}}_{x}=\varepsilon{\underset{\sim}{u}}_{x x}, \tag{IBVP}
\end{equation*}
$$

we consider the associated steady boundary value problem

$$
\begin{gather*}
\varepsilon \underset{\sim}{u} x x=\operatorname{diag}\left\{f_{1}(\underset{\sim}{u}), \cdots, f_{n}(\underset{\sim}{u})\right\} \underset{\sim}{u}, \quad a<x<b, \\
\underset{\sim}{u}(a, \varepsilon)=\underset{\sim}{A}, \quad \underset{\sim}{u}(b, \varepsilon)=\underset{\sim}{B}, \tag{BVP}
\end{gather*}
$$

as the positive perturbation parameter $\varepsilon$ tends to zero. The steady problem is of course much simpler than the time-dependent one, and so it is a natural starting point for the investigation of the structure of solutions of (IBVP), some of which evolve as $t \rightarrow \infty$ into solutions of (BVP). Despite its relative simplicity, though, (BVP) has solutions with interesting features, including boundary layers and interior (shock) layers. Shock layers connect different constant equilibrium states, and in a multicomponent system like (BVP), the location of such a layer in one component usually depends on the occurrence or nonoccurrence of interior layers in the other components. Thus the theory for (BVP) is inherently more complicated than the well-known theory for its scalar counterparts $\left(S_{1}\right) \varepsilon u_{x x}=f(u) u_{x}$ or $\left(S_{2}\right) \varepsilon u_{x x}=f(x, u) u_{x}+g(x, u)$.

Before turning to our treatment of (BVP), let us review briefly some of the previous work on (BVP) and (IBVP). The scalar theory for $\left(S_{1}\right)$ and ( $S_{2}$ ) is now fairly well in hand; see, for example, [16, Chap. 5], [9, Chap. 2] and [4]. Using some of these results, O'Malley [17], [18], O'Donnell [13], [15] and the author [6], [7] have studied the Dirichlet problem for the more general steady system $\varepsilon{\underset{\sim}{u x}}^{x}=F(x, \underset{\sim}{u}){\underset{\sim}{x}}_{x}+g(x, \underset{\sim}{u})$, where either $F(x, \underset{\sim}{u})=\operatorname{diag}\left\{f_{1}(x, \underset{\sim}{u}), \cdots, f_{n}(x, \underset{\sim}{u})\right\}$ or $F$ is an arbitrary $(n \times n)$-matrix-valued function. In the present treatment of (BVP) we make extensive use of many of O'Donnell's ideas, and we generalize his results on the occurrence of shock layers by allowing shocks in different components at the same point. Turning to the time-dependent problem (IBVP), we note that the scalar version has been studied by a number of authors; cf. for example [9, Chap. 4], [20, Part I], [3] and [8] and the references contained therein. Less is known about the general problem (IBVP), but some representative results can be found in [10], [19, Part III], [11] and [6].

[^14]2. The componentwise theory. The work of O'Donnell [14], [15] (cf. also [1, Chap. 7]) is concerned, in part, with the Dirichlet problem on ( $a, b$ )
\[

$$
\begin{gather*}
\varepsilon u_{i}^{\prime \prime}=f_{i}\left(x, u_{1}, \cdots, u_{n}\right) u_{i}^{\prime}+g_{i}\left(x, u_{1}, \cdots, u_{n}\right),  \tag{DP}\\
u_{i}(a, \varepsilon)=A_{i}, \quad u_{i}(b, \varepsilon)=B_{i}
\end{gather*}
$$
\]

where ${ }^{\prime}=d / d x$ and $i=1, \cdots, n$. Under the principal assumption that the reduced system $f_{i}(x, \underset{\sim}{u}) u_{i}^{\prime}+g_{i}(x, \underset{\sim}{u})=0$ has solutions $u_{i}=U_{i}(x)$ that satisfy this system in the strong sense that

$$
\begin{equation*}
f_{i}\left(x, u_{1}, \cdots, U_{i}(x), \cdots, u_{n}\right) U_{i}^{\prime}(x)+g_{i}\left(x, u_{1}, \cdots, U_{i}(x), \cdots, u_{n}\right)=0 \tag{2.1}
\end{equation*}
$$

for all values of $u_{j}(j \neq i)$ in some domain of interest, he is able to prove the existence of solutions of (DP) as $\varepsilon \rightarrow 0$ which are close to certain reduced solutions $\underset{\sim}{U}$ in most of [ $a, b$ ]. In neighborhoods of the boundaries and/or interior points, however, such reduced solutions often must be supplemented with layer terms that allow either a boundary condition to be satisfied (boundary layer term) or a smooth transition from one reduced solution to another to take place (shock layer term).

To be more precise, let us look first for solutions of (DP) that exhibit boundary layer behavior at $x=a$; analogous results for boundary layer behavior at $x=b$ then follow by making the change of variable $x \rightarrow b+a-x$. We begin with the assumption that the reduced problem

$$
f_{i}(x, \underset{\sim}{u}) u_{i}^{\prime}+g_{i}(x, \underset{\sim}{u})=0, \quad u_{i}(b)=B_{i}
$$

has a solution $\underset{\sim}{U}=\left(U_{1}(x), \cdots, U_{n}(x)\right)$ of class $C^{(2)}([a, b])$, and we define the regions for $i=1, \cdots, n$

$$
\mathscr{D}_{i}=\left\{u_{i}:\left|u_{i}-U_{i}(x)\right| \leqq d_{i}(x)\right\},
$$

where each $d_{i}$ is a smooth positive function such that $d_{i}(x) \equiv\left|A_{i}-U_{i}(a)\right|+\delta$ for $x$ in $[a, a+\delta / 2]$ and $d_{i}(x) \equiv \delta$ for $x$ in $[a+\delta, b]$, with $\delta$ a small positive constant. Each of the regions $\mathscr{D}_{i}$ is thus a $\delta$-tube around $U_{i}(x)$ that widens near $x=a$ to include a boundary layer of size $\left|A_{i}-U_{i}(a)\right|+\delta$, since, in general, $U_{i}(a) \neq A_{i}$. It is within the region $\mathscr{D}=\prod_{i=1}^{n} \mathscr{D}_{i}$ that we look for a solution of (DP) by imposing further conditions on $f_{i}(x, \underset{\sim}{u})$ in $[a, b] \times \mathscr{D}$. The second assumption is that $\underset{\sim}{U}$ additionally satisfies the reduced system in the stronger sense that (2.1) obtains for all $u_{j}(j \neq i)$ in $\mathscr{D}_{j}$. This assumption allows us to decouple the system, and thereby apply the extensive scalar theory to the problem (DP) componentwise. Finally we require $\underset{\sim}{U}$ to be attractive in the sense that there exist positive constants $k_{i}$ such that for $x$ in $[a, b]$

$$
f_{i}\left(x, u_{1}, \cdots, U_{i}(x), \cdots, u_{n}\right) \leqq-k_{i}<0
$$

for all $u_{j}(j \neq i)$ in $\mathscr{D}_{j}$. In particular, we must have $f_{i}(x, \underset{\sim}{U}(x)) \leqq-k_{i}<0$ in $[a, b]$, and so these inequalities imply that $\underset{\sim}{U}$ is necessarily asymptotically stable in the linear approximation. To see this, note that the perturbation $w_{i}=u_{i}-U_{i}$ satisfies approximately the equation $\varepsilon w_{i}^{\prime \prime}=f_{i}(x, \underset{\sim}{U}+\underset{\sim}{w}) w_{i}^{\prime}$ and the terminal condition $w_{i}(b, \varepsilon)=0$, since $U_{i}$ is a solution of the reduced problem; hence, $w_{i}(x, \varepsilon)=\mathcal{O}\left(\left|A_{i}-U_{i}(a)\right| \exp \left[-k_{i}(x-\right.\right.$ $a) / \varepsilon]$ ) for $x$ in $[a, b]$ as $\varepsilon \rightarrow 0$. Then under these assumptions it follows from a continuity argument that the problem (DP) has a solution $\underset{\sim}{u}=\left(u_{1}, \cdots, u_{n}\right)(x, \varepsilon)$ as $\varepsilon \rightarrow 0$ which is close to $\left(U_{1}(x), \cdots, U_{n}(x)\right)$ in $[a+\delta, b]$, provided the "boundary layer jumps" $\left|A_{i}-U_{i}(a)\right|$ are sufficiently small. Estimates for the maximum allowable sizes of these jumps are given by O'Donnell [13] (cf. also [1, Chap. 7]) in the form of the integral
conditions: if $U_{i}(a) \neq A_{i}$ then

$$
\begin{equation*}
\left(U_{i}(a)-A_{i}\right) \int_{U_{i}(a)}^{\xi} f_{i}\left(a, A_{1}, \cdots, A_{i-1}, s, A_{i+1}, \cdots, A_{n}\right) d s>0 \tag{2.2}
\end{equation*}
$$

for all values of $\xi$ between $U_{i}(a)$ and $A_{i}, \xi \neq U_{i}(a)$. Such conditions generalize the well-known integral condition of Coddington and Levinson [2] (cf. also [4]) for the scalar equation ( $S_{2}$ ), and they are the starting point for our investigation in $\S 4$ of shock layers in solutions of (BVP). The usefulness of (2.2) is easily seen by examining a scalar problem like $\varepsilon u^{\prime \prime}=-u u^{\prime}+u, u(0, \varepsilon)=A, u(1, \varepsilon)=B$; cf. [4], [9, Chap. 2]. Suppose that $B>1$. Then $U(x)=x+B-1$ is the solution of the reduced problem $u u^{\prime}=u, u(1)=B$, and it is attractive in the sense that $f(U(x)) \leqq-(B-1)<0$ in $[0,1]$ for $f(u)=-u$. Now if $A>0$ then $f(u)<0$ for all values of $u$ between $A$ and $B-1$, and so we know that the solution of this problem has a boundary layer at $x=0$, that is, (*) $\lim _{\varepsilon \rightarrow 0} u(x, \varepsilon)=x+B-1$ in $[\delta, 1]$. On the other hand, if $A \leqq 0$ then this inequality on $f$ does not obtain for all such values of $u$, and we might be tempted to conclude that (*) does not obtain. However, we see that (*) is valid provided $A>-(B-1)$, since condition (2.2) is satisfied with this restriction on $A \leqq 0$. Thus it is the "integrated" effect of $f$ in the boundary layer, as measured by (2.2), that determines if there is a boundary layer relative to the attractive reduced solution $U$. The $n$ conditions in (2.2) are an extension of this basic fact to the system (DP).

Let us illustrate O'Donnell's approach by considering next solutions of (DP) in which there is a shock layer in just the $k$ th component. Our basic assumption is that the reduced system has two $C^{(2)}$-solutions ${\underset{\sim}{u}}_{L}=\left(U_{1}(x), \cdots, U_{k-1}(x), \quad U_{L}(x)\right.$, $\left.U_{k+1}(x), \cdots, U_{n}(x)\right)$ and ${\underset{\sim}{U}}_{R}^{u}=\left(U_{1}(x), \cdots, U_{k-1}(x), U_{R}(x), U_{k+1}(x), \cdots, U_{n}(x)\right)$ which exist in [a,b] and satisfy $U_{i}(a)=A_{i}$ and $U_{i}(b)=B_{i}$ for $i \neq k, U_{L}<U_{R}, U_{L}(a)=A_{k}$ and $U_{R}(b)=B_{k}$. In addition, we assume that ${\underset{\sim}{u}}_{L}$ and ${\underset{\sim}{u}}_{R}$ satisfy the reduced system in the stronger sense that for $i \neq k$ (2.1) obtains in $(a, b)$ for all values of $u_{j}(j \neq i)$ in $\tilde{\mathscr{D}}_{j}$. (Here $\tilde{\mathscr{D}}_{i}=\left\{u_{i}:\left|u_{i}-U_{i}(x)\right| \leqq \delta\right\}$ for $i \neq k$ and $\mathscr{\mathscr { D }}_{k}=\left\{u_{k}: U_{L}(x)-\delta \leqq u_{k} \leqq U_{R}(x)+\delta\right\}$.) For $i=k$ we assume that in $(a, b)$

$$
f_{k}\left(x, u_{1}, \cdots, \nu, \cdots, u_{n}\right) \nu^{\prime}+g_{k}\left(x, u_{1}, \cdots, \nu, \cdots, u_{n}\right)=0
$$

for $\nu=U_{L}$ or $U_{R}$ and for all values of $u_{j}(j \neq k)$ in $\tilde{\mathscr{D}}_{j}$. We can guarantee that these solutions are attractive by assuming also that, for $i \neq k$,

$$
\left|f_{i}\left(x, u_{1}, \cdots, U_{i}(x), \cdots, u_{n}\right)\right|>0
$$

and that there exists a positive constant $K$ for which

$$
f_{k}\left(x, u_{1}, \cdots, U_{L}(x), \cdots, u_{n}\right) \geqq K>0, \quad f_{k}\left(x, u_{1}, \cdots, U_{R}(x), \cdots, u_{n}\right) \leqq-K<0
$$

in the regions defined above. Then the theory [13], [6] implies that (DP) has a solution $\underset{\sim}{u}=\underset{\sim}{u}(x, \varepsilon)$ as $\varepsilon \rightarrow 0$ such that for $i \neq k$

$$
\lim _{\varepsilon \rightarrow 0} u_{i}(x, \varepsilon)=U_{i}(x) \quad \text { in }[a, b]
$$

and

$$
\lim _{\varepsilon \rightarrow 0} u_{k}(x, \varepsilon)= \begin{cases}U_{L}(x) & \text { in }\left[a, x_{0}-\delta\right], \\ U_{R}(x) & \text { in }\left[x_{0}+\delta, b\right]\end{cases}
$$

provided the "shock strength" $\left|U_{L}\left(x_{0}\right)-U_{R}\left(x_{0}\right)\right|$ is sufficiently small. The location $x_{0}$ of the shock layer is determined as a solution $x=x_{0}$ of the functional equation

$$
J[x]=\int_{U_{L}(x)}^{U_{R}(x)} f_{k}\left(x, U_{1}(x), \cdots, U_{k-1}(x), s, U_{k+1}(x), \cdots, U_{n}(x)\right) d s=0
$$

which also satisfies $J^{\prime}\left[x_{0}\right] \neq 0$. This result can be extended in an obvious way to cases in which there are shock layers in different components of the solution at distinct points. The example $\varepsilon u^{\prime \prime}=-u u^{\prime}+u, u(0, \varepsilon)=A, u(1, \varepsilon)=B$, again provides us with a good illustration of this result; cf. [4], [9, Chap. 2]. We saw above that if $B>1$ then the function $U_{R}(x)=x+B-1$ is the solution of the reduced problem $u u^{\prime}=u, u(1)=B$, which satisfies $f\left(U_{R}(x)\right)<0$ in $[0,1]$ for $f(u)=-u$. Similarly, if $A<-1$ then the function $U_{L}(x)=x+A$ is the solution of the left-hand reduced problem $u u^{\prime}=u, u(0)=A$, and by virtue of the restriction on $A, f\left(U_{L}(x)\right)>0$ in $[0,1]$. Now if $A<-(B-1)$ then the integral condition (2.2) does not obtain, and if $B>-(A+1)$ then the integral condition corresponding to (2.2) at $x=1$ also does not obtain. Thus if $A<-1, B>1$ and $|A+B|<1$ then boundary layer behavior relative to $U_{L}$ or $U_{R}$ is impossible; however, for these values of $A$ and $B$,

$$
J[x]=\int_{x+A}^{x+B-1}(-s) d s=0 \quad \text { at } x=x_{0}=(1-B-A) / 2
$$

in $(0,1)$ and $J^{\prime}\left[x_{0}\right] \neq 0$. The solution of the example is therefore a shock layer joining $U_{L}(x)$ and $U_{R}(x)$ at the point $x_{0}$. This should come as no surprise since the relation $(\dagger)$, that is, $U_{L}^{2}\left(x_{0}\right)=U_{R}^{2}\left(x_{0}\right)$ or $U_{L}\left(x_{0}\right)+U_{R}\left(x_{0}\right)=0$, is nothing more than the Rankine-Hugoniot condition for a stationary shock wave at $x_{0}$; cf. [10, §2], [20, Chap. 2].

O'Donnell's shock layer theory does not apply to an autonomous problem like (BVP) since attractive reduced solutions are constants, and the functional $J$ is thereby independent of $x$. In addition, his theory for (DP) is unable to describe what happens when there is a shock layer in two or more components at the same point, because this is no longer a scalar phenomenon. It turns out that we can now provide a shock layer theory for (BVP) which complements O'Donnell's boundary layer theory and which covers the occurrence of a shock layer in several components at the same point. Before doing so we review briefly the scalar theory for $\left(S_{1}\right)$.
3. Shock layer theory for $\left(\boldsymbol{S}_{\mathbf{1}}\right)$. The occurrence of shock layers in solutions of the scalar boundary value problem

$$
\begin{align*}
& \varepsilon u^{\prime \prime}=f(u) u^{\prime}, \quad 0<x<1  \tag{1}\\
& u(0, \varepsilon)=A, \quad u(1, \varepsilon)=B, \quad A<B
\end{align*}
$$

has been considered in [5] and [12]. (In this and the following sections we replace, without loss of generality, the finite interval $[a, b]$ with $[0,1]$, so as to simplify some of our formulas.) Let us recall briefly the results in [5].

Suppose that the function $f$ is continuous for all $u$ in $[A, B]$ and that the states $U_{L} \equiv A$ and $U_{R} \equiv B$ are such that $f(A)>0$ and $f(B)<0$. Then if $F(A)<F(B)[F(A)>$ $F(B)]$, for $F$ an antiderivative of $f$, there is a boundary layer at $x=1[x=0]$, that is, the solution $u=u(x, \varepsilon)$ of $\left(\mathrm{S}_{1}\right)$ satisfies $\lim _{\varepsilon \rightarrow 0} u(x, \varepsilon)=A, 0 \leqq x \leqq 1-\delta\left[\lim _{\varepsilon \rightarrow 0} u(x, \varepsilon)=B\right.$, $\delta \leqq x \leqq 1](0<\delta<1)$. This follows by virtue of the corresponding integral conditions (2.2), expressed now in terms of $F$. Consequently, if $F(A)=F(B)$ (the RankineHugoniot relation) boundary layer behavior is impossible, and there must be a shock
layer in $(0,1)$ joining $A$ and $B$; indeed, the solution $\left(\mathrm{S}_{1}\right)$ satisfies

$$
\lim _{\varepsilon \rightarrow 0} u(x, \varepsilon)= \begin{cases}A, & 0 \leqq x \leqq x_{0}-\delta  \tag{3.1}\\ B, & x_{0}+\delta \leqq x \leqq 1\end{cases}
$$

where $x_{0}=f(B) /(f(B)-f(A))$ (in ( 0,1$)$ ) is the location of the shock layer. To see this, note that such a solution satisfies $u^{\prime}(x)>0$ in $[0,1]$, since $u^{\prime}(x)=$ (const) $\exp \left[\int^{x} f(u(s)) d s\right]$. Thus ( $\left.\mathbf{S}_{1}\right)$ can be rewritten as $\varepsilon u^{\prime \prime} / u^{\prime}=f(u)$, that is, $\varepsilon\left[\ln u^{\prime}\right]^{\prime}$ $=f(u)$. Integrating this equation from $x=0$ to $x=x_{0}$, and from $x=x_{0}$ to $x=1$, we obtain the two equations

$$
\begin{align*}
& \varepsilon\left[\ln u^{\prime}\left(x_{0}\right)-\ln u^{\prime}(0)\right]=\int_{0}^{x_{0}} f(u(s)) d s  \tag{3.2}\\
& \varepsilon\left[\ln u^{\prime}(1)-\ln u^{\prime}\left(x_{0}\right)\right]=\int_{x_{0}}^{1} f(u(s)) d s \tag{3.3}
\end{align*}
$$

Since $F(A)=F(B)$ it follows by integrating both sides of $\left(\mathrm{S}_{1}\right)$ from $x=0$ to $x=1$ and using the boundary conditions that $u^{\prime}(0)=u^{\prime}(1)$. Thus, adding (3.2) and (3.3) together, we have that

$$
\begin{equation*}
\int_{0}^{x_{0}} f(u(s)) d s+\int_{x_{0}}^{1} f(u(s)) d s=0 . \tag{3.4}
\end{equation*}
$$

By virtue of (3.1) $u \rightarrow A$ on $\left(0, x_{0}\right)$ and $u \rightarrow B$ on ( $x_{0}, 1$ ) as $\varepsilon \rightarrow 0$, and so by the continuity of $f$ and the Dominated Convergence Theorem, it follows from (3.4) that $f(A) x_{0}+f(B)\left(1-x_{0}\right)=0$, that is, $x_{0}=f(B) /(f(B)-f(A))$.

Simple arguments such as these allow us to study the occurrence of shock layers in the more general problem (BVP), to which we now turn.
4. Shock layer theory for (BVP). Let us consider finally the occurrence of shock layers in solutions of the problem
(BVP)

$$
\begin{aligned}
& \varepsilon u_{i}^{\prime \prime}=f_{i}\left(u_{1}, \cdots, u_{n}\right) u_{i}^{\prime}, \quad 0<x<1 \\
& u_{i}(0, \varepsilon)=A_{i}, u_{i}(1, \varepsilon)=B_{i}, \quad A_{i}<B_{i}
\end{aligned}
$$

where the functions $f_{i}$ are continuous for all $\left(u_{1}, \cdots, u_{n}\right)$ in $\prod_{i=1}^{n}\left[A_{i}, B_{i}\right]$. Then (BVP) has a solution $\underset{\sim}{u}=\left(u_{1}, \cdots, u_{n}\right)$ of class $C^{(2)}([0,1])$ for each $\varepsilon>0$ that satisfies $A_{i} \leqq$ $u_{i}(x, \varepsilon) \leqq B_{i}$ and $u_{i}^{\prime}(x, \varepsilon)>0$ in $[0,1]$ for $i=1, \cdots, n$, since $\Pi_{i=1}^{n}\left[A_{i}, B_{i}\right]$ is an invariant region (cf. [19, Chap. 14]) and $u_{x}^{\prime}=($ const $) \exp \left[\int^{x} f_{i}\left(u_{1}(s), \cdots, u_{n}(s)\right) d s\right]$.

In order to discuss our results in the simplest setting possible, we examine first the two-dimensional system

$$
\begin{array}{lll}
\varepsilon u_{1}^{\prime \prime}=f_{1}\left(u_{1}, u_{2}\right) u_{1}^{\prime}, & u_{1}(0, \varepsilon)=A_{1}, & u_{1}(1, \varepsilon)=B_{1}  \tag{P}\\
\varepsilon u_{2}^{\prime \prime}=f_{2}\left(u_{1}, u_{2}\right) u_{2}^{\prime}, & u_{2}(0, \varepsilon)=A_{2}, & u_{2}(1, \varepsilon)=B_{2}
\end{array}
$$

The theory of $\S 2$ tells us, for instance, that if $B_{1}, B_{2}$ are such that

$$
\begin{array}{ll}
f_{1}\left(B_{1}, \mu\right)<0 & \text { for all } \mu \text { in }\left[A_{2}, B_{2}\right]  \tag{4.1}\\
f_{2}\left(\lambda, B_{2}\right)<0 & \text { for all } \lambda \text { in }\left[A_{1}, B_{1}\right]
\end{array}
$$

then there is a solution of ( P ) as $\varepsilon \rightarrow 0$ with boundary layers (in both components) at $x=0$, provided

$$
\begin{array}{ll}
\int_{B_{1}}^{\xi} f_{1}\left(s, A_{2}\right) d s>0 & \text { for } \xi \text { in }\left[A_{1}, B_{1}\right), \\
\int_{B_{2}}^{\eta} f_{2}\left(A_{1}, s\right) d s>0 & \text { for } \eta \text { in }\left[A_{2}, B_{2}\right) . \tag{4.2}
\end{array}
$$

In other words, we have that

$$
\lim _{\varepsilon \rightarrow 0}\left(u_{1}(x, \varepsilon), u_{2}(x, \varepsilon)\right)=\left(B_{1}, B_{2}\right) \quad \text { in }[\delta, 1] .
$$

Similarly, if $A_{1}, A_{2}$ are such that

$$
\begin{equation*}
f_{1}\left(A_{1}, \mu\right)>0 \quad \text { and } \quad f_{2}\left(\lambda, A_{2}\right)>0 \tag{4.3}
\end{equation*}
$$

for the ranges of $\lambda$ and $\mu$ in (4.1), and

$$
\begin{array}{ll}
\int_{A_{1}}^{\xi} f_{1}\left(s, B_{2}\right) d s>0 & \text { for } \xi \text { in }\left(A_{1}, B_{1}\right], \\
\int_{A_{2}}^{\eta} f_{2}\left(B_{1}, s\right) d s>0 & \text { for } \eta \text { in }\left(A_{2}, B_{2}\right], \tag{4.4}
\end{array}
$$

then there is a solution of $(\mathrm{P})$ as $\varepsilon \rightarrow 0$ with boundary layers (in both components) at $x=1$. In other words, we have that

$$
\lim _{\varepsilon \rightarrow 0}\left(u_{1}(x, \varepsilon), u_{2}(x, \varepsilon)\right)=\left(A_{1}, A_{2}\right) \quad \text { in }[0,1-\delta] .
$$

Finally under the appropriate combination of the integral inequalities there are solutions of $(\mathrm{P})$ as $\varepsilon \rightarrow 0$ with a boundary layer at $x=0$ in one component and a boundary layer at $x=1$ in the other.

Suppose now that we look for a solution of (P) whose $i$ th component has only a shock layer at $x_{i}$ in $(0,1)$, that is,

$$
\lim _{\varepsilon \rightarrow 0} u_{i}(x, \varepsilon)= \begin{cases}A_{i}, & 0 \leqq x \leqq x-\delta  \tag{4.5}\\ B_{i}, & x_{i}+\delta \leqq x \leqq 1\end{cases}
$$

Our basic result is contained in the following
Theorem 1. Assume that the reduced solutions ${\underset{\sim}{L}}^{L}=\left(A_{1}, A_{2}\right)$ and $U_{R}=\left(B_{1}, B_{2}\right)$ are attractive in the sense that the inequalities (4.1) and (4.3) obtain for the stated values of $\lambda$ and $\mu$. Assume also that

$$
F_{1}\left(B_{1}, A_{2}\right) \geqq F_{1}\left(A_{1}, A_{2}\right)
$$

and

$$
F_{1}\left(B_{1}, B_{2}\right) \leqq F_{1}\left(A_{1}, B_{2}\right),
$$

where $F_{1}\left(\cdot, A_{2}\right.$ or $\left.B_{2}\right)$ is an antiderivative of $f_{1}\left(\cdot, A_{2}\right.$ or $\left.B_{2}\right)$ and that

$$
F_{2}\left(A_{1}, B_{2}\right) \geqq F_{2}\left(A_{1}, A_{2}\right)
$$

and

$$
F_{2}\left(B_{1}, B_{2}\right) \leqq F_{2}\left(B_{1}, A_{2}\right),
$$

where $F_{2}\left(A_{1}\right.$ or $\left.B_{1}, \cdot\right)$ is an antiderivative of $f_{2}\left(A_{1}\right.$ or $\left.B_{1}, \cdot\right)$. Then for these boundary values there is a solution ( $u_{1}, u_{2}$ ) of ( P ) as $\varepsilon \rightarrow 0$ whose ith component satisfies the limiting relation (4.5).

Proof. For this choice of boundary values we know that there is a solution $\underset{\sim}{u}$ of (P) as a consequence of the fact that the rectangle $\left[A_{1}, B_{1}\right] \times\left[A_{2}, B_{2}\right]$ is invariant with respect to (P); cf. [19, Chap. 14]. However boundary layer behavior is impossible, since none of the boundary layer inequalities in (4.2) and (4.4) obtains by virtue of the inequalities involving $F_{1}$ and $F_{2}$. Consequently each component $u_{i}$ of $\underset{\sim}{u}$ has a shock layer at $x_{i}$ in $(0,1)$.

It remains for us to determine the locations $x_{i}$. We begin by noting that $\varepsilon\left\{\ln u_{i}^{\prime}(1)\right.$ $\left.-\ln u_{i}^{\prime}(0)\right\} \rightarrow 0$ as $\varepsilon \rightarrow 0$, since ${\underset{\sim}{L}}$ and ${\underset{\sim}{X}}$ are constant vectors that satisfy the system (P) in $(0,1)$ and the boundary conditions at $x=0$ and $x=1$, respectively. Suppose, for definiteness, that $x_{1} \leqq x_{2}$. Then by arguing as in $\S 3$ we see that for $i=1,2$

$$
\begin{align*}
0 & \sim \int_{0}^{1} f_{i}\left(u_{1}(s), u_{2}(s)\right) d s  \tag{4.6}\\
& \sim \int_{0}^{x_{1}} f_{i}\left(A_{1}, A_{2}\right) d s+\int_{x_{1}}^{x_{2}} f_{i}\left(B_{1}, A_{2}\right) d s+\int_{x_{2}}^{1} f_{i}\left(B_{1}, B_{2}\right) d d s \\
& =f_{i}\left(A_{1}, A_{2}\right) x_{1}+f_{i}\left(B_{1}, A_{2}\right)\left(x_{2}-x_{1}\right)+f_{i}\left(B_{1}, B_{2}\right)\left(1-x_{2}\right) .
\end{align*}
$$

Suppose we consider first the case when $x_{1}=x_{2}=x_{0}$, that is, both components have a shock layer at the same point. Then (4.6) implies that for $i=1,2$

$$
\left[-f_{i}\left(A_{1}, A_{2}\right)+f_{i}\left(B_{1}, B_{2}\right)\right] x_{0}=f_{i}\left(B_{1}, B_{2}\right) ;
$$

whence,

$$
\begin{aligned}
x_{0} & =f_{1}\left(B_{1}, B_{2}\right) /\left(f_{1}\left(B_{1}, B_{2}\right)-f_{1}\left(A_{1}, A_{2}\right)\right) \\
& =f_{2}\left(B_{1}, B_{2}\right) /\left(f_{2}\left(B_{1}, B_{2}\right)-f_{2}\left(A_{1}, A_{2}\right)\right),
\end{aligned}
$$

provided that

$$
f_{1}\left(A_{1}, A_{2}\right) f_{2}\left(B_{1}, B_{2}\right)=f_{1}\left(B_{1}, B_{2}\right) f_{2}\left(A_{1}, A_{2}\right)
$$

The point $x_{0}$ lies in $(0,1)$ by virtue of the inequalities (4.1) and (4.3). Thus for such boundary values the problem (P) has a solution as $\varepsilon \rightarrow 0$ satisfying the limiting relation (4.5) with $x_{1}=x_{2}=x_{0}$.

Suppose that we consider next the case when there is a shock layer in $u_{1}$ at $x_{1}$ and a shock layer in $u_{2}$ at $x_{2}$ for $x_{1}<x_{2}$. The points $x_{1}, x_{2}$ are solutions of the linear system (cf. (4.6))

$$
\begin{equation*}
\left[f_{i}\left(B_{1}, A_{2}\right)-f_{i}\left(A_{1}, A_{2}\right)\right] x_{1}+\left[f_{i}\left(B_{1}, B_{2}\right)-f_{i}\left(B_{1}, A_{2}\right)\right] x_{2}=f_{i}\left(B_{1}, B_{2}\right) . \tag{4.7}
\end{equation*}
$$

It follows that if

$$
\begin{equation*}
f_{1}\left(A_{1}, A_{2}\right) f_{2}\left(B_{1}, B_{2}\right)<f_{1}\left(B_{1}, B_{2}\right) f_{2}\left(A_{1}, A_{2}\right) \tag{4.8}
\end{equation*}
$$

the determinant of the coefficient matrix of (4.7) is positive by virtue of the inequalities (4.1) and (4.3). Thus (4.7) can be solved uniquely for $x_{1}, x_{2}$, and these values satisfy $0<x_{1}<x_{2}<1$. Indeed we have

$$
x_{1}=\Delta^{-1} \operatorname{det}\left(\begin{array}{ll}
f_{1}\left(B_{1}, B_{2}\right) & f_{1}\left(B_{1}, B_{2}\right)-f_{1}\left(B_{1}, A_{2}\right) \\
f_{2}\left(B_{1}, B_{2}\right) & f_{2}\left(B_{1}, B_{2}\right)-f_{2}\left(B_{1}, A_{2}\right)
\end{array}\right)
$$

and

$$
x_{2}=\Delta^{-1} \operatorname{det}\left(\begin{array}{ll}
f_{1}\left(B_{1}, A_{2}\right)-f_{1}\left(A_{1}, A_{2}\right) & f_{1}\left(B_{1}, B_{2}\right) \\
f_{2}\left(B_{1}, A_{2}\right)-f_{2}\left(A_{1}, A_{2}\right) & f_{2}\left(B_{1}, B_{2}\right)
\end{array}\right)
$$

for

$$
\begin{aligned}
& \Delta=\left[f_{1}\left(B_{1}, A_{2}\right)-f_{1}\left(A_{1}, A_{2}\right)\right]\left[f_{2}\left(B_{1}, B_{2}\right)-f_{2}\left(B_{1}, A_{2}\right)\right] \\
&-\left[f_{1}\left(B_{1}, B_{2}\right)-f_{1}\left(B_{1}, A_{2}\right)\right]\left[f_{2}\left(B_{1}, A_{2}\right)-f_{2}\left(A_{1}, A_{2}\right)\right]>0 .
\end{aligned}
$$

The remaining case when $x_{2}<x_{1}$ can be handled without difficulty, as well as the cases $A_{i}>B_{i}, i=1,2$, or $A_{1}>B_{1}, A_{2}<B_{2}$ or $A_{1}<B_{1}, A_{2}>B_{2}$ in (P). We turn finally to the general problem $(1 \leqq i \leqq n)$
(BVP)

$$
\begin{aligned}
& \varepsilon u_{i}^{\prime \prime}=f_{i}\left(u_{1}, \cdots, u_{n}\right) u_{i}^{\prime}, \quad 0<x<1, \\
& u_{i}(0, \varepsilon)=A_{i}, \quad u_{i}(1, \varepsilon)=B_{i}, \quad A_{i}<B_{i} .
\end{aligned}
$$

The basic result for (BVP) is contained in the following theorem. It follows by noting that each of the corresponding boundary layer inequalities (cf. (2.2)) is violated and then proceeding as in the proof of Theorem 1.

Theorem 2. Assume that ${\underset{\sim}{L}}_{L}=\underset{\sim}{A}=\left(A_{1}, \cdots, A_{n}\right)$ and ${\underset{\sim}{U}}^{U_{R}}=\underset{\sim}{B}=\left(B_{1}, \cdots, B_{n}\right)$ are attractive in the sense that (cf. §2) for $i=1, \cdots, n$

$$
f_{i}\left(u_{1}, \cdots, A_{i}, \cdots, u_{n}\right)>0 \quad \text { and } \quad f_{i}\left(u_{1}, \cdots, B_{i}, \cdots, u_{n}\right)<0
$$

for all values of $u_{j}$ in $\left[A_{j}, B_{j}\right](j \neq i)$. Assume also that for $i=1, \cdots, n$

$$
F_{i}\left(A_{1}, \cdots, A_{i-1}, A_{i}, A_{i+1}, \cdots, A_{n}\right) \leqq F_{i}\left(A_{1}, \cdots, A_{i-1}, B_{i}, A_{i+1}, \cdots, A_{n}\right)
$$

and

$$
F_{i}\left(B_{1}, \cdots, B_{i-1}, A_{i}, B_{i+1}, \cdots, B_{n}\right) \geqq F_{i}\left(B_{1}, \cdots, B_{i-1}, B_{i}, B_{i+1}, \cdots, B_{n}\right)
$$

where $F_{i}\left(A_{1}\right.$ or $B_{1}, \cdots, A_{i-1}$ or $B_{i-1}, \cdot, A_{i+1}$ or $B_{i+1}, \cdots, A_{n}$ or $\left.B_{n}\right)$ is an antiderivative of $f_{i}\left(A_{1}\right.$ or $B_{1}, \cdots, A_{i-1}$ or $B_{i-1}, \cdot, A_{i+1}$ or $B_{i+1}, \cdots, A_{n}$ or $\left.B_{n}\right)$. Then there is a solution of (BVP) as $\varepsilon \rightarrow 0$ having a shock layer in each component.

The simplest situation occurs when each shock layer is located at the same point $x_{0}$ in $(0,1)$. By proceeding as before, we see that for $i=1, \cdots, n$

$$
0 \sim \int_{0}^{1} f_{i}(\underset{\sim}{u}(s)) d s \sim \int_{0}^{x_{0}} f_{i}(\underset{\sim}{A}) d s+\int_{x_{0}}^{1} f_{i}(\underset{\sim}{B}) d s,
$$

and so

$$
x_{0}=f_{i}(\underset{\sim}{B}) /\left(f_{i}(\underset{\sim}{B})-f_{i}(\underset{\sim}{A})\right),
$$

provided

$$
\begin{equation*}
f_{i}(\underset{\sim}{B}) /\left(f_{i}(\underset{\sim}{B})-f_{i}(\underset{\sim}{A})\right)=f_{j}(\underset{\sim}{B}) /\left(f_{j}(\underset{\sim}{B})-f_{j}(\underset{\sim}{A})\right) \tag{4.9}
\end{equation*}
$$

for all $i, j=1, \cdots, n$. The consistency conditions in (4.9) reduce to $\binom{n}{2}=n(n-1) / 2$ equations. Thus it is usually the case that the components of a solution of (BVP) do not all have a shock layer at the same point, but rather different components have shock layers at different points. The locations $x_{i}$ of the shocks are found as before by solving
a linear system of $n$ equations. Unfortunately the prohibitive number of algebraic manipulations prevents us from providing explicit conditions such as (4.8) for the general problem (BVP), although the analysis is straightforward and could be performed numerically.
5. Examples. In this final section we illustrate some of the theory developed above.

Example 1. Consider first the problem

$$
\begin{align*}
& \varepsilon u_{i}^{\prime \prime}=-u_{i} g_{i}\left(u_{1}, \cdots, u_{i-1}, u_{i+1}, \cdots, u_{n}\right) u_{i}^{\prime}, \quad 0<x<1,  \tag{E1}\\
& u_{i}(0, \varepsilon)=A_{i}, \quad u_{i}(1, \varepsilon)=B_{i}, \quad A_{i}<0, \quad B_{i}>0,
\end{align*}
$$

where $g_{i}>0$ for all values of $u_{j}$ in $\left[A_{j}, B_{j}\right](j \neq i)$. We anticipate that each component of the solution behaves very much like the solution of the scalar problem $\varepsilon y^{\prime \prime}=-y y^{\prime}$, $y(0, \varepsilon)=A, y(1, \varepsilon)=B$ (cf. §3 or [16, Chap. 1] where the exact solution is given). In particular, if $A=-B<0$ then $f(A)>0, f(B)<0$ and $F(A)=F(B)$, for $f(y)=-y$ and $F(y)=-y^{2} / 2$. Consequently there is a solution $y=y(x, \varepsilon)$ as $\varepsilon \rightarrow 0$ with a shock layer at $x_{0}=f(B) /(f(B)-f(A))=1 / 2$ joining $U_{L}=A\left(x<x_{0}\right)$ and $U_{R}=B\left(x>x_{0}\right)$. For the problem (E1) we see that

$$
\begin{equation*}
f_{i}\left(u_{1}, \cdots, A_{i}, \cdots, u_{n}\right)>0 \quad \text { and } \quad f_{i}\left(u_{1}, \cdots, B_{i}, \cdots, u_{n}\right)<0 \tag{5.1}
\end{equation*}
$$

for all values of $u_{j}$ in $\left[A_{j}, B_{j}\right]$, since $g_{i}>0$ there. If we assume that $A_{i}=-B_{i}<0$ for $i=1, \cdots, n$, then

$$
\begin{align*}
& F_{i}\left(A_{1}, \cdots, A_{i}, \cdots, A_{n}\right)=F_{i}\left(A_{1}, \cdots, B_{i}, \cdots, A_{n}\right), \\
& F_{i}\left(B_{1}, \cdots, A_{i}, \cdots, B_{n}\right)=F_{i}\left(B_{1}, \cdots, B_{i}, \cdots, B_{n}\right), \tag{5.2}
\end{align*}
$$

since $F_{i}\left(u_{1}, \cdots, u_{i-1}, \gamma, u_{i+1}, \cdots, u_{n}\right)=-\left(\gamma^{2} / 2\right) g_{i}\left(u_{1}, \cdots, u_{i-1}, u_{i+1}, \cdots, u_{n}\right)$. Thus we know that (E1) has a solution with a shock layer in each component. It only remains to locate the position $x_{i}$ of the $i$ th shock. Suppose first that

$$
\begin{equation*}
g_{i}\left(A_{1}, \cdots, A_{n}\right) g_{j}\left(B_{1}, \cdots, B_{n}\right)=g_{i}\left(B_{1}, \cdots, B_{n}\right) g_{j}\left(A_{1}, \cdots, A_{n}\right) \tag{5.3}
\end{equation*}
$$

for $i \neq j$. Then it follows that $\left(x_{0}=\right) f_{i}(\underset{\sim}{B}) /\left(f_{i}(\underset{\sim}{B})-f_{i}(\underset{\sim}{A})\right)=f_{j}(\underset{\sim}{B}) /\left(f_{j}(\underset{\sim}{B})-f_{j}(\underset{\sim}{A})\right)$ for $i \neq j$, and so there is a shock layer in each component at $x=x_{0}$ in $(0,1)$ joining $A_{i}$ ( $x<x_{0}$ ) and $B_{i}\left(x>x_{0}\right)$. However if the $\binom{n}{2}$ equalities in (5.3) do not obtain, then different components of the solution of (E1) have shock layers at different points in $(0,1)$. Rather than discuss this situation in its full generality, we turn to a much simpler special case.

Example 2. Consider then the two-dimensional problem on $(0,1)$

$$
\begin{array}{lll}
\varepsilon u_{1}^{\prime \prime}=-u_{1}\left(1-u_{2}\right) u_{1}^{\prime}, & u_{1}(0, \varepsilon)=A_{1}, & u_{1}(1, \varepsilon)=B_{1},  \tag{E2}\\
\varepsilon u_{2}^{\prime \prime}=-u_{2}\left(1+u_{1}\right) u_{2}^{\prime}, & u_{2}(0, \varepsilon)=A_{2}, & u_{2}(1, \varepsilon)=B_{2},
\end{array}
$$

where $A_{i}=-B_{i}<0$ and $\left|A_{i}\right|<1$ for $i=1,2$. Under these restrictions on the boundary values the relations (5.1) and (5.2) certainly hold, but $g_{1}(\underset{\sim}{A}) g_{2}(\underset{\sim}{B})=\left(1-A_{2}\right)\left(1+B_{2}\right)>$ $\left(1-B_{2}\right)\left(1+A_{1}\right)=g_{1}(\underset{\sim}{B}) g_{2}(\underset{\sim}{A})$, which implies that $f_{1}(\underset{\sim}{A}) f_{2}(\underset{\sim}{B})<f_{2}(\underset{\sim}{A}) f_{1}(\underset{\sim}{B})$. Consequently there is a solution $\left(u_{1}, u_{2}\right)$ of (E2) as $\varepsilon \rightarrow 0$ such that $u_{1}\left[u_{2}\right]$ has a shock layer at $x_{1}\left[x_{2}\right]$ in $(0,1)$ with $x_{1}<x_{2}$. Proceeding as in §4 we find that $x_{1}=2 B_{1} B_{2}\left(B_{1}+1\right) / \Delta$ and $x_{2}=2 B_{1} B_{2}\left(2 B_{1}+B_{2}+1\right) / \Delta$, for $\Delta=4 B_{1} B_{2}\left(B_{1}+B_{2}+1\right)$, that is,

$$
x_{1}=\left(B_{1}+1\right) /\left[2\left(B_{1}+B_{2}+1\right)\right]
$$

and

$$
x_{2}=\left(2 B_{1}+B_{2}+1\right) /\left[2\left(B_{1}+B_{2}+1\right)\right] .
$$
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#### Abstract

A boundary value problem for a semilinear hyperbolic equation with a small parameter $\varepsilon$ and its reduced problem of parabolic type are considered. It is proved that the solution $u_{\varepsilon}$ of the initial problem is approximated for $\varepsilon \rightarrow 0$ by the solution $u$ of the reduced problem in Sobolev spaces. Estimates of the difference-norm are given in function of $\varepsilon$ and are improved by using boundary layer correctors.
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Introduction. We consider "hyperbolic-parabolic" singular perturbation problems for semi-linear equations of the type:

$$
\begin{equation*}
\left.L_{2}^{(\varepsilon)} u_{\varepsilon}+L_{1} u_{\varepsilon}+G u_{\varepsilon}=f, \quad(t, x) \in\right] 0, T[\times \Omega \tag{0.1}
\end{equation*}
$$

where $T$ is a real, $T>0, \Omega$ is a bounded open set in $\mathbf{R}^{n}, \varepsilon>0$,

$$
\begin{align*}
& L_{2}^{(\varepsilon)} u=\varepsilon \frac{\partial^{2} u}{\partial t^{2}}-\Delta u  \tag{0.2}\\
& L_{1} u=a(t, x) \frac{\partial u}{\partial t}+\sum_{k=1}^{n} b_{k}(t, x) \frac{\partial u}{\partial x_{k}},
\end{align*}
$$

$G: \mathbf{R} \rightarrow \mathbf{R}$ is a continuous function which satisfies a monotonicity condition and a growth limitation at $\infty$ (the precise hypotheses are given in $\S 1$ ). Two examples of such functions $G$ are:
(i) $G$ is a Lipschitzian function,
(ii) $G u=|u|^{\rho} u, \rho>0$.

The questions of singular perturbations of "hyperbolic-parabolic" type do not seem to have been much studied. However we may mention the works of Zlamal [20] (1960), Kisynski [4] (1963), Nazarkulova-Pankov [17] (1971), Lenjuk-Fedoruk [6] (1972), Muradov [15] (1978), Muradov-Gasanov [16] (1974), concerning linear problems to which we may add the study of nonlinear problems done in Muradov [14] (1974) and N. A. Lar'kin [5] (1980). In [14] Muradov considers an equation like (0.1) with $\Omega \subset \mathbf{R}$ where $\partial^{2} u / \partial x^{2}$ and $\partial u / \partial x$ may have discontinuous coefficients, and in [5] N. A. Lar'kin studies a hyperbolic regularization of a one-sided problem for the Burgers equation in Sobolev spaces when $\Omega \subset \mathbf{R}$. Moreover two recent papers point out the interest of such problems which model oscillator phenomena in a highly viscous medium similarly to Prandtl's model for ordinary differential equation (Hsiao-Weinacht [2] (1979), [3] (1983)).

[^15]Hence the mathematical model:

$$
P_{\varepsilon} \begin{cases}\varepsilon^{2} \frac{\partial^{2} u_{\varepsilon}}{\partial t^{2}}-\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}+\frac{\partial u_{\varepsilon}}{\partial t}+G u_{\varepsilon}=0, & (t, x) \in] 0,+\infty[\times \mathbf{R}, \\ u_{\varepsilon}(0, x)=u_{0}(x), & \varepsilon \frac{\partial u}{\partial t}(0, x)=u_{1}(x) .\end{cases}
$$

The study of this problem is given in [3] when $G$ belongs to $C^{r}(r \geq 8)$ and satisfies $G^{\prime}(x)>0, \forall x \in \mathbf{R}$. An asymptotic representation of $u_{\varepsilon}$ is given with an explicit calculation of the boundary layer correctors which are computed to all order when the reduced problem has a bounded classical solution on $[0, T] \times \mathbf{R}$.

Here, we study the variational point of view under weak hypotheses when $x$ belongs to an open set of $\mathbf{R}^{n}$, in order to obtain the convergence in Sovolev spaces of $u_{\varepsilon}$ to $u$, the solution of a problem relative to the equation:

$$
L_{2}^{(0)} u+L_{1} u+G u=f .
$$

This paper is an extension of a part of the work [1].

1. Notation-hypotheses. $\Omega$ is a bounded open set in $\mathbf{R}^{n}$, of class $\eta^{(1), 1}$ (Nečas [18]), $\Gamma$ is the boundary of $\Omega, T$ is a given real, $T>0$. We set $Q=] 0, T[\times \Omega, \Sigma=[0, T] \times \Gamma$. For each real $p, 2 \leq p \leq+\infty$, we note $\mid \|_{p}$ (resp. $\left\|\|_{p}\right.$ ) the usual norm of $L^{p}(\Omega)$ (resp. $W^{1, p}(\Omega)$ ). We represent the inner product in $L^{2}(\Omega)$ by $(\cdot, \cdot)$; we keep the same notation for the duality between $H^{-1}(\Omega), H_{0}^{1}(\Omega)$ and $L^{p}(\Omega), L^{p^{\prime}}(\Omega)\left(1 / p+1 / p^{\prime}=1\right)$. ( $u, v) \mapsto \alpha(u, v)$ is the bilinear form defined by

$$
\alpha(u, v)=\int_{\Omega} \vec{\nabla} u, \vec{\nabla} v d x .
$$

The derivatives of $u$ in the sense of vector-valued distributions on $] 0, T$ [ are represented by $u^{\prime}, u^{\prime \prime}, \cdots$.

We recall the hyperbolic problem that we consider:
$P_{\varepsilon} \quad\left\{\begin{array}{l}L_{2}^{(\varepsilon)} u_{\varepsilon}+L_{1} u_{\varepsilon}+G u_{\varepsilon}=f, \quad(t, x) \in Q, \\ u_{\varepsilon}(0, x)=u_{0}(x), \quad u_{\varepsilon}^{\prime}(0, x)=u_{1}(x), \quad x \in \Omega, \\ \left.u_{\varepsilon}\right|_{\Sigma}=0 .\end{array}\right.$
We are going to study the behavior of $u_{\varepsilon}$ when $\varepsilon \rightarrow 0_{+}\left(L_{2}^{(\varepsilon)}\right.$ and $L_{1}$ are respectively defined by ( 0.2 ) and ( 0.3 )). This work is undertaken when the following hypothesis is satisfied:
$\mathrm{H}_{1.1}$ (i) $u_{0} \in H_{0}^{1}(\Omega), u_{1} \in L^{2}(\Omega), f \in L^{2}(Q)$,
(ii) $a \in W^{1, \infty}(Q) \cap C^{0}(\bar{Q})$ and $\inf _{\bar{Q}} a=\delta>0, b_{k} \in W^{1, \infty}(Q), 1 \leq k \leq n$,
(iii) $G$ is a continuous function from $\mathbf{R}$ to $\mathbf{R}$ such that $G v=F v+\theta v$ where $\theta$ is a real constant and $F$ a function from $\mathbf{R}$ to $\mathbf{R}$ satisfying: $F 0=0$ and $\exists p \in \mathbf{R}, p \geq 2, \exists \beta>0, \exists \gamma>0$ such that:

$$
\begin{equation*}
\beta|u-v|^{p} \leq(F u-F v)(u-v) \leq \gamma\left(|u|^{p-2}+|v|^{p-2}\right)|u-v|^{2}, \tag{1.1}
\end{equation*}
$$

(iv) $n$ and $p$ satisfy the inequality:

$$
n \leq 2+\frac{2}{p-2} \quad\left(n \in \mathbf{N}^{*} \text { if } p=2\right)
$$

The condition $\mathrm{H}_{1.1}(\mathrm{iv})$ implies the algebraic and topological inclusion:

$$
\begin{equation*}
H_{0}^{1}(\Omega) \hookrightarrow L^{q}(\Omega) \quad \forall q \in[2,2(p-1)] \tag{1.2}
\end{equation*}
$$

A comment on hypothesis $\mathrm{H}_{1.1}(\mathrm{iii})$ and examples of functions $G$ satisfying $\mathrm{H}_{1.1}$ (iii): In fact (1.1) implies that the nonlinear part of $G$, denoted by $F$, satisfies the condition $F^{\prime}(z) \geq 0, \forall z \in \mathbf{R}$ (instead of $F^{\prime}(z)>0, \forall z \in \mathbf{R}$ as in [3]). So here $F^{\prime}$ may be equal to zero in a subset of $\mathbf{R}$ and $G$ is not necessary a monotone function as $\theta$ may be a nonpositive real.
(1) A first example of such a function is given by every Lipschitzian function $G$ : $\mathbf{R} \rightarrow \mathbf{R}$ such that $G 0=0$ (for example $G v=\sin v$ ). Indeed if we denote by $l$ a Lipschitz constant of $G$, we may choose $\theta=-l$ and $p=2$.
(2) Another classical example is given by $G(u)=|u|^{\rho} u, \rho \geq 0$. Indeed, $\mathrm{H}_{1.1}$ (iii) is verified for $\theta=0, F=G$, and $p=\rho+2$; then the existence of a constant $\beta$ is ensured (see Lions [8, p. 200]).
$A$ result on existence and uniqueness. We associate with the problem $P_{\varepsilon}$ the variational problem:

$$
\mathscr{T}_{\varepsilon}\left\{\begin{array}{l}
\varepsilon\left(u_{\varepsilon}^{\prime \prime}, v\right)+\alpha\left(u_{\varepsilon}, v\right)+\left(L_{1} u_{\varepsilon}, v\right)+\left(G u_{\varepsilon}, v\right)=(f, v)  \tag{1.3}\\
\left.\quad \forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T[, \\
u_{\varepsilon} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad u_{\varepsilon}^{\prime} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
u_{\varepsilon}(0, x)=u_{0}(x), \quad u_{\varepsilon}^{\prime}(0, x)=u_{1}(x)
\end{array}\right.
$$

for which we have the following property:
Theorem 1.1. Under the hypothesis $\mathrm{H}_{1.1}$, for each $\varepsilon>0$, the problem $\mathscr{T}_{\varepsilon}$ has a unique solution.

The proof of this theorem is founded on Galerkin's method and is similar to the one given in Lions [7, Thm. 1.1] for the case $G u=|u|^{\rho} u$ or in Saut [19] for the case of a Lipschitzian function $G$. We remark that the conditions (1.4) imply thanks to the results of Lions-Magenes [9] that $u_{\varepsilon}$ is continuous from $[0, T]$ to $L^{2}(\Omega)$ and that $u_{\varepsilon}^{\prime}$ is continuous from $[0, T]$ to $H^{-1}(\Omega)$, so (1.5) has a sense.

A result of regularity. We introduce the hypothesis:
$\mathrm{H}_{1.2}: \mathrm{H}_{1.1}$ with $u_{0} \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega), u_{1} \in H_{0}^{1}(\Omega), f^{\prime} \in L^{2}(Q)$.
Then we have
Theorem 1.2. Under the hypothesis $\mathrm{H}_{1.2}$, for each $\varepsilon>0$, the solution of the problem $\mathscr{T}_{\varepsilon}$ is such that:

$$
u_{\varepsilon} \in L^{\infty}\left(0, T ; H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right), \quad u_{\varepsilon}^{\prime} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad u_{\varepsilon}^{\prime \prime} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

The proof of this theorem is analogous to a proof given in Lions [7, Thm. 1.3] or in Saut [19]. The only difficulty is to justify the differentiation of the nonlinear term. Now, the hypothesis $\mathrm{H}_{1.1}$ (iii) implies that $F$ is a local Lipschitzian function. Therefore $F^{\prime} x$ exists almost everywhere on $\mathbf{R}$ (see for example Marcus-Mizel [13]) and verifies thanks to (1.1)

$$
0 \leq F^{\prime} x \leq 2 \gamma|x|^{p-2} \quad \text { a.e. } x \in \mathbf{R}
$$

Moreover thanks to the results of [13, Thm. 2.1 and property 1.5] we may assert that: for every function $u \in L^{\infty}\left(0, T ; W_{0}^{1,2(p-1)}(\Omega)\right)$ such that $u^{\prime} \in L^{\infty}\left(0, T ; L^{2(p-1)}(\Omega)\right)$, we have $F u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right),(F u)^{\prime} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and the equalities:

$$
\frac{\partial}{\partial x_{k}}(F u)=\left(F^{\prime} u\right) \frac{\partial u}{\partial x_{k}}, \quad 1 \leq k \leq n, \quad(F u)^{\prime}=\left(F^{\prime} u\right) u^{\prime} .
$$

Scheme of this paper. In the second paragraph we establish a priori estimates on $u_{\varepsilon}$ and its derivatives $\partial u_{\varepsilon} / \partial x_{k}(1 \leq k \leq n), u_{\varepsilon}^{\prime}$ by methods similar to those done in Madaune and Genet [12] and Madaune [10]. These estimates are sufficient to establish the convergence of $u_{\varepsilon}$ when $\varepsilon \rightarrow 0_{+}$, by compactness arguments in the third paragraph; some results of strong convergence and estimates of ( $u_{\varepsilon}-u$ ) are also given in this paragraph. Lastly some remarks are gathered in the fourth paragraph in particular when the operator $L_{1}$ is nonlinear, $\Omega$ being a segment of $\mathbf{R}$.

## 2. A priori estimates.

Theorem 2.1. Under the hypothesis $\mathrm{H}_{1.1}$, the solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ is such that:

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}+\sqrt{\varepsilon}\left|u_{\varepsilon}^{\prime}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left|u_{\varepsilon}^{\prime}\right|_{L^{2}(Q)} \leq C . K_{1} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}^{2}=|f|_{L^{2}(Q)}^{2}+\left\|u_{0}\right\|_{2}^{2}+\left|u_{0}\right|_{p}^{p}+\varepsilon\left|u_{1}\right|_{2}^{2} \tag{2.2}
\end{equation*}
$$

and $C$ is a positive constant independent of $f, u_{0}, u_{1}$ and $\varepsilon$.
Proof. We first establish the estimates (2.1) under the hypothesis $\mathrm{H}_{1.2}$; then we use a method of regularization to prove the theorem.
(1) With assumption $\mathrm{H}_{1.2}$. We consider the equality (1.3):

$$
\begin{aligned}
\varepsilon\left(u_{\varepsilon}^{\prime \prime}, v\right)+\alpha\left(u_{\varepsilon}, v\right)+\left(a u_{\varepsilon}^{\prime}, v\right)+\left(\sum_{k=1}^{n} b_{k} \frac{\partial u_{\varepsilon}}{\partial x_{k}}, v\right) & +\left(G u_{\varepsilon}, v\right)=(f, v) \\
& \left.\forall v \in H_{0}^{1}(\Omega) \text { a.e. } s \in\right] 0, T[.
\end{aligned}
$$

We put $v=2 u_{\varepsilon}^{\prime}(s)$; that is possible thanks to Theorem 1.2. We obtain

$$
\begin{align*}
& \frac{d}{d t}\left[\varepsilon\left|u_{\varepsilon}^{\prime}\right|_{2}^{2}+\alpha\left(u_{\varepsilon}, u_{\varepsilon}\right)\right]+2\left|\sqrt{a} u_{\varepsilon}^{\prime}\right|_{2}^{2}+2\left(F u_{\varepsilon}, u_{\varepsilon}^{\prime}\right)  \tag{2.3}\\
& \\
& =2\left(f, u_{\varepsilon}^{\prime}\right)-2\left(\sum_{k=1}^{n} b_{k} \frac{\partial u_{\varepsilon}}{\partial x_{k}}, u_{\varepsilon}^{\prime}\right)-2 \theta\left(u_{\varepsilon}, u_{\varepsilon}^{\prime}\right)
\end{align*}
$$

Thanks to Hölder's inequality, the second member of (2.3) may be bounded by:

$$
\delta\left|u_{\varepsilon}^{\prime}\right|_{2}^{2}+\frac{3}{\delta}|f|_{2}^{2}+\frac{3}{\delta}\left(\sum_{k=1}^{n}\left|b_{k}\right|_{L^{\infty}(Q)}\right)^{2} \alpha\left(u_{\varepsilon}, u_{\varepsilon}\right)+\frac{3}{\delta} \theta^{2}\left|u_{\varepsilon}\right|_{2}^{2}
$$

Then, we integrate (2.3) from 0 to $t$. We denote by $\tilde{F}$ the primitive of $F$ which vanishes at 0 ; we obtain:

$$
\begin{aligned}
\varepsilon\left|u_{\varepsilon}^{\prime}(t)\right|_{2}^{2}+\alpha\left(u_{\varepsilon}(t)\right. & \left., u_{\varepsilon}(t)\right)+\delta \int_{0}^{t}\left|u_{\varepsilon}^{\prime}(s)\right|_{2}^{2} d s+2 \int_{\Omega} \tilde{F} u_{\varepsilon}(t) d x \\
& \leq \varepsilon\left|u_{1}\right|_{2}^{2}+\alpha\left(u_{0}, u_{0}\right)+2 \int_{\Omega} \tilde{F} u_{0} d x+\frac{3}{\delta}|f|_{L^{2}(Q)}^{2}+M \int_{0}^{t}\left\|u_{\varepsilon}(s)\right\|_{2}^{2} d s
\end{aligned}
$$

where

$$
M=\frac{3}{\delta} \max \left(\theta^{2},\left(\sum_{k=1}^{n}\left|b_{k}\right|_{L^{\infty}(Q)}\right)^{2}\right)
$$

As the inequality (1.1) of hypothesis $\mathrm{H}_{1.1}$ (iii) implies:

$$
\begin{equation*}
\forall v \in \mathbf{R}, \quad \frac{\beta}{p}|v|^{p} \leq \tilde{F} v \leq \frac{\gamma}{p}|v|^{p}, \tag{2.4}
\end{equation*}
$$

it is easy to deduce the estimates (2.1) from Poincare's inequality and Gronwall's lemma.
(2) With assumption $\mathrm{H}_{1.1}$. Let $W=L^{2}(Q) \times H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ provided with the product topology and let $\left(f, u_{0}, u_{1}\right) \in W$. There is a sequence ( $f_{\mu} ; u_{0, \mu} ; u_{1, \mu}$ ) which satisfies $H_{1,2}$ and converges to $\left(f, u_{0}, u_{1}\right)$ in $W$. The solution $u_{\varepsilon, \mu}$ of the problem $\mathscr{T}_{\varepsilon, \mu}$ associated with ( $f_{\mu} ; u_{0, \mu} ; u_{1, \mu}$ ) satisfies the estimates:

$$
\begin{equation*}
\left|u_{\varepsilon, \mu}\right|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}+\sqrt{\varepsilon}\left|u_{\varepsilon, \mu}^{\prime}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left|u_{\varepsilon, \mu}^{\prime}\right|_{L^{2}(Q)} \leq C K_{1, \mu} \tag{2.5}
\end{equation*}
$$

where $K_{1, \mu}=\left|f_{\mu}\right|_{L^{2}(Q)}^{2}+\left\|u_{0, \mu}\right\|_{2}^{2}+\left|u_{0, \mu}\right|_{p}^{p}+\varepsilon\left|u_{1, \mu}\right|_{2}^{2}$ and $C$ is a constant independent of $\mu, f, u_{0}, u_{1}$ and $\varepsilon$. Taking into account the convergence properties of the sequence ( $f_{\mu} ; u_{0, \mu} ; u_{1, \mu}$ ), $K_{1, \mu}$ may be bounded independently of $\mu$. Then, we can extract from the sequence $\left\{u_{\varepsilon, \mu}\right\}_{\mu}$ a subsequence still written $\left\{u_{\varepsilon, \mu}\right\}$ such that:

$$
\begin{align*}
& u_{\varepsilon, \mu} \rightarrow v_{\varepsilon} \quad \text { in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \text { weak star, }  \tag{2.6}\\
& u_{\varepsilon, \mu}^{\prime}-v_{\varepsilon}^{\prime} \quad \text { in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \text { weak star. } \tag{2.7}
\end{align*}
$$

We deduce from (2.6) and (2.7) that $u_{\varepsilon, \mu}$ converges weakly in $H^{1}(Q)$ to $v_{\varepsilon}$. Consequently, we may choose the subsequence $\left\{u_{\varepsilon, \mu}\right\}$ such that $u_{\varepsilon, \mu}$ converges to $v_{\varepsilon}$ in $L^{2}(Q)$ and almost everywhere in $Q$. Then, thanks to the continuity of $G$ and to the condition (1.1), we may assert that $G u_{\varepsilon, \mu}$ converges weakly to $G v_{\varepsilon}$ in $L^{2}(Q)$. Moreover $\varepsilon u_{\varepsilon, \mu}^{\prime \prime}=f_{\mu}$ $+\Delta u_{\varepsilon, \mu}-L_{1} u_{\varepsilon, \mu}-G u_{\varepsilon, \mu}$ is bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ thanks to (2.5); so $\varepsilon u_{\varepsilon, \mu}^{\prime \prime}$ converges weakly in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ to $\varepsilon v_{\varepsilon}^{\prime \prime}$. Hence, we can take the limit on $\mu$ in the equation satisfied by $u_{\varepsilon, \mu}$ and in the initial conditions. We deduce $v_{\varepsilon}=u_{\varepsilon}$ which gives us thanks to (2.5) the estimates of the theorem.

Theorem 2.2. Under hypothesis $\mathrm{H}_{1.2}$, the solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ is such that:

$$
\begin{equation*}
\varepsilon\left|u_{\varepsilon}^{\prime \prime}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\sqrt{\varepsilon}\left|u_{\varepsilon}^{\prime \prime}\right|_{L^{2}(Q)}+\sqrt{\varepsilon}\left\|u_{\varepsilon}^{\prime}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C \tag{2.8}
\end{equation*}
$$

where $C$ is a constant independent of $\varepsilon$.
Proof. To obtain the estimates (2.8), the idea is to differentiate the equality (1.3) with respect to $t$ and then, to put $v=u_{\varepsilon}^{\prime \prime}(s)$. But we are not allowed to do so because $u_{\varepsilon}$ is not smooth enough, even under hypothesis $\mathrm{H}_{1.2}$ (see Theorem 1.2). Therefore, we use a method of difference quotients.

Let $h$ be a positive real, which will tend to 0 and let $s \in] 0, T-h[$. We consider the equality (1.3) at times $s$ and $s+h$ and we substract these two equalities. Then if for each function $w: Q \rightarrow \mathbf{R}$ we denote by $\tau_{h} w(s)$ the difference quotient $(1 / h)(w(s+h)-$ $w(s)$ ), we obtain:

$$
\begin{array}{r}
\varepsilon\left(\tau_{h} u_{\varepsilon}^{\prime \prime}(s), v\right)+\alpha\left(\tau_{h} u_{\varepsilon}(s), v\right)+\left(a(s+h) \tau_{h} u_{\varepsilon}^{\prime}(s), v\right)+\left(\sum_{k=1}^{n} b_{k}(s+h)\left[\tau_{h} \frac{\partial}{\partial x_{k}} u_{\varepsilon}(s)\right], v\right)  \tag{2.9}\\
=\left(\tau_{h} f(s), v\right)-\left(\left[\tau_{h} a(s)\right] u_{\varepsilon}^{\prime}(s), v\right)-\left(\sum_{k=1}^{n}\left[\tau_{h} b_{k}(s)\right] \frac{\partial u_{\varepsilon}}{\partial x_{k}}(s), v\right)-\left(\tau_{h} G u_{\varepsilon}(s), v\right) \\
\left.\forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T-h[.
\end{array}
$$

Thanks to the results of Theorem 1.2, we may put $v=2 \tau_{h} u_{\varepsilon}^{\prime}(s)$ in (2.9); we have:

$$
\begin{align*}
& \frac{d}{d s}\left[\varepsilon\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2}+\alpha\left(\tau_{h} u_{\varepsilon}(s), \tau_{h} u_{\varepsilon}(s)\right)\right]+2 \delta\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2}  \tag{2.10}\\
& \leq 2\left(\tau_{h} f(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)-2\left(\left[\tau_{h} a(s)\right] u_{\varepsilon}^{\prime}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)-2\left(\sum_{k=1}^{n}\left[\tau_{h} b_{k}(s)\right] \frac{\partial u_{\varepsilon}}{\partial x_{k}}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right) \\
& \left.-2\left(\sum_{k=1}^{n} b_{k}(s+h)\left[\tau_{h} \frac{\partial}{\partial x_{k}} u_{\varepsilon}(s)\right], \tau_{h} u_{\varepsilon}^{\prime}(s)\right)-2\left(\tau_{h} G u_{\varepsilon}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right) \quad \text { a.e. } s \in\right] 0, T-h[.
\end{align*}
$$

First, we bound the second member of (2.10) as follows (where $\mu$ denotes a constant that we will choose later):

$$
\begin{aligned}
& \left|2\left(\tau_{h} f(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \leq \mu\left|\tau_{h} f(s)\right|_{2}^{2}+\frac{1}{\mu}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2} \\
& \left|2\left(\left[\tau_{h} a(s)\right] u_{\varepsilon}^{\prime}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \leq \mu\left|a^{\prime}\right|_{L^{\infty}(Q)}^{2}\left|u_{\varepsilon}^{\prime}(s)\right|_{2}^{2}+\frac{1}{\mu}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2} \\
& \left|2\left(\sum_{k=1}^{n}\left[\tau_{h} b_{k}(s)\right] \frac{\partial u_{\varepsilon}}{\partial x_{k}}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \leq \mu\left(\sum_{k=1}^{n}\left|b_{k}^{\prime}\right|_{L^{\infty}(Q)}\right)^{2}\left\|u_{\varepsilon}(s)\right\|_{2}^{2}+\frac{1}{\mu}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2}, \\
& \left|2\left(\sum_{k=1}^{n} b_{k}(s+h)\left[\tau_{h} \frac{\partial}{\partial x_{k}} u_{\varepsilon}(s)\right], \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \\
& \leq \mu\left(\sum_{k=1}^{n}\left|b_{k}\right|_{L^{\infty}(Q)}\right)^{2}\left\|\tau_{h} u_{\varepsilon}(s)\right\|_{2}^{2}+\frac{1}{\mu}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2},
\end{aligned}
$$

and finally, thanks to inequality (1.1), the nonlinear term is bounded by

$$
\begin{aligned}
\left|2\left(\tau_{h} G u_{\varepsilon}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \leq & 2 \gamma \int_{\Omega}\left(\left|u_{\varepsilon}(s+h)\right|^{p-2}+\left|u_{\varepsilon}(s)\right|^{p-2}\right)\left|\tau_{h} u_{\varepsilon}(s) \| \tau_{h} u_{\varepsilon}^{\prime}(s)\right| d x \\
& +2|\theta|\left|\left(\tau_{h} u_{\varepsilon}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right|
\end{aligned}
$$

therefore by using Hölder's inequality (with $\left.(p-2) /(2(p-1))+1 /(2(p-1))+\frac{1}{2}=1\right)$, Theorem 2.1 and (1.2) we have:

$$
\left|2\left(\tau_{h} G u_{\varepsilon}(s), \tau_{h} u_{\varepsilon}^{\prime}(s)\right)\right| \leq k_{1}\left\|\tau_{h} u_{\varepsilon}(s)\right\|_{2}^{2}+\frac{1}{\mu}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2},
$$

where $k_{1}$ is a positive constant independent of $\varepsilon$ and $h$. Then, we integrate (2.10) from 0 to $t \in] 0, T-h\left[\right.$ and we set $\mu=\frac{5}{\delta}$. We obtain, thanks to the estimates (2.1) and hypothesis $\mathrm{H}_{1.1}$ (ii):

$$
\begin{equation*}
\varepsilon\left|\tau_{h} u_{\varepsilon}^{\prime}(t)\right|_{2}^{2}+\left\|\tau_{h} u_{\varepsilon}(t)\right\|_{2}^{2}+\delta \int_{0}^{t}\left|\tau_{h} u_{\varepsilon}^{\prime}(s)\right|_{2}^{2} d s \leq c_{1}(h)+c_{2}+c_{3} \int_{0}^{t}\left\|\tau_{h} u_{\varepsilon}(s)\right\|_{2}^{2} d s \tag{2.11}
\end{equation*}
$$

where $c_{2}, c_{3}$ are two positive constants independent of $\varepsilon$ and $h, c_{1}(h)$ is equal to:

$$
c_{1}(h)=\frac{5}{\delta} \int_{0}^{t}\left|\tau_{h} f(s)\right|_{2}^{2} d s+\varepsilon\left|\tau_{h} u_{\varepsilon}^{\prime}(0)\right|_{2}^{2}+\alpha\left(\tau_{h} u_{\varepsilon}(0), \tau_{h} u_{\varepsilon}(0)\right)
$$

It follows from hypothesis $\mathrm{H}_{1.2}$, Theorem 1.2 and equality ( 0.1 ) that $\varepsilon c_{1}(h)$ is bounded independently of $h$ and $\varepsilon$. So, we deduce from (2.11) by Gronwall's lemma, the estimates:

$$
\varepsilon\left|\tau_{h} u_{\varepsilon}^{\prime}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\sqrt{\varepsilon}\left|\tau_{h} u_{\varepsilon}^{\prime}\right|_{L^{2}(Q)}+\sqrt{\varepsilon}\left\|\tau_{h} u_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C,
$$

where $C>0$, is independent of $h$ and $\varepsilon$. Therefore, the properties of the difference quotient allow us to take the limit when $h \rightarrow 0_{+}$. So we obtain the estimates (2.8). The theorem is proved.

## 3. Convergence.

3.1. Convergence under hypothesis $\mathbf{H}_{1.1}$. We assume that hypothesis $\mathrm{H}_{1.1}$ holds. The estimates obtained in the Theorem 2.1 imply the existence of a subsequence of $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$, again written $\left\{u_{\varepsilon}\right\}$ such that:

$$
\begin{align*}
& u_{\varepsilon} \rightarrow u \text { in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \text { weak-star, }  \tag{3.1}\\
& u_{\varepsilon}^{\prime} \rightarrow u^{\prime} \quad \text { weakly in } L^{2}(Q) . \tag{3.2}
\end{align*}
$$

Thanks to the compactness of the injection from $H^{1}(Q)$ to $L^{2}(Q)$, we have:

$$
\begin{equation*}
u_{\varepsilon} \rightarrow u \text { in } L^{2}(Q) \text { and a.e. on } Q . \tag{3.3}
\end{equation*}
$$

Then, it results from the continuity of $G$ and from (1.1) that

$$
\begin{equation*}
G u_{\varepsilon} \rightarrow G u \text { weakly in } L^{2}(Q) . \tag{3.4}
\end{equation*}
$$

Finally, as $\varepsilon u_{\varepsilon}^{\prime \prime}$ is bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ thanks to (1.3) and as $\varepsilon u_{\varepsilon}^{\prime \prime}$ tends to 0 in the sense of the distributions, we have:

$$
\begin{equation*}
\varepsilon u_{\varepsilon}^{\prime \prime}-0 \quad \text { weakly in } L^{2}\left(0, T ; H^{-1}(\Omega)\right) \tag{3.5}
\end{equation*}
$$

Therefore, we may take the limit in the equality (1.3) as $\varepsilon \rightarrow 0_{+}$. We find that the limit function $u$ verifies:

$$
\begin{aligned}
& \left.\alpha(u, v)+\left(L_{1} u, v\right)+(G u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T[, \\
& u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) ; \quad u^{\prime} \in L^{2}(Q) .
\end{aligned}
$$

Moreover, it results from (3.1) and (3.2) that $u_{\varepsilon}$ and $u$ are continuous from [0,T] to $L^{2}(\Omega)$ and then:

$$
u_{\varepsilon}(t) \rightarrow u(t) \quad \text { weakly in } L^{2}(\Omega) \quad \forall t \in[0, T] .
$$

Therefore the limit function $u$ satisfies the initial condition:

$$
u(0, x)=u_{0}(x) \quad \text { a.e. } x \in \Omega .
$$

Then, the limit function $u$ is solution of the parabolic problem

$$
\mathscr{T}\left\{\begin{array}{l}
\left.\alpha(u, v)+\left(L_{1} u, v\right)+(G u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T[  \tag{3.6}\\
u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad u^{\prime} \in L^{2}(Q) \\
u(0, x)=u_{0}(x) \quad \text { a.e. } x \in \Omega
\end{array}\right.
$$

Now, such a problem has a unique solution, under hypothesis $\mathrm{H}_{1.1}$. In consequence, we have proved

Theorem 3.1. When $\varepsilon \rightarrow 0_{+}$, the solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ converges to the solution $u$ of the problem $\mathscr{T}$ in the following spaces:
(i) $u_{\varepsilon} \rightarrow u$ in $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ weak-star and weakly in $H^{1}(Q)$, $G u_{\varepsilon} \rightarrow G u$ weakly in $L^{2}(Q)$;
(ii) $u_{\varepsilon} \rightarrow u$ in $L^{2}(Q)$.

Now, we are going to establish an estimate for $u_{\varepsilon}-u$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and also in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$.

Theorem 3.2. The solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ and the solution $u$ of the problem $\mathscr{T}$ satisfy:

$$
\begin{aligned}
& \left|u_{\varepsilon}-u\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left\|u_{\varepsilon}-u\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C \sqrt{\varepsilon}, \\
& \left|u_{\varepsilon}-u\right|_{L^{p}(Q)} \leq C(\varepsilon)^{1 / p}
\end{aligned}
$$

where $C>0$, is independent of $\varepsilon$.
Proof. For each $v \in H_{0}^{1}(\Omega)$ and for a.e. $\left.s \in\right] 0, T[$, we have, by substracting (1.3) and (3.6):

$$
\begin{equation*}
\varepsilon\left(u_{\varepsilon}^{\prime \prime}, v\right)+\alpha\left(w_{\varepsilon}, v\right)+\left(a w_{\varepsilon}^{\prime}, v\right)+\left(\sum_{k=1}^{n} b_{k} \frac{\partial w_{\varepsilon}}{\partial x_{k}}, v\right)+\left(G u_{\varepsilon}-G u, v\right)=0 \tag{3.7}
\end{equation*}
$$

where $w_{\varepsilon}=u_{\varepsilon}-u$. We can set $v=w_{\varepsilon}(s)$ in (3.7). We obtain:

$$
\varepsilon\left(u_{\varepsilon}^{\prime \prime}, w_{\varepsilon}\right)+\alpha\left(w_{\varepsilon}, w_{\varepsilon}\right)+\left(a w_{\varepsilon}^{\prime}, w_{\varepsilon}\right)+\left(\sum_{k=1}^{n} b_{k} \frac{\partial w_{\varepsilon}}{\partial x_{k}}, w_{\varepsilon}\right)+\left(G u_{\varepsilon}-G u, w_{\varepsilon}\right)=0 .
$$

We integrate from 0 to $t$ and we use the condition (1.1). Then we have:

$$
\begin{aligned}
& 2 \int_{0}^{t}\left\|w_{\varepsilon}(s)\right\|_{2}^{2} d s+\delta\left|w_{\varepsilon}(t)\right|_{2}^{2}+2 \beta \int_{0}^{t}\left|w_{\varepsilon}(s)\right|_{p}^{p} d s+2(\theta-1) \int_{0}^{t}\left|w_{\varepsilon}(s)\right|_{2}^{2} d s \\
& \quad \leq-2 \varepsilon\left(u_{\varepsilon}^{\prime}(t), w_{\varepsilon}(t)\right)+2 \varepsilon \int_{0}^{t}\left(u_{\varepsilon}^{\prime}, w_{\varepsilon}^{\prime}\right) d s+\left|a^{\prime}+\sum_{k=1}^{n} \frac{\partial b_{k}}{\partial x_{k}}\right|_{L^{\infty}(Q)} \int_{0}^{t}\left|w_{\varepsilon}(s)\right|_{2}^{2} d s .
\end{aligned}
$$

Thanks to the estimates (2.1) and Hölder's inequality, we obtain:

$$
2 \int_{0}^{t}\left\|w_{\varepsilon}(s)\right\|_{2}^{2} d s+\frac{\delta}{2}\left|w_{\varepsilon}(t)\right|_{2}^{2}+2 \beta \int_{0}^{t}\left|w_{\varepsilon}(s)\right|_{p}^{p} d s \leq k_{1} \varepsilon+k_{2} \int_{0}^{t}\left|w_{\varepsilon}(s)\right|_{2}^{2} d s
$$

where $k_{1}$ and $k_{2}$ are two positive constants independent of $\varepsilon$. Then, the theorem results from Gronwall's lemma.
3.2. Convergence under hypothesis $\mathbf{H}_{1.2}$. The additional estimates obtained in Theorem 2.2 allow us to complement Theorem 3.2 by the results of

Theorem 3.3. For each $\varepsilon>0, u_{\varepsilon}-u$ where $u_{\varepsilon}$ (resp. u) is the solution of the problem $\mathscr{T}_{\varepsilon}$ (resp. $\mathscr{T}$ ) satisfies the additional estimates:

$$
\left\|u_{\varepsilon}-u\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}+\left|u_{\varepsilon}^{\prime}-u^{\prime}\right|_{L^{2}(Q)} \leq C \sqrt{\varepsilon}
$$

where $C>0$ is independent of $\varepsilon$.
Proof. It results from (3.7) that $w_{\varepsilon}=u_{\varepsilon}-u$ satisfies:

$$
\begin{equation*}
\left.-\Delta w_{\varepsilon}+a w_{\varepsilon}^{\prime}+\sum_{k=1}^{n} b_{k} \frac{\partial w_{\varepsilon}}{\partial x_{k}}+G u_{\varepsilon}-G u=-\varepsilon u_{\varepsilon}^{\prime \prime} \quad \text { in } L^{2}(\Omega), \text { a.e. } s \in\right] 0, T[ \tag{3.8}
\end{equation*}
$$

We can take the inner product in $L^{2}(\Omega)$ of the two members of (3.8) with $2 w_{\varepsilon}^{\prime}(s)$. We do so and we integrate from 0 to $t$. It follows that:

$$
\begin{align*}
& \int_{0}^{t}-\left(2 \Delta w_{\varepsilon}, w_{\varepsilon}^{\prime}\right) d s+2 \int_{0}^{t}\left|\sqrt{a} w_{\varepsilon}^{\prime}\right|_{2}^{2} d s  \tag{3.9}\\
&=-2 \int_{0}^{t}\left[\varepsilon\left(u_{\varepsilon}^{\prime \prime}, w_{\varepsilon}^{\prime}\right)+\left(\sum_{k=1}^{n} b_{k} \frac{\partial w_{\varepsilon}}{\partial x_{k}}, w_{\varepsilon}^{\prime}\right)+\left(G u_{\varepsilon}-G u, w_{\varepsilon}^{\prime}\right)\right] d s
\end{align*}
$$

As $w_{\varepsilon} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and $w_{\varepsilon}^{\prime} \in L^{2}(Q)$, we may write:

$$
\begin{equation*}
\int_{0}^{t}-\left(2 \Delta w_{\varepsilon}, w_{\varepsilon}^{\prime}\right) d s=\alpha\left(w_{\varepsilon}(t), w_{\varepsilon}(t)\right) \tag{3.10}
\end{equation*}
$$

(This result is established for instance in Madaune [11] by a technique of regularization.) Next, in order to bound the three terms of the second member of (3.9), we first use Theorem 2.2, then the properties of the coefficients $b_{k}$, and finally for the nonlinear term, the condition (1.1), Hölder's inequality (with $(p-2) /(2(p-1))+$ $\left.1 /(2(p-1))+\frac{1}{2}=1\right)$ and (1.2). We obtain:

$$
\begin{aligned}
2 \mid \int_{0}^{t}\left[\left(\varepsilon u_{\varepsilon}^{\prime \prime}, w_{\varepsilon}^{\prime}\right)+\right. & \left.\left(\sum_{k=1}^{n} b_{k} \frac{\partial w_{\varepsilon}}{\partial x_{k}}, w_{\varepsilon}^{\prime}\right)+\left(G u_{\varepsilon}-G u, w_{\varepsilon}^{\prime}\right)\right] d s \mid \\
& \leq k_{1} \varepsilon+k_{2} \int_{0}^{t}\left\|w_{\varepsilon}\right\|_{2}^{2} d s+\delta \int_{0}^{t}\left|w_{\varepsilon}^{\prime}\right|_{2}^{2} d s
\end{aligned}
$$

where $k_{1}$ and $k_{2}$ are two positive constants, independent of $\varepsilon$. Then, we deduce from (3.9) and (3.10), the inequality:

$$
\left\|w_{\varepsilon}(t)\right\|_{2}^{2}+\delta \int_{0}^{t}\left|w_{\varepsilon}^{\prime}(s)\right|_{2}^{2} d s \leq c_{1} \varepsilon+c_{2} \int_{0}^{t}\left\|w_{\varepsilon}(s)\right\|_{2}^{2} d s
$$

with $c_{1}$ and $c_{2}$, two constants independent of $\varepsilon$. Gronwall's lemma gives us the estimate of ( $u_{\varepsilon}-u$ ) in $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and the estimate of ( $u_{\varepsilon}^{\prime}-u^{\prime}$ ) in $L^{2}(Q)$; the proof is thus achieved.
4. Some remarks. In this section, we collect some remarks. In particular, we introduce the notion of boundary layer corrector which will allow us to improve the estimates on $u_{\varepsilon}-u$. To do so, we need some regularity properties of $u$ that we can obtain under some additional assumptions on $f$ and $u_{0}$. Finally, we end this section by giving some results when the operator $L_{1}$ is nonlinear.
4.1. Regularity of $\boldsymbol{u}$. We have the first property:

Property 4.1. Under hypothesis $\mathrm{H}_{1.2}$, the solution $u$ of the problem $\mathscr{T}$ is such that: $u^{\prime} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right) ; u^{\prime \prime} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$.

Proof. To establish the property for $u^{\prime}$, one may consider a sequence $\left\{u_{m}\right\}$ of approximated solutions of $\mathscr{T}$, constructed by Galerkin's method. It is easy to show, by classical techniques, that the sequence $\left\{u_{m}^{\prime}\right\}$ is bounded independently of $m$ in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. So by taking the limit on $m$ one obtains the property for $u^{\prime}$. Next to have: $u^{\prime \prime} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, it is enough to differentiate the equality (3.6) with respect to $t$.

Now we assume the hypothesis
$\mathrm{H}_{1.3}: \mathrm{H}_{1.2}$ with $u_{0} \in H^{3}(\Omega), f(0) \in H^{1}(\Omega)$.
Property 4.2. Under hypothesis $\mathrm{H}_{1.3}$, the solution $u$ of the problem $\mathscr{T}$ is such that:

$$
u^{\prime} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad u^{\prime \prime} \in L^{2}(Q)
$$

Proof. Once again, we consider the sequence $\left\{u_{m}\right\}$ of approximated solutions of $\mathscr{T}$. We show that $u_{m}^{\prime}$ (resp. $u_{m}^{\prime \prime}$ ) is bounded independently of $m$ in $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ (resp. in $L^{2}(Q)$ ). (The technique we use to do this means formally that we differentiate the equation (3.6) and we choose $v=u^{\prime \prime}$.) The additional regularity imposed on $u_{0}$ and $f(0)$ allows us to bound $u_{m}^{\prime}(0)$ in $H^{1}(\Omega)$, independently of $m$. Next, we take the limit on $m$.

Consequence. Under the assumptions of Property 4.2, $u^{\prime} \in C\left([0, T] ; L^{2}(\Omega)\right)$, so $u^{\prime}(0, \cdot)$ exists and

$$
\begin{equation*}
u^{\prime}(0, \cdot)=f(0)+\Delta u_{0}-\sum_{k=1}^{n} b_{k}(0, \cdot) \frac{\partial u_{0}}{\partial x_{k}}-G u_{0} . \tag{4.1}
\end{equation*}
$$

4.2. Utilization of boundary layer correctors. We assume the hypothesis $\mathrm{H}_{1.2}$.
4.2.1. Definition of the boundary layer corrector $\boldsymbol{\theta}_{\boldsymbol{\varepsilon}}$. Let be $g_{\varepsilon} \in L^{2}(Q)$ such that $\left|g_{\varepsilon}\right|_{L^{2}(Q)}$ is bounded independently of $\varepsilon$. Then, we consider the problem

$$
\Pi_{\varepsilon}\left\{\begin{array}{l}
\varepsilon\left(\theta_{\varepsilon}^{\prime \prime}, v\right)+\alpha\left(\theta_{\varepsilon}, v\right)+\left(L_{1} \theta_{\varepsilon}, v\right)+\left(G\left(\theta_{\varepsilon}+u\right)-G u, v\right)=\varepsilon\left(g_{\varepsilon}-u^{\prime \prime}, v\right)  \tag{4.2}\\
\left.\forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T[, \\
\theta_{\varepsilon} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad \quad \theta_{\varepsilon}^{\prime} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
\theta_{\varepsilon}(0, x)=0, \quad \theta_{\varepsilon}^{\prime}(0, x)=u_{1}(x)-u^{\prime}(0, x) \quad \text { in } H^{-1}(\Omega)
\end{array}\right.
$$

(we know, from the Property 4.1, that $u^{\prime \prime} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ ). We may assert that the problem $\Pi_{\varepsilon}$ has a unique solution since $\theta_{\varepsilon}+u$ satisfies the problem:

$$
\left\{\begin{array}{l}
\varepsilon\left(\left(\theta_{\varepsilon}+u\right)^{\prime \prime}, v\right)+\alpha\left(\theta_{\varepsilon}+u, v\right)+\left(L_{1}\left(\theta_{\varepsilon}+u\right), v\right)+\left(G\left(\theta_{\varepsilon}+u\right), v\right) \\
\left.\quad=\left(f+\epsilon g_{\varepsilon}, v\right) \quad \forall v \in H_{0}^{1}(\Omega), \text { a.e. } s \in\right] 0, T[, \\
\theta_{\varepsilon}+u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad\left(\theta_{\varepsilon}+u\right)^{\prime} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
\left(\theta_{\varepsilon}+u\right)(0, x)=u_{0}(x), \quad\left(\theta_{\varepsilon}+u\right)^{\prime}(0, x)=u_{1}(x) \quad \text { a.e. } x \in \Omega
\end{array}\right.
$$

which has a solution and only one, thanks to the Theorem 1.1.
Property 4.3. Under hypothesis $\mathrm{H}_{1.2}$, we have:

$$
\begin{aligned}
& \left\|u_{\varepsilon}-\left(\theta_{\varepsilon}+u\right)\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}+\left|u_{\varepsilon}^{\prime}-\left(\theta_{\varepsilon}+u\right)^{\prime}\right|_{L^{2}(Q)} \leq C \varepsilon, \\
& \left|u_{\varepsilon}^{\prime}-\left(\theta_{\varepsilon}+u\right)^{\prime}\right|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C \sqrt{\varepsilon},
\end{aligned}
$$

where $C$ is a positive constant independent of $\varepsilon$.
Proof. Let be $z_{\varepsilon}=u_{\varepsilon}-\left(\theta_{\varepsilon}+u\right) ; z_{\varepsilon}$ satisfies

$$
\begin{align*}
& \left.\varepsilon z_{\varepsilon}^{\prime \prime}-\Delta z_{\varepsilon}+L_{1} z_{\varepsilon}+G u_{\varepsilon}-G\left(\theta_{\varepsilon}+u\right)=-\varepsilon g_{\varepsilon} \text { in } L^{2}(\Omega) \text { a.e. } s \in\right] 0, T[,  \tag{4.3}\\
& z_{\varepsilon}(0, x)=z_{\varepsilon}^{\prime}(0, x)=0 .
\end{align*}
$$

By using a method of regularization as in the proof of the Theorem 2.1 we may suppose that $g_{\varepsilon}^{\prime} \in L^{2}(Q)$. Then, thanks to the Theorem 1.2, we can take the inner product in $L^{2}(\Omega)$ of the two members of (4.3) with $2 z_{\varepsilon}^{\prime}(s)$. We do so and we integrate from 0 to $t$.

By calculations analogous to the ones done in the proof of the Theorem 3.3, we obtain the inequality:

$$
\varepsilon\left|z_{\varepsilon}^{\prime}\right|_{2}^{2}+\left\|z_{\varepsilon}\right\|_{2}^{2}+\delta \int_{0}^{t}\left|z_{\varepsilon}^{\prime}(s)\right|_{2}^{2} d s \leq c_{1} \varepsilon^{2}+c_{2} \int_{0}^{t}\left\|z_{\varepsilon}(s)\right\|_{2}^{2} d s
$$

where $c_{1}$ and $c_{2}$ are two positives constant independent of $\varepsilon$ and $g_{\varepsilon}$. The utilization of Gronwall's lemma gives us the estimates of the Property 4.3.
4.2.2. Example of a boundary layer corrector. We introduce

$$
\begin{equation*}
\theta_{\varepsilon}=\varepsilon\left[u^{\prime}(0, x)-u_{1}(x)\right] e^{-a(x, 0)(t / \varepsilon)} \tag{4.4}
\end{equation*}
$$

and we shall prove that $\theta_{\varepsilon}$ is a boundary layer corrector. Thus, the element $\theta_{\varepsilon}$ which is a boundary layer corrector for the case of the linear equation $L_{2}^{(\varepsilon)} u_{\varepsilon}+L_{1} u_{\varepsilon}=f$ remains a corrector for the case of nonlinearities of the type introduced here. We need some additional properties on $f$ and $u_{0}$.
$\mathrm{H}_{1.4}: \mathrm{H}_{1.2}$ with $u_{0} \in H^{4}(\Omega), u_{1} \in H^{2}(\Omega), f(0) \in H^{2}(\Omega), G u_{0} \in H^{2}(\Omega)$.
Theorem 4.4. Under hypothesis $\mathrm{H}_{1.4}, \boldsymbol{\theta}_{\varepsilon}$ defined by (4.4) is a boundary layer corrector that is $\theta_{\varepsilon}$ satisfies the Property 4.3.

Proof. We first remark that the assumption $\mathrm{H}_{1.4}$ implies, thanks to (4.1), that: $u^{\prime}(0, \cdot)-u_{1} \in H^{2}(\Omega)$. We assume, in order to simplify the calculations, that $a \equiv 1$. The result holds in the general case; only the calculations are more complicated. It is easy to prove that $\theta_{\varepsilon}$ satisfies the equality (4.2) with

$$
\begin{aligned}
g_{\varepsilon}=u^{\prime \prime} & -\left(\Delta u^{\prime}(0, \cdot)-\Delta u_{1}\right) e^{-t / \varepsilon} \\
& +\sum_{k=1}^{n} b_{k}\left(\frac{\partial}{\partial x_{k}} u^{\prime}(0, \cdot)-\frac{\partial}{\partial x_{k}} u_{1}\right) e^{-t / \varepsilon}+\frac{1}{\varepsilon}\left(G\left(\theta_{\varepsilon}+u\right)-G u\right)
\end{aligned}
$$

and that $\left|g_{\varepsilon}\right| L^{2}(Q)$ is bounded independently of $\varepsilon$. So, we can apply results of Property 4.3 to $\theta_{\varepsilon}$ defined by (4.4).
4.2.3. Consequence. The corrector $\theta_{\varepsilon}$ defined by (4.4) is such that:

$$
\left\|\theta_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C \varepsilon, \quad\left|\sqrt{t} \theta_{\varepsilon}^{\prime}\right|_{L^{2}(Q)} \leq C \varepsilon,
$$

where $C$ is a positive constant independent of $\varepsilon$. Therefore we obtain
Theorem 4.5. Under hypothesis $\mathrm{H}_{1.4}$, the solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ and the solution $u$ of the problem $\mathscr{T}$ are such that:
(i) $\left\|u_{\varepsilon}-u\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C . \varepsilon ;\left|\sqrt{t}\left(u_{\varepsilon}^{\prime}-u^{\prime}\right)\right|_{L^{2}(Q)} \leq C \varepsilon$,
where $C$ is a positive constant independent of $\varepsilon$,
(ii) for each $\tau \in] 0, T\left[,\left|u_{\varepsilon}^{\prime}-u^{\prime}\right|_{L^{\infty}\left(\tau, T ; L^{2}(\Omega)\right)} \leq C_{1} \sqrt{\varepsilon}\right.$,
where $C_{1}$ is a positive constant independent of $\varepsilon$, but dependent on $\tau$.
4.3. A remark when $L_{1}$ is nonlinear and $\Omega \subset \mathbf{R}$. When $\Omega$ is an interval of $\mathbf{R}$, the results of the Theorems 1.1 and 1.2 remain valid when the operator $L_{1}$ is nonlinear:

$$
L_{1} u=a(x, t, u) \frac{\partial u}{\partial t}+b(x, t, u) \frac{\partial u}{\partial x}
$$

upon condition of assuming instead of $\mathrm{H}_{1.1}$ (ii), the condition

$$
\mathrm{H}_{1.1}^{\prime}(\mathrm{ii}): a, b \in C^{1}(\bar{Q} \times \mathbf{R}), a(x, t, u) \geq \delta>0 \text { on } \bar{Q} \times \mathbf{R}, b \in L^{\infty}(Q \times \mathbf{R}) .
$$

To prove this, it is sufficient to work again with Galerkin's method used when $L_{1}$ is a linear operator. Next, it is easy to verify that the solution $u_{\varepsilon}$ of the problem $\mathscr{T}_{\varepsilon}$ satisfies the estimates of the Theorem 2.1 and the convergence results of the Theorem 3.1. Now, if we assume that the coefficient $a$ is independent of $u$, we may prove that $u_{\varepsilon}$ satisfies the estimates of the Theorem 2.2 and the convergence properties of the Theorems 3.2 and 3.3. Of course, modifications must be brought on the treatment of the term $b(x, t, u) \partial u / \partial x$; we use in particular the algebraic and topological inclusion: $H^{1}(\Omega) \hookrightarrow L^{\infty}(\Omega)$.
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# THE ONE-DIMENSIONAL NONLINEAR HEAT EQUATION WITH ABSORPTION: REGULARITY OF SOLUTIONS AND INTERFACES* 
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#### Abstract

We consider the equation $u_{t}=\left(u^{m}\right)_{x x}-\lambda u^{n}$ with $m>1, \lambda>0, n \geqq m$ as a model for heat diffusion with absorption. Hence we assume that $u \geqq 0$ for $x \in \mathbb{R}, t \geqq 0$. We study the regularity of the solution to the Cauchy problem for this degenerate parabolic equation. When the initial datum $u_{0}(x)$ is positive only in a part of the space $\mathbb{R}$, we also study the regularity of the free boundaries that appear. The asymptotic behavior of solutions and free boundaries is also discussed.
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Introduction. In this paper we study the regularity and propagation properties of the solutions to the following Cauchy problem:

$$
\begin{array}{ll}
u_{t}=\left(u^{m}\right)_{x x}-\lambda u^{n} & \text { when }(x, t) \in S=\mathbb{R} \times(0, \infty), \\
u(x, 0)=u_{0}(x) & \text { for } x \in \mathbb{R} \tag{0.2}
\end{array}
$$

where $\lambda, m$ and $n$ are positive constants and $u_{0}$ is a nonnegative, continuous and bounded real function.

Equations like (0.1) are used as mathematical models in a number of problems, in particular in describing thermal propagation with absorption; then $u$ stands for the temperature, $\left(u^{m}\right)_{x x}$ is the diffusion term and $-\lambda u^{n}$ represents the absorption of heat by the medium. We see that in general the thermal conductivity $m u^{m-1}$ and the absorption coefficient $\lambda u^{n-1}$ are temperature-dependent. We refer to Zeldovich and Raizer [ZR] for a detailed account of nonlinear heat conduction problems.

In this paper we consider the case of "slow diffusion" $m>1$ and "weak absorption" $n \geqq m$. The first restriction implies that initial data with compact support propagate with finite velocity, so that two interfaces or free boundaries arise, $x=\zeta_{1}(t)$ and $x=\zeta_{2}(t)$, that bound the support of $u(\cdot, t)$ for every $t>0$; see Oleinik, Kalashnikov and Chzou [OKC] for the case $\lambda=0$ and Kalashnikov [K2] for positive $\lambda$. We study here the regularity of the solution $u$ and the free boundaries $\zeta_{i}(t)$. We obtain the following results.
I) Regularity.
i) For a.e. $(x, t) \in S$ we have:

$$
\begin{equation*}
\left|\left(u^{m-1}\right)_{x}(x, t)\right|^{2} \leqq c\left\|u_{0}\right\|_{\infty}^{m-1} t^{-1} \tag{0.3}
\end{equation*}
$$

[^16]for a positive constant $c=c(m)\left(\|f\|_{p}, 1 \leqq p \leqq+\infty\right.$, denotes the $L^{p}$-norm of a function $f$ ). This is proved in Theorem 1 under the more general assumptions $m>1, n>0$, $m+n \geqq 2$.

The fact that $\left(u^{m-1}\right)_{x}$ is bounded for $t \geqq \tau>0$ was already proved by Kalashnikov [K3]. From this it follows that $u$ is Hölder continuous in $S$ with respect to $x$ with exponent $\alpha=\min (1,1 / m-1)$, and consequently (cf. [G]) with respect to $t$ with exponent $\alpha / 2$. It is also proved in [K3] that the result cannot be true in general for $m+n<2$.
ii) $u^{m-1}$ is a semiconvex function of $x$ for every $t>0$ and we have

$$
\begin{equation*}
\left(u^{m-1}\right)_{x x} \geqq-k / t \tag{0.4}
\end{equation*}
$$

with $k=k(n, m)>0$ (Theorem 2). This result is due to Aronson and Bénilan $[\mathrm{AB}]$ in the nonabsorption case $\lambda=0$, and has played a prominent role in the theory of that "porous medium" equation. From (0.4) a sharper form of (0.3) follows, see (2.14).
II) Interfaces. We use the above results to discuss the regularity of the solution $u$ and the free boundaries. We prove that the $\zeta_{i}(t)$ are $C^{1}$, strictly increasing functions after a possibly positive time $t_{i}^{*}$ (Theorem 5) whose occurrence we characterize in terms of $u_{0}$ (Theorem 4). The equation satisfied on the free boundary is proved to be the same as in the porous medium case:

$$
\begin{equation*}
-\zeta_{i}^{\prime}(t)=\lim v_{x}(x, t) \quad \text { as } x \rightarrow \zeta_{i}(t), \quad x \in\left(\zeta_{1}(t), \zeta_{2}(t)\right), \tag{0.5}
\end{equation*}
$$

where $v=(m / m-1) u^{m-1}$ (Theorem 3). Note that by (0.3) $\left|v_{x}\right|$ is locally bounded for $t>0$. It now follows from (0.5) that whenever $\zeta_{i}^{\prime}(t) \neq 0$ (i.e., for $t>t_{i}^{*}$ ) the function $v_{x}(x, t)$ cannot be continuous at $(\zeta(t), t)$ : we thus obtain the optimal regularity for solutions with an interface. This is exactly the situation in the porous medium case (cf. Aronson [A1], Knerr [Kn1]). Of course, if $u>0$ in $S$ then $s$ is smooth everywhere.

It is to be noted that in our study of the free boundary we do not require, as it was customary in the literature ( $[\mathrm{K} 2],[\mathrm{Kn} 1],[\mathrm{Ke} 1], \cdots$ ) that $u_{0}$ have compact support, but only that

$$
\begin{equation*}
d=\sup \left\{x \in \mathbb{R}: u_{0}(x)>0\right\}<+\infty . \tag{0.6}
\end{equation*}
$$

This is the natural condition on $u_{0}$ in order to have a (right-hand) interface $x=\zeta(t)$, defined by $\zeta(t)=\sup \{x \in \mathbb{R}: u(x, t)>0\}, t \geqq 0$.
III) Asymptotic behavior. We use our previous results to describe the behavior as $t \rightarrow \infty$ of 1 ) the solution $u$ of (0.1), (0.2) for general $\left.u_{0}, 2\right)$ its interface $\zeta(t)$ if $u_{0}$ satisfies (0.6).

Under the hypothesis that $u_{0}$ has compact support $I=[a, b]$ (and is positive in ( $a, b$ )) Kersner [Ke1] studies the asymptotic behavior for $m>1, n \geqq 1$ and distinguishes three regions: $1<n<m, m<n<m+2$ and $n>m+2$, with three limit cases: $n=1$, $n=m$ and $n=m+2$. He gives rates for $u$ and $\zeta$ as $t \rightarrow \infty$ in the different cases. A parallel study is done by Knerr [Kn2]. The set of estimates if then improved by Herrero [H] and completed by Bertsch, Kersner and Peletier [BKP1].

We give simple proofs of some of the difficult estimates above (under our more general conditions) by applying the results in i) and ii). Since we use ( 0.5 ) to convert estimates on $v_{x}$ into estimates on $\zeta^{\prime}(t)$ this quantity is also controlled. But our main result is to point out a basic difference between the cases $m \leqq n<m+2$ and $n>m+2$ that happens precisely because we consider general initial data: in the first region $m \leqq n<m+2$ the asymptotic behavior of $u$ (and that of $\zeta$ if $u_{0}$ satisfies (0.6)) is essentially unique and its rates are given by the absorption (Theorem 8). On the
contrary, if $n>m+2$ solutions corresponding to $u_{0} \in L^{1}(\mathbb{R})$ have minimal rates given by the diffusion term (Theorem 6; they agree with the ones for the porous medium equation, see Vázquez [V1]), whereas when $u_{0}(x) \geqq c>0$ for all $x \ll 0$ and some constant $c$, the rates are maximal and given by the absorption as in the previous case (Theorem 7).

Finally the paper is divided into several sections, according to the following plan:

1. Preliminaries.
2. Regularity of solutions.
3. Proof of Theorem 1.
4. Proof of Theorem 2.
5. Regularity of interfaces.
6. Asymptotic behavior.
7. Preliminaries. It is known that for $\lambda=0$ the problem (0.1), (0.2) does not have classical solutions for initial data $u_{0}$ that vanish in some interval, even if they are smooth; this happens because of the degeneracy of the equation at $u=0$. A similar situation occurs for $\lambda>0$ in view of particular explicit solutions and in general because of the regularity results that we shall prove. Therefore a concept of generalized solution is needed. A function $u(x, t)$ continuous, nonnegative and bounded in $\bar{S}=\mathbb{R} \times[0, \infty)$ is said to be a generalized solution of (0.1) (0.2) if $u(x, 0)=u_{0}(x)$ and the following equality holds for every function $\phi(\mathrm{x}, t) \in C^{2,1}(\bar{S})$ having compact support in $\bar{S}$ :

$$
\begin{equation*}
I(u, \phi) \equiv \iint_{S}\left(u^{m} \phi_{x x}+u \phi_{t}-\lambda u^{n} \phi\right) d x d t+\int_{\mathbb{R}} u_{0}(x) \phi(x, 0) d x=0 \tag{1.1}
\end{equation*}
$$

When a function $u(x, t)$ as above satisfies $I(u, \phi) \leqq($ resp. $I(u, \phi) \geqq 0)$ for all nonnegative test functions $\phi$ as before we say that $u$ is a supersolution of ( 0.1 ), ( 0.2 ) (resp. a subsolution).

The existence, uniqueness and properties of generalized solutions have been studied by Kalashnikov [K2], Kersner [Ke2] and Knerr [Kn2]. (Incidentally, they use slightly different but equivalent definitions.) In the sequel we shall use a series of results that we summarize here. We refer to the pertinent literature for some of them and prove for the reader's convenience those for which we could find no proof.

Theorem 0. Let $m>1, n>0, m+n \geqq 2$ and let $u_{0}$ be a continuous, nonnegative and bounded real function. Then:
i) There exists a unique generalized solution $u(x, t)$ of (0.1) (0.2).
ii) $u$ is smooth in the open set $\{(x, t): u(x, t)>0\}$. In particular, if $u_{0}>0$ everywhere and $n \geqq 1$ then $u$ is smooth in $\bar{S}$.
iii) If $\hat{u}$ is a supersolution and $\bar{u}$ a subsolution to (0.1) with initial data $\hat{u}_{0}$ and $\bar{u}_{0}$ respectively, and $\hat{u}_{0} \geqq \bar{u}_{0}$ then $\hat{u} \geqq \bar{u}$ in $S$.
iv) Let $u_{j}(x, t)(j=1,2 \cdots)$ and $u(x, t)$ be solutions to (0.1) with initial data $u_{0_{j}}(x), u_{0}(x)$ respectively. If $u_{0_{j}} \rightarrow u_{0}$ uniformly on compacts as $j \rightarrow \infty$ then $u_{j}(x, t) \rightarrow$ $u(x, t)$ uniformly on compacts of $S$ as $j \rightarrow \infty$.

Proof. Existence and uniqueness is obtained by Kalashnikov [K2] for the more general equation

$$
\begin{equation*}
u_{t}=(\alpha(u))_{x x}-\psi(u) \tag{1.2}
\end{equation*}
$$

under assumptions that in our case mean $n \geqq 1$ and $u_{0}^{m}$ Lipschitz continuous. The range $0<n<\infty$ is dealt with by Kersner [Ke2], as a particular case of equation (1.2), by using
a sequence of approximate problems,

$$
\begin{array}{ll}
u_{t}=\left(u^{m}\right)_{x x}-\lambda u^{n}+\lambda \varepsilon^{n}, & \varepsilon>0  \tag{1.3}\\
u(x, 0)=u_{0_{e}}(x),
\end{array}
$$

where $u_{0_{\varepsilon}}(x)>u_{0}(x)$ and $u_{0_{\varepsilon}}(x) \downarrow u_{0}(x)$ as $\varepsilon \downarrow 0$. This allows him to avoid the degeneracy of (0.1). He assumes compact support of $u_{0}$. His proof of uniqueness (i), smoothness (ii) and comparison (iii) can be repeated in our case (for this last point see also Bertsch [Be]). But let us prove in detail the existence (i) and dependence (iv) parts.

As to the existence, we consider the approximate problems (1.3) with a sequence of smooth, positive functions $u_{0}(x) \geqq \varepsilon>0$ that converge to $u_{0}$ uniformly on compacts and is bounded by a constant $M>0$ independent of $\varepsilon$. It is easy to see that (1.3) has, for each $\varepsilon$, a unique classical solution in $S u_{\varepsilon}(x, t)$ and $\varepsilon \leqq u_{\varepsilon} \leqq M$ in $S$ (cf. [Ke2]). Then, using Kalashnikov's result (cf. [K3]), the uniform bound

$$
\begin{equation*}
\left|\left(u_{\varepsilon}^{m-1}\right)_{x}\right| \leqq C(\tau) \quad \text { for } t \geqq \tau \tag{1.4}
\end{equation*}
$$

follows and therefore the functions $u_{\varepsilon}$ are Hölder continuous with respect to $x$ uniformly in $\varepsilon>0, x \in \mathbb{R}$ and $t \geqq \tau>0$. Hence $\left\{u_{\varepsilon}\right\}$ is also uniformly Hölder continuous in $t$ (see Kruzhkov [Kr], Gilding [G]). Thus, passing to a subsequence (that we label again $u_{\varepsilon}$ ), we find that $u_{\varepsilon}$ converges to a continuous function $u(x, t)$ uniformly on compacts on $S$, and therefore for every $(x, t) \in S$. Since we have

$$
\begin{equation*}
I\left(u_{\varepsilon}, \phi\right)=-\lambda \varepsilon^{n} \iint \phi(x, t) d x d t \tag{1.5}
\end{equation*}
$$

in the limit $\varepsilon \downarrow 0$ we get $I(u, \phi)=0$.
We have yet to check that $u$ is continuous down to $t=0$ and that $u(x, 0)=u_{0}(x)$. The classical results for quasilinear parabolic equations, cf. [LSU], do not apply directly because of the degeneracy of the equation.

Consider first a point $x_{0}$ where $u_{0}\left(x_{0}\right)>0$. We construct an explicit lower barrier for $u_{0}$ at $x_{0}$ as follows: given $0<\delta<u_{0}\left(x_{0}\right)$ there is an interval $I=\left[x_{0}-a, x_{0}+a\right]$ where $u_{0}(x) \geqq u_{0}\left(x_{0}\right)-\delta \equiv b>0$. We now consider the function

$$
\begin{equation*}
\tilde{v}(x, t)=B-\frac{B}{a^{2}}\left(x-x_{0}\right)^{2}-c t, \tag{1.6}
\end{equation*}
$$

with $B=(m /(m-1)) b^{m-1}$ and $c>0$, in the set

$$
\begin{equation*}
\Omega=\left\{(x, t) \in S: B>\frac{B}{a^{2}} \cdot\left(x-x_{0}\right)+c t\right\} . \tag{1.7}
\end{equation*}
$$

If $c>2 B^{2}(m-1) / a^{2}+\mu B^{\beta}$ for some $\mu, \beta \geqq 0, \tilde{v}$ satisfies in $\Omega$

$$
\begin{equation*}
L_{1} \tilde{v} \equiv \tilde{v}_{t}-(m-1) \tilde{v}_{x x}-\tilde{v}_{x}^{2}+\mu \tilde{v}^{\beta}<0 . \tag{1.8}
\end{equation*}
$$

We now perform the change of variables $\tilde{v}=(m / m-1) \tilde{u}^{m-1}$. Then $\tilde{u} \in C^{\infty}(\Omega)$ and satisfies there the inequality

$$
\begin{equation*}
L \tilde{u} \equiv \tilde{u}_{t}-\left(\tilde{u}^{m}\right)_{x x}+\lambda \tilde{u}^{n}<0, \tag{1.9}
\end{equation*}
$$

where $\mu=\lambda m((m-1) / m)^{\beta}$ and $\beta=(m+n-2) /(m-1)$ (hence we assume $\lambda \geqq 0, n+m$ $\geqq 2$ ). It is easy to see that for $\varepsilon$ small the approximations $u_{\varepsilon}$ above to the solution $u(x, t)$ of (0.1) with initial data $u_{0}(x)$ satisfy: i) $u_{\varepsilon} \in C^{\infty}(\Omega)$, ii) $L u_{\varepsilon}>0$ in $\Omega$, iii) $u_{\varepsilon}(x, t) \geqq \tilde{u}(x, t)$ in $\partial \Omega$. By the maximum principle it follows that $u_{\varepsilon}(x, t) \geqq \tilde{u}(x, t)$ in $\Omega$. Letting $\varepsilon \downarrow 0$ we have $u(x, t) \geqq \tilde{u}(x, t)$ in $\Omega$, hence as $(x, t) \in S \rightarrow\left(x_{0}, 0\right)$ we get

$$
\liminf u(x, t) \geqq \tilde{u}\left(x_{0}, 0\right)=u_{0}(x)-\delta .
$$

Letting $\delta \rightarrow 0$ the lower semicontinuity of $u$ at $\left(x_{0}, 0\right)$ follows. The result is obviously true if $u_{0}\left(x_{0}\right)=0$ since $u \geqq 0$.

The upper semicontinuity at $t=0$ is now easy. For any $\delta>0$ we can take a smooth function $\hat{u}_{1}(x)$ such that $\hat{u}_{1}(x)>\delta$ and $u_{0}(x) \leqq \hat{u}_{1}(x) \leqq u_{0}(x)+\delta$. Let $\hat{u}(x, t)$ be the corresponding solution. By the argument above $\hat{u}(x, t)$ and its approximations $\hat{u}_{\varepsilon}(x, t)$, $\varepsilon$ small, will be uniformly positive in every strip $S_{T}=\mathbb{R} \times(0, T], T$ small, and the classical theory implies that $\hat{u}$ is continuous at $t=0$. Therefore as $(x, t) \in S \rightarrow\left(x_{0}, 0\right)$ we have

$$
\limsup u(x, t) \leqq \lim \hat{u}(x, t)=u\left(x_{0}\right) \leqq u_{0}\left(x_{0}\right)+\delta .
$$

To end the proof of the theorem we remark that the dependence result, part iv), can be proved by repeating these same arguments.
2. Regularity results. To motivate the results in this section, we disregard the absorption term in (0.1), thus obtaining the porous medium equation:

$$
\begin{equation*}
u_{t}=\left(u^{m}\right)_{x x}, \quad m>1, \tag{2.1}
\end{equation*}
$$

that appears in a variety of situations (see for instance Peletier [P]), in particular as as model for the flow of an isentropic gas through a porous medium. In this case $u$ represents the density of the gas and two other physical magnitudes play a role in describing the flow: the pressure, defined by

$$
\begin{equation*}
v=\frac{m}{m-1} u^{m-1} \tag{2.2}
\end{equation*}
$$

and the local velocity, given by $-v_{x}$.
Equation (2.1) has been extensively studied and many of its properties are well known by now. In particular, with respect to the regularity Aronson [A1] proved that for every solution of (2.1), (0.2) the velocity is bounded in every strip $S_{\tau, \infty}=\mathbb{R} \times(\tau, \infty)$ where $\tau>0$, and this result is best possible in the sense that $v_{x}$ can be discontinuous. This gives a regularity threshold for solutions, since $u(x, t)$ is Hölder continuous in $x$ with exponent $\alpha=\min (1,1 /(m-1))$, which is sharp as it can be tested against the explicit similarity solutions obtained by Barenblatt [B]

$$
\begin{equation*}
\hat{u}_{p}(x, t)=t^{-1 /(1+m)}\left[p-\frac{m-1}{2 m(m+1)}\left(x t^{-1 /(1+m)}\right)^{2}\right]_{+}^{1 /(m-1)} \tag{2.3}
\end{equation*}
$$

(valid also for $m<1$ ) where $p>0$ is arbitrary. We just note here that this threshold no longer appears when $m<1$, in which case disturbances from rest propagate with infinite speed (cf. Aronson and Bénilan [AB] and Vázquez [V2]) and nonnegative solutions are always positive and smooth everywhere.

A second important regularity result is also shown in [AB]; it states that the pressure is a semiconvex function with respect to the space variable. More precisely,

$$
\begin{equation*}
v_{x x} \geqq-\frac{1}{(m+1) t}, \tag{2.4}
\end{equation*}
$$

where the inequality is to be understood in the sense of distributions in $S$. Noting from this and the equation $v_{t}=(m-1) v v_{x x}+v_{x}^{2}$ satisfied by $v$, it easily follows that

$$
u_{t} \geqq-\frac{u}{(m+1) t} \quad \text { in } S
$$

On the other hand Kalashnikov [K3] proved that if we apply the previous definitions of pressure and velocity to equation (0.1) (as we shall do in the sequel), the velocity of solutions to (0.1), (0.2) is bounded in every strip of the form $S_{\tau, \infty}$ with $\tau>0$ if $m+n \geqq 2$, but not in general if $m+n<2$. Though the boundedness of $v_{x}$ is already an important fact, for some applications we need to know the way in which this bound depends on time. This is included in our first result.

Theorem 1. Let $u(x, t)$ be the solution to (0.1), (0.2) with $n, m$ as above and $n+m \geqq 2, n>0$. Then $v(x, t)$ is Lipschitz continuous in $x$ for each $t>0$ and we have a.e.:

$$
\begin{equation*}
\left|v_{x}(x, t)\right|^{2} \leqq \frac{2}{m}\left\|v_{0}\right\|_{\infty} t^{-1} \tag{2.5}
\end{equation*}
$$

Moreover, for every $t_{1}, t_{2}$ with $0 \leqq t_{1}<t_{2}$ one has

$$
\begin{equation*}
\sup _{x \in R}\left|v_{x}\left(x, t_{2}\right)\right|<\sup _{x \in R}\left|v_{x}\left(x, t_{1}\right)\right| . \tag{2.6}
\end{equation*}
$$

The proof of Theorem 1 is postponed to $\S 3$. To obtain from the theorem sharper bounds for $\left|v_{x}\right|$ as $t \rightarrow \infty$, we remark that there exist two a priori bounds for solutions of the problem under consideration. The first one is valid if $u_{0}(x) \in L^{p}(R)$ with $1 \leqq p<$ $+\infty$ and asserts that there exists a constant $c=c(m, p)>0$ such that for every solution of ( 0.1 ), ( 0.2 ) we have in $S$

$$
\begin{equation*}
\dot{u}(x, t) \leqq c\left\|u_{0}\right\|_{p}^{\alpha} t^{-\theta} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{2 p}{2 p+m-1}, \quad \theta=\frac{1}{2 p+m-1} . \tag{2.8}
\end{equation*}
$$

This has been proved for the case $\lambda=0$ by Veron [Ve]. Since solutions of (2.1) are supersolutions to ( 0.1 ) with the same initial data, the estimate holds for $\lambda>0$. Therefore, using (2.7) in the time interval [ $0, t / 2$ ] and (2.5) in $[t / 2, t]$ after displacing the origin of time from 0 to $t / 2$, we get the following.

Corollary 1. Let $u, u_{0}, m, n$ be as above and let also $u_{0} \in L^{p}(\mathbb{R}), 1 \leqq p<+\infty$. Then we have in $S$

$$
\begin{equation*}
\left|v_{x}(x, t)\right| \leqq c_{1}\left\|u_{0}\right\|_{p}^{\gamma} \cdot t^{-\delta}, \tag{2.9}
\end{equation*}
$$

where $c_{1}=c_{1}(m, p)>0, \gamma=p(m-1) /(2 p+m-1), \delta=(p+m-1) /(2 p+m-1)$.
The second bound occurs for $n>1$ and is a consequence of the existence of a solution of (0.1) of the form:

$$
u^{*}(x, t)=(\lambda(n-1) t)^{-1 /(n-1)}
$$

It then follows by comparison that for every solution of (0.1), (0.2) we have in $S$

$$
\begin{equation*}
u(x, t) \leqq(\lambda(n-1) t)^{-1 /(n-1)} . \tag{2.10}
\end{equation*}
$$

Combining (2.10) and (2.5) as above yields the following.
Corollary 2. Let $u, u_{0}, m$ as in Theorem 1 and let $n>1$. Then for every $(x, t) \in S$ we have

$$
\begin{equation*}
\left|v_{x}(x, t)\right|^{2} \leqq c_{2} \cdot t^{-(m+n-2) /(n-1)} \tag{2.11}
\end{equation*}
$$

with

$$
c_{2}^{2}=\frac{2^{\sigma}}{m-1}\left(\frac{1}{\lambda(n-1)}\right)^{(m-1) /(n-1)}, \quad \sigma=2+\frac{m-1}{n-1} .
$$

Our second result consists in establishing a semiconvexity property like (2.4) for ( 0.1 ), ( 0.2 ) under the restrictions $m>1, n \geqq m$.

Theorem 2. Let $u, v$ be as above and assume that $n \geqq m$. Then

$$
\begin{equation*}
v_{x x} \geqq-\frac{k}{t} \quad \text { in } D^{\prime}(S) \tag{2.12}
\end{equation*}
$$

where

$$
k=\frac{1}{m+1}+\left(\frac{2^{\sigma}(m+n-2)}{m\left(m^{2}-1\right)}\right)^{1 / 2}
$$

The proof of Theorem 2 fails for $1<n<m$, though it can be adapted to cover the case $n \leqq 1$. When $n=1$ one is easily reduced to the nonabsorption equation (2.1) by means of the change in variables (see Martinson and Pavlov [MP]):

$$
\begin{align*}
& \tau=\frac{1}{\lambda(m-1)}\left(1-e^{-\lambda(m-1) t}\right),  \tag{2.13}\\
& u(x, t)=\hat{u}(x, \tau) e^{-\lambda t}
\end{align*}
$$

In proving Theorem 2, essential use is made of estimate (2.5). Conversely, (2.5) is a simple consequence of Theorem 2 and the boundedness of $v$. In fact a stronger result holds.

Corollary 3. Under the assumptions of Theorem 2, we have for every $(x, t) \in S$ :

$$
\begin{equation*}
\left|v_{x}(x, t)\right| \leqq\left(2 k\|v(x, t)\|_{\infty} t^{-1}\right)^{1 / 2} \tag{2.14}
\end{equation*}
$$

where $k$ is the constant in (2.12).
This result is a consequence of the following Calculus Lemma applied to $v(\cdot, t)$ : "Let $f$ be a bounded real function such that $f^{\prime \prime}(x) \geqq-d>0$. Then $f$ is Lipschitz continuous and

$$
\left|f^{\prime}(x)\right| \leqq\left(2\|f\|_{\infty} d\right)^{1 / 2}
$$

for every $x \in R$."
3. The proof of Theorem 1. We begin by deriving the basic result, that consists in applying Bernstein's method to the pressure $v$ assuming that our solution is smooth. Let us write $S_{T}=\mathbb{R} \times(0, T]$ with $T>0$. We obtain the following.

Lemma 3.1. Let $v(x, t)$ be a smooth, positive and bounded solution of the equation

$$
\begin{equation*}
v_{t}=(m-1) v v_{x x}+v_{x}^{2}-c v^{\beta} \tag{3.1}
\end{equation*}
$$

in $\bar{S}_{T}=\mathbb{R} \times[0, T]$ and let $c, \beta$ be nonnegative constants. Then we have:

$$
\begin{equation*}
v_{x}^{2}(x, t) \leqq \frac{2}{m}\|v(x, 0)\|_{\infty} t^{-1} \tag{3.2}
\end{equation*}
$$

for every $(x, t) \in S_{T}$. In addition, for $0 \leqq t_{1}<t_{2}$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|v_{x}\left(x, t_{2}\right)\right|<\sup _{x \in \mathbb{R}}\left|v_{x}\left(x, t_{1}\right)\right| . \tag{3.3}
\end{equation*}
$$

Proof. We begin as in Aronson's proof for the case $\lambda=0$, [A1, p. 463] (see also [K3]). Let $N=\sup _{x \in \mathbb{R}} v(x, t)$. We choose a $C^{2}$ function $\phi:[0,1] \rightarrow[0, N]$ strictly increasing, concave and such that $\left(\phi^{\prime \prime} / \phi^{\prime}\right)^{\prime} \leqq 0$; further specifications will be given below. We also take a cut-off function $\zeta \in C\left(\bar{S}_{T}\right) \cap C^{\infty}\left(S_{T}\right)$ such that $0 \leqq \zeta \leqq 1$ and $\zeta=0$ for $t=0$ or $|x| \geqq c, c$ being some positive constant. Setting $v=\phi(w)$ we obtain from (3.1)

$$
w_{t}=(m-1) \phi w_{x x}+\left[(m-1) \phi \frac{\phi^{\prime \prime}}{\phi^{\prime}}+\phi^{\prime}\right] w_{x}^{2}-c \frac{\phi^{\beta}}{\phi^{\prime}} .
$$

Now we differentiate with respect to $x$, multiply by $w_{x} \zeta^{2}$ and consider a point $\left(x_{0}, t_{0}\right)$ of $S_{T}$ where the function $\left(x_{0}, t_{0}\right)$ of $S_{T}$ where the function $z=\zeta^{2} w_{x}^{2}$ attains a maximum, so that we have $z_{t} \geqq 0, z_{x}=0, z_{x x} \leqq 0$ at $\left(x_{0}, t_{0}\right)$ and $t_{0}>0$ (unless $z \equiv 0$, a case we may disregard). It then follows that at such a point:

$$
\begin{align*}
{\left[-m \phi^{\prime \prime}-(m-1) \phi\left(\frac{\phi^{\prime \prime}}{\phi^{\prime}}\right)^{\prime}\right] \zeta^{2} w_{x}^{4} \leqq } & {\left[\zeta \zeta_{t}+2(m-1) \phi \zeta_{x}^{2}-(m-1) \phi \zeta \zeta_{x x}-c\left(\frac{\phi^{\beta}}{\phi^{\prime}}\right)^{\prime} \zeta^{2}\right] }  \tag{3.4}\\
& \cdot w_{x}^{2}-\left[(m+1) \phi^{\prime}+2(m-1) \phi \frac{\phi^{\prime \prime}}{\phi^{\prime}}\right] \zeta \zeta_{x} w_{x}^{3}
\end{align*}
$$

Now set

$$
a_{1}=\max \left|\zeta_{t}\right|, \quad a_{2}=\max \left|\zeta_{x}\right|, \quad a_{3}=\max \left|\zeta_{x x}\right|
$$

and assume that there are positive constants $b_{i}, i=1, \cdots, 4$ such that

$$
\begin{equation*}
0<N b_{1} \leqq \phi^{\prime} \leqq N b_{2}, \quad \phi^{\prime \prime} \leqq-N b_{3}, \quad\left|\phi^{\prime \prime} / \phi^{\prime}\right| \leqq b_{4} . \tag{3.5}
\end{equation*}
$$

Taking also into account that $\left(\phi^{\beta} / \phi^{\prime}\right)^{\prime} \geqq 0$, we can disregard this term. We then get:

$$
\zeta^{2} w_{x}^{4} \leqq c_{1} w_{x}^{2}+c_{2} \zeta\left|w_{x}\right|^{3}
$$

where

$$
\begin{aligned}
& c_{1}=\frac{1}{N m b_{3}}\left(a_{1}+N(m-1) a_{3}+2 N(m-1) a_{2}^{2}\right), \\
& c_{2}=\frac{a_{2}}{m b_{3}}\left((m+1) b_{2}+2(m-1) b_{4}\right) .
\end{aligned}
$$

Since for every $\delta>0, c_{2} \zeta\left|w_{x}\right|^{3} \leqq \delta \zeta^{2} w_{x}^{4}+c_{2}^{2} w_{x}^{2} / 4 \delta$, we get

$$
(1-\delta) \zeta^{2} w_{x}^{4} \leqq\left(c_{1}-\frac{c_{2}^{2}}{4 \delta}\right) w_{x}^{2} .
$$

Therefore for every ( $x, t$ ) $\in S_{T}$ we have

$$
\begin{equation*}
z(x, t) \leqq \max z \leqq \frac{1}{1-\delta}\left(c_{1}+\frac{c_{2}^{2}}{4 \delta}\right) . \tag{3.6}
\end{equation*}
$$

Since this bound depends on $\zeta$ and $\phi$, we now fix a point $\left(x_{1}, t_{1}\right) \in S_{T}$ and make a suitable selection of these functions. We begin with $\zeta$ : we choose

$$
\begin{equation*}
\zeta_{n}(x, t)=\frac{t}{t_{1}} \psi\left(\frac{x-x_{1}}{n}\right) \tag{3.7}
\end{equation*}
$$

where $\psi \in C_{0}^{\infty}(R)$ satisfies $0 \leqq \psi \leqq 1, \psi(x)=1$ if $|x| \leqq 1, \psi(x)=0$ if $|x| \geqq 2$. Plugging $\zeta_{n}$ into (3.4) we obtain (3.6) with constants $c_{1 n}, c_{2 n}$ depending on $a_{1 n}, a_{3 n}$. Now $a_{1 n}=1 / t_{1}$ whereas $a_{2 n}, a_{3 n} \rightarrow 0$ as $n \rightarrow \infty$. Thus passing to the limit we obtain from (3.6)

$$
w_{x}^{2}\left(x_{1}, t_{1}\right)=z\left(x_{1}, t_{1}\right) \leqq \frac{1}{N m b_{3} t_{1}}
$$

and noting that $v_{x}=\phi^{\prime}(w) w_{x}$ and $x_{1}, t_{1}>0$ were arbitrary, we arrive at

$$
\begin{equation*}
v_{x}^{2}(x, t) \leqq \frac{N b_{2}^{2}}{m b_{3} t} \quad \text { for every }(x, t) \in S_{T} . \tag{3.8}
\end{equation*}
$$

Now we choose a suitable $\phi$. For this purpose we consider the simplest form that satsfies $\left(\phi^{\prime \prime} / \phi^{\prime}\right)^{\prime} \leqq 0$ as well as (3.5), namely

$$
\phi(r)=N r(a-b r), \quad a, b>0 .
$$

Then $\phi(1) \geqq N$ if $a \geqq b+1, \phi$ is strictly increasing in [ 0,1 ] if $a \geqq 2 b$ and we have $b_{2}=a$, $b_{3}=2 b$. Thus (3.8) becomes

$$
\begin{equation*}
v_{x}^{2}(x, t)=\frac{N a^{2}}{2 m b t} . \tag{3.9}
\end{equation*}
$$

The second member above is to be minimized with respect to $a, b$ subject to the conditions $a, b>0, a \geqq b+1, a \geqq 2 b$. This happens for $a=2, b=1$ for which (3.9) gives (3.2).

To prove (3.3) we may assume that $t_{1}=0$ and $w \in C\left(\bar{S}_{T}\right)$ by displacing the origin of the times. We then repeat the previous argument taking now

$$
\zeta_{n}(x, t)=\psi\left(\frac{x-x_{1}}{n}\right)
$$

to conclude that at any interior maximum of $w_{x}^{2}, w_{x}=0$ so that the maximum is achieved at $t=0$.

Proof of Theorem 1. Let us consider first the case $n \geqq 1$. Then for every real $x$ and $0 \leqq t_{1} \leqq t_{2}, u\left(x, t_{1}\right)>0$ implies $u\left(x, t_{2}\right)>0$ (see [Kn2], [Ke2]). Therefore if we assume that $u_{0}(x)$ is positive everywhere, so is $u(x, t)$ in $S$ and, as stated in $\S 1$, Theorem 0 , $u \in C^{\infty}(S)$. Since the change of variables $v=(m /(m-1)) u^{m-1}$ transforms (0.1) into (3.1) with

$$
\begin{equation*}
\beta=\frac{m+n-2}{m-1}, \quad c=\lambda m\left(\frac{m-1}{m}\right)^{\beta} \tag{3.10}
\end{equation*}
$$

it then follows that estimates (2.5), (2.6) are a consequence of Lemma 3.1. When $u_{0}(x)$ is only nonnegative, we just approach it by strictly positive data $u_{0}(x)$ such that $u_{0 j}(x) \rightarrow u_{0}(x)$ as $j \rightarrow \infty$ uniformly on compact subsets of $\mathbb{R}$ and use part iv) in Theorem 0 to conclude the result.

When $2-m \leqq n<1$ we no longer can deal with smooth positive solutions of (0.1), (0.2), since solutions may disappear after a finite time (see [K2]). We then start from problems (1.3) with, say, $\varepsilon=1 / j$ for $j=1,2, \cdots$. Then the estimates hold true for each $u_{j}(x, t)$, since in applying Bernstein's technique to the equation for $v_{\varepsilon}=$ $(m /(m-2)) u_{\varepsilon}^{m-1}$ it happens, as in Lemma 3.1, that the perturbation which appears with respect to the case $\lambda=0$ has the right sign and may be dropped (see for instance [Ke2, pp. 1957-1958] for this detail). Therefore letting $j \rightarrow \infty$ (2.5), (2.6) follow.

Remark. Estimate (3.2) does not depend on $\lambda$, so that it even applies to the case $\lambda=0$. However the constant in (3.2) is not best possible; for instance when $\lambda=0$ one has

$$
\begin{equation*}
v_{x}^{2}(x, t) \leqq \frac{2}{m+1}\|v(x, 0)\|_{\infty} t^{-1} \tag{3.11}
\end{equation*}
$$

(see Vázquez [V2]), a result which is sharp in view of the explicit solutions (2.3).
4. Semiconvexity of the pressure. This section is devoted to the proof of Theorem 2. To this aim we shall proceed in three steps.
i) The core of the proof lies in the following formal argument. Let $v=$ $(m /(m-1)) u^{m-1}$ where $u$ is a smooth positive solution of ( 0.1 ) and $c, \beta$ are given in (3.10). As in Aronson and Bénilan [AB] we set $p=v_{x x}$ and differentiate twice in (3.1) with respect to $x$ to get

$$
\begin{align*}
p_{t}= & (m-1) v p_{x x}+2 m v_{x} p_{x}+(m+1) p^{2}-c \beta v^{\beta-1} p  \tag{4.1}\\
& -c \beta(\beta-1) v^{\beta-2} v_{x}^{2} .
\end{align*}
$$

Let us consider now the differential operator:

$$
\begin{equation*}
L \boldsymbol{\theta}=(m-1) v \theta_{x x}+2 m v_{x} \theta_{x}-c \beta v^{\beta-1} \theta+(m+1) \theta^{2}-\theta_{t} . \tag{4.2}
\end{equation*}
$$

It then follows from (4.1) and estimates (2.10), (2.11) that

$$
L p=c \beta(\beta-1) v^{\beta-1} v_{x}^{2} \leqq \frac{2^{\sigma}(m+n-2)}{m(m-1) t^{2}} .
$$

Take now $\hat{p}(x, t)=-k / t$ where $k>0$ is some positive constant to selected later. One then has

$$
\begin{equation*}
p \geqq \hat{p} \quad \text { at } t=0 \tag{4.3}
\end{equation*}
$$

and on the other hand

$$
L \hat{p}=(m+1) \hat{p}^{2}-c \beta v^{\beta-1} \hat{p}-\hat{p}_{t} \geqq(m+1) \frac{k^{2}}{t^{2}}-\frac{k}{t^{2}} .
$$

Thus we obtain $L \hat{p} \geqq L p$ in $S$ if

$$
\begin{equation*}
(m+1) k^{2} \geqq k+\frac{2^{\sigma}(m+n 2)}{m(m-1)} \tag{4.4}
\end{equation*}
$$

A simple choice for $k$ is, for instance,

$$
\begin{equation*}
k=\frac{1}{m+1}+\left(\frac{2^{\sigma}(m+n-2)}{m\left(m^{2}-1\right)}\right)^{1 / 2} \tag{4.5}
\end{equation*}
$$

By the maximum principle it then follows that $p \geqq \hat{p}=-k / t$ in $S$.
ii) We next show how to justify this argument in the case where $v$ is smooth in $S_{T}$, $T>0$, and satisfies there

$$
\begin{equation*}
v \leqq \Lambda, \quad\left|v_{x}\right| \leqq \mu, \quad v_{x x} \geqq-\nu \tag{4.6}
\end{equation*}
$$

where $\Lambda, \mu, \nu$ are some positive constants. Fix $\tau>0$ such that $\tau<\min (k / \nu, T)$, where $k$ is given in (4.5). Now write $S_{\tau, T}=\mathbb{R} \times(\tau, T \mid$ and define

$$
p^{*}(x, t)=-\frac{k}{t-\tau^{\prime}}
$$

where $0<\tau^{\prime}<\tau$. Then if $L$ is the differential operator in (4.2) one has upon replacing $t$ by ( $t-\tau^{\prime}$ ) in estimates (2.10), (2.11)

$$
L p^{*} \geqq L p \quad \text { in } S_{\tau, T}
$$

whereas, by the choice of $\tau$ and the fact that $\tau^{\prime}<\tau$, one has $p^{*}(x, t) \leqq p(x, \tau)$. From the maximum principle, cf. [IKO, Thm. 8], it follows that $p^{*} \leqq p$ in $S_{\tau, T}$ (though the operators in [IKO] are linear, the proof applies unchanged). Then let $\tau \downarrow 0$ to conclude, since $T>0$ is arbitrary.
iii) It only remains to show that under our current assumptions on $n, m$ and $u_{0}$, $v(x, t)$ can be approximated by smooth solutions of (3.1) $v_{j}(x, t)(j=1,2, \cdots)$ satisfying (4.6) with bounds possibly depending on $j$. To this aim we select a sequence $v_{0}^{j}(x)$ as follows:

For each fixed $j, v_{\gamma}^{j}(x) \in C^{\infty}(\mathbb{R}) ; v_{0}^{j}(x)>1 / j$ in $\mathbb{R}, v_{0}^{j}(x),\left|v_{\delta_{x}}^{j}(x)\right|$ and $\left|v_{\delta_{x x}}^{j}(x)\right|$ are bounded in $\mathbb{R}$ and $v j(x) \rightarrow v_{0}(x)$ uniformly on compact subsets of $\mathbb{R}$.

We consider the Cauchy problem corresponding to (3.1) (where $c, \beta$ are given in (3.10)) with initial datum $v_{j}$. Since the generalized solution $v_{j}(x, t)$ is such that $v_{j}(x, t)$ $>\left(j^{n-1}+\lambda(n-1) t\right)^{-(1 / n-1)}$, the exact solution with initial data $1 / j$, the equation is then uniformly parabolic in each strip $S_{T}$ with $T>0$. Then by classical results [LSU, Chap. V, Thm. 8] $v_{j}(x, t)$ is smooth and satisfies (4.6). Hence $p_{j}=v_{j x x}$ satisfies (2.12) and letting $j \rightarrow \infty$ the same is true for $p$.

Remark. The constant $k$ in (4.5), which is independent of $\lambda$, is clearly not the best possible. This is not surprising, in view of our remark in §3, since we use (3.2) to calculate it. When $\lambda=0$, the best constant is $1 /(m+1)$, as shown in [AB]. For $\lambda>0$ and $n=m$ one also can check (2.12) against the explicit solutions obtained by Bertsch, Kersner and Peletier [BKP2] which are of the form:

$$
(y(x, t))^{m-1}=\frac{1}{f(t)}\left\{\rho-\frac{\operatorname{ch}(\alpha x)-1}{g(t)}\right\}_{+}
$$

where $\rho>0$ is arbitrary, $\alpha=\sqrt{\lambda}((m-1) / m)$ and $f, g$ are positive increasing functions which in particular satisfy

$$
(f g)^{\prime}=a(\rho g+1) \quad \text { with } a=\frac{\lambda\left(m^{2}-1\right)}{m}
$$

In the support of $y$ we thus have for $\bar{v}=(m /(m-1)) y^{m-1}$

$$
\bar{v}_{x x}=-\frac{\lambda(m-1)}{m} \cdot \frac{\operatorname{ch}(\alpha x)}{f g} \geqq-\frac{\lambda(m-1)}{m} \frac{\rho g+1}{f g} .
$$

Now since $(f g)(t) \geqq a \int(\rho g+1) d t \geqq a t$ and $\rho / f=\sup y^{m-1}$ one gets, using (2.10),

$$
\bar{v}_{x x} \geqq-\frac{k_{1}}{t} \quad \text { where } k_{1}=\left(\frac{1}{m+1}+\frac{1}{m}\right)
$$

whereas our estimate reads

$$
\bar{v}_{x x} \geqq-\frac{k}{t} \quad \text { where } k=\left(\frac{1}{m+1}+\frac{4}{\sqrt{m(m+1)}}\right) .
$$

5. The free boundary. This section is devoted to the study of the propagation properties of the solutions of problem (0.1), (0.2) under the hypotheses $m>1, n \geqq m, u_{0}$ continuous, nonnegative and bounded, plus the support condition (0.6):

$$
\sup \left\{x: u_{0}(x)>0\right\}=d<+\infty .
$$

Under the stronger hypothesis that $u_{0}$ is positive in a finite interval, say $(-d, d)$ with $0<d<+\infty$, and zero otherwise, the set $P=P[u] \equiv\{(x, t) \in S: u(x, t)>0\}$ has been studied by several authors: Kalashnikov [K2], Kersner [Ke1], Knerr [Kn2], $\cdots$. They prove that there exist two functions $\zeta_{1}(t), \zeta_{2}(t) \in C[0, \infty) \cap C^{0,1}(0, \infty)$ such that $\zeta_{1}(0)=$ $(-1)^{i} d(i=1,2)$ and $P(t) \equiv\{x \in \mathbb{R}:(x, t) \in P\}$ is the interval $\left(\zeta_{1}(t), \zeta_{2}(t)\right)$. In addition $(-1) \zeta_{i}(t)$ is nondecreasing and $\left|\zeta_{i}(t)\right| \rightarrow \infty$ as $t \rightarrow \infty$ for $i=1,2$. Actually these properties are true for $n \geqq m$, but not for $n<m$ (cf. [K2], [Ke3]). The curves $x=\zeta_{i}(t)$ are called interfaces or free boundaries. The proofs of these results can be easily adapted to our situation; then we obtain the existence of a right-hand interface $x=\zeta(t)=$ $\sup \{x: u(x, t)>0\}$ with the above properties.

In the nonabsorption case $\lambda=0$ much more is known about the free boundaries: equation satisfied on the interface, $C^{1}$ regularity of $\zeta(t)$ (cf. [A1], [Kn1], [CF]). It is possible that the interface remains stationary for $t$ less than or equal to a certain time $t^{*}[0, \infty)$, called waiting time, after which it moves with positive velocity: $\zeta^{\prime}(t)>0$ if $t>t^{*}[\mathrm{~K} 1]$, [Kn1]. The existence of a waiting time has been characterized by one of the authors [V3], and the behavior of $\zeta$ near $t^{*}$ is studied in [ACK], [LOT] and [ACV].

It is our purpose to use the regularity results of the preceding chapters to prove similar facts for the absorption case $\lambda>0$. Our first result is the following theorem.

Theorem 3. Let $u$ be the solution of (0.1), (0.2) under the conditions above, and let $x=\zeta(t)$ be the right-hand free boundary. For every $t>0$ the right-hand derivative $D^{+} \zeta(t)$ exists and

$$
\begin{equation*}
D^{+} \zeta(t)=-v_{x}(\zeta(t), t), \tag{5.1}
\end{equation*}
$$

where $v_{x}(\zeta(t), t)$ is understood as $\lim v_{x}(x, t)$ as $x \rightarrow \zeta(t), x<\zeta(t)$.
Proof. The line of argument parallels that of the nonabsorption case $\lambda=0$, and uses Theorem 2 followed by suitable comparisons.
i) Since $v \leqq C$ and $v_{x x} \geqq-C \cdot t^{-1}$ for some $C>0$, the function $x \mapsto v(x, t)+C x^{2} / 2 t$ is convex in $\mathbb{R}$ for every $t>0$, and hence it has one-sided derivatives at every point. Therefore the limit $v_{x}(\zeta(t), t)$ appearing in (5.1) exists for each $t>0$.
ii) To prove (5.1) at $t=t_{0}>0$, we first consider the solution $\hat{u}(x, t)$ of the problem:

$$
\begin{align*}
& \hat{u}_{t}=\left(\hat{u}^{m}\right)_{x x} \quad \text { for } x \in \mathbb{R}, \quad t>t_{0}, \\
& \hat{u}\left(x, t_{0}\right)=u\left(x, t_{0}\right) \quad \text { for } x \in \mathbb{R} . \tag{5.2}
\end{align*}
$$

It is clear (see e.g. [Ke2, Thm. 3]) that $\hat{u}$ is a supersolution for our problem when $t \geqq t_{0}$, so that by Theorem 0 , part iii) $\hat{u}(x, t) \geqq u(x, t)$ for such $t$. Hence $\hat{\zeta}(t) \geqq \zeta(t)$ if $t>t_{0}$ and $\hat{\zeta}\left(t_{0}\right)=\zeta\left(t_{0}\right), \hat{\zeta}$ being the interface for $\hat{u}$. Now for problem (5.2) the result holds, $D^{+} \hat{\xi}\left(t_{0}\right)=-v_{x}\left(\hat{\xi}\left(t_{0}\right), t_{0}\right)$ and therefore

$$
\begin{equation*}
\limsup _{h \rightarrow 0} \frac{1}{h}\left(\zeta\left(t_{0}+h\right)-\zeta\left(t_{0}\right)\right) \leqq-v_{x}\left(\hat{\zeta}\left(t_{0}\right), t_{0}\right) . \tag{5.3}
\end{equation*}
$$

Next we consider the problem:

$$
\begin{cases}\bar{u}_{t}=\left(\bar{u}^{m}\right)_{x x}-\lambda_{0} \bar{u} & \text { if } x \in \mathbb{R}, t>t_{0},  \tag{5.4}\\ \bar{u}(x, t)=u\left(x, t_{0}\right) & \text { if } x \in \mathbb{R},\end{cases}
$$

where $\lambda_{0}=\left((n-1) t_{0}\right)^{-1}$, so that by (2.10) $\lambda u^{n} \leqq \lambda_{0} u$. Then $u(x, t)$ is a supersolution for (5.4) for $t \geqq t_{0}$. On the other hand (5.4) can be converted into a nonabsorption problem by means of (2.13) and it is not difficult to see that $D^{+} \bar{\zeta}\left(t_{0}\right)=-v_{x}\left(\bar{\zeta}\left(t_{0}\right), t_{0}\right)$ also holds. Therefore

$$
\begin{equation*}
\liminf _{h \rightarrow 0} \frac{1}{h}\left(\zeta\left(t_{0}+h\right)-\zeta\left(t_{0}\right)\right) \geqq D^{+} \bar{\zeta}\left(t_{0}\right)=-v_{x}\left(\zeta\left(t_{0}\right), t_{0}\right) \tag{5.5}
\end{equation*}
$$

and the theorem is proved.
We now extend the characterization of the existence of a positive waiting-time to our absorption case.

Theorem 4. Let $u(x, t), u_{0}(x), \zeta(t), m$ as above and let $n \geqq 1$. Let $t^{*}=\sup \{t \geqq 0$ : $\zeta(t)=d\}$. Then $t^{*}$ is positive if and only if

$$
\begin{equation*}
\sup _{x<d}\left((d-x)^{-(m+1) /(m-1)} \int_{x}^{d} u_{0}(s) d s\right)<+\infty . \tag{5.6}
\end{equation*}
$$

Proof. If (5.6) holds we consider the solution $\hat{u}$ of (5.2) with $t_{0}=0$. By the results of [V3] we then have a positive waiting-time $\hat{t}_{i}^{*}$ for $\hat{\zeta}$. Since $\hat{u} \geqq u$, we conclude that $t_{i}^{*} \geqq \hat{t}_{i}^{*}>0$.

Conversely, if $u$ does not satisfy (5.6), the solution of (5.2) with $t_{0}=0$ has a zero waiting time. By the change of variables (2.13) the same is true for the solution $\hat{u}$ of (5.4) with $t_{0}=0$ and $\lambda_{0}$ arbitrary. But choosing $\lambda_{0}$ large enough $\bar{u}(x, t)<u(x, t)$ whence $t_{i}^{*}<\bar{t}_{i}^{*}=0$.

Our next result deals with the behavior of $\zeta(t)$ after a waiting time.
Theorem 5. Under the assumptions of Theorem 3, $\zeta(t) \in C^{1}\left(t^{*}, \infty\right), \zeta^{\prime}(t)>0$ for $t>t^{*}$ and the function

$$
\begin{equation*}
\zeta^{\prime}(t) \cdot t^{\rho} \tag{5.7}
\end{equation*}
$$

is nondecreasing when $t>t^{*}$ for a certain $\rho=\rho(m, n)>0$ (see (5.13)).
Remark. When $\lambda=0$ it has been proved in [V1] that (5.7) holds with $\rho_{0}=m /(m+1)$ which is sharp. In particular for the Barenblatt solutions (2.3) $\zeta^{\prime}(t) t^{\rho_{0}}$ is constant.

Proof of Theorem 5. i) We first prove a weak version of (5.7). At any point $t_{1}>t^{*}$ with $D^{+} \zeta\left(t_{1}\right)>0$ we adapt a subsolution $\bar{u}(x, t)$ to ( 0.1 ) in the strip $\mathbb{R} \times\left(t_{1}, \infty\right)$ satisfying $\bar{u}\left(x, t_{1}\right) \leqq u\left(x, t_{1}\right)$ and such that $\bar{u}$ has a good contact with $u$ at $x=\zeta\left(t_{1}\right)$; namely we require that the corresponding interface and pressure, $\bar{\zeta}(t)$ and $\bar{v}(x, t)$, satisfy

$$
\begin{align*}
& \bar{\zeta}\left(t_{1}\right)=\zeta\left(t_{1}\right), \\
& \bar{\zeta}^{\prime}\left(t_{1}\right)=D^{+} \zeta\left(t_{1}\right) \quad\left(\text { i.e. } \bar{v}_{x}\left(\zeta\left(t_{1}\right), t_{1}\right)=v_{x}\left(\zeta\left(t_{1}\right), t_{1}\right)\right),  \tag{5.8}\\
& \bar{v}_{x x}\left(x, t_{1}\right)=-\frac{k}{t_{1}}, \quad k \text { as in }(2.12) .
\end{align*}
$$

To this aim we start from $\hat{u}(x, t)$ given as in (2.3) by

$$
\begin{equation*}
\hat{u}(x, t)=t^{-1 /(1+m)}\left[p-\frac{m-1}{2 m(m+1)}\left(x \cdot t^{-1 /(1+m)}\right)^{2}\right]_{+}^{1 /(m-1)} \tag{5.9}
\end{equation*}
$$

where $\rho>0$ is to be selected presently. Now for $\lambda_{1}>0$ fixed we consider the solution of $u_{t}=\left(u^{m}\right)_{x x}-\lambda_{1} u$ obtained from (5.9) through transformation (2.13). This reads

$$
\begin{aligned}
\bar{u}_{p, \lambda_{1}}(x, t)= & e^{-\lambda_{1} t}\left(\frac{1}{\lambda_{1}(m-1)}\right)^{-1 /(m+1)}\left(1-e^{-\lambda_{1}(m-1) t}\right)^{-1 /(m+1)} \\
& \cdot\left[p-\frac{m-1}{2 m(m+1)}\left(\frac{1}{\lambda_{1}(m-1)}\right)^{-2 /(m+1)}\left(1-e^{-\lambda_{1}(m-1) t}\right)^{-2 /(m+1)} x^{2}\right]_{+}^{1 /(m-1)} .
\end{aligned}
$$

We now set

$$
\begin{equation*}
\bar{u}(x, t)=\bar{u}_{p, \lambda_{1}}\left(x-x_{0}, t-\tau\right) \equiv \bar{u}\left(x, t ; \lambda_{1}, p, x_{0}, \tau\right) \tag{5.10}
\end{equation*}
$$

with

$$
\lambda_{1}=\left((n-1) t_{1}\right)^{-1}
$$

so that by estimate (2.10) $\lambda_{1} \bar{u} \geqq \lambda \bar{u}^{n}$ and $\bar{u}$ is a subsolution to (0.1). Next we determine $x_{0}, \tau, p$ from (5.8). This last can be done in a unique way. In particular $\tau$ is obtained from the third condition in (5.8) which reads

$$
\exp \left(\frac{m-1}{n-1}\left(1-\frac{\tau}{t_{1}}\right)\right)-1=\frac{m-1}{k(m+1)(n-1)}
$$

whereas $x_{0}, p$ are determined from

$$
\begin{gathered}
\zeta\left(t_{1}\right)-x_{0}=\frac{t_{1}}{k} \cdot D^{+} \zeta\left(t_{1}\right), \\
\frac{t_{1}}{k} \cdot D^{+} \zeta\left(t_{1}\right)=\left(\frac{2 m(m+1) p}{m-1}\right)^{1 / 2}\left(\frac{(n-1) t_{1}}{m+1}\right)^{1 /(m+1)}\left(1-\exp \left(\frac{1-m}{n-1}\left(1-\frac{\tau}{t_{1}}\right)\right)\right)^{1 /(m+1)} .
\end{gathered}
$$

It follows easily from (5.8) that $u\left(x, t_{1}\right) \geqq \bar{u}\left(x, t_{1}\right)$. By the choice of $\lambda_{1}, u(x, t) \geqq \bar{u}(x, t)$ for $t \geqq t_{1}$ and therefore $\zeta\left(t_{1}+h\right) \geqq \bar{\zeta}\left(t_{1}+h\right)$ for any $h>0$. Hence

$$
\begin{equation*}
\zeta\left(t_{1}+h\right)-\zeta\left(t_{1}\right)-h D^{+} \zeta\left(t_{1}\right) \geqq \bar{\zeta}\left(t_{1}+h\right)-\bar{\zeta}\left(t_{1}\right)-h \bar{\zeta}^{\prime}\left(t_{1}\right) . \tag{5.11}
\end{equation*}
$$

On the other hand it follows from (5.10) that

$$
\begin{equation*}
\bar{\zeta}(t)=x_{0}+\left(\frac{2 m(m+1) p}{m-1}\right)^{1 / 2}\left(\frac{(n-1) t_{1}}{m+1}\right)^{1 /(m+1)}\left(1-\exp \left(\frac{(1-m)(t-\tau)}{(n-1) t_{1}}\right)\right)^{1 /(m+1)} \tag{5.12}
\end{equation*}
$$

so that $\bar{\zeta}(t)$ is a $C^{\infty}$-function for $t>\tau$, and the second member in (5.11) can be written as $h^{2} / 2 \cdot \bar{\zeta}^{\prime \prime}\left(t_{1}\right)+O\left(h^{3}\right)$. Besides one easily checks on (5.12) that:

$$
\begin{equation*}
\bar{\zeta}^{\prime \prime}\left(t_{1}\right)=-\rho \frac{\bar{\zeta}^{\prime}\left(t_{1}\right)}{t_{1}} \quad \text { with } \rho=\left(\frac{m-1}{n-1}+m k\right) . \tag{5.13}
\end{equation*}
$$

We now divide (5.11) by $h^{2}$ to obtain

$$
\begin{equation*}
F_{h}(t)=\frac{2}{h^{2}}\left[\zeta(t+h)-\zeta(t)-h D^{+} \zeta(t)\right] \geqq-\frac{\rho}{t} D^{+} \zeta(t)+O(h) \tag{5.14}
\end{equation*}
$$

at any point $t_{1}$ where $D^{+} \zeta\left(t_{1}\right)>0$. It is obvious that (5.14) also holds at $t_{1}$ if $D^{+} \zeta\left(t_{1}\right)=0$ (with $O(h) \equiv 0$ in this case). On the other hand, it follows from (5.12) that $O(h)$ is uniform in $t$. Therefore letting $h \rightarrow 0$ we obtain

$$
\begin{equation*}
\zeta^{\prime \prime}(t) \geqq-\frac{\rho}{t} D^{+} \zeta(t), \quad t>0 \tag{5.15}
\end{equation*}
$$

where $\zeta^{\prime \prime}$ is to be understood in the sense of distributions. Since $\zeta(t)$ is locally Lipschitz continuous in $(0, \infty), D^{+} \zeta(t)=\zeta^{\prime}(t)$ a.e. and (5.15) may be rewritten as

$$
\begin{equation*}
\left(\zeta^{\prime}(t) \cdot t^{\rho}\right)^{\prime} \geqq 0 \quad \text { in } \mathscr{D}^{\prime}(0, \infty) \tag{5.16}
\end{equation*}
$$

Assume now that $\rho<1$. Then (5.16) means that the function $\eta(\tau)=\zeta(t)$ with $\tau=$ $(1-\rho)^{-1} t^{1-\rho}$ is convex for $0 \leqq \tau<\infty$. Therefore the lateral limits $D^{+} \eta(\tau), D^{-} \eta(\tau)$ exist for every $\tau>0$, they are nondecreasing functions of $\tau$, and

$$
D^{+} \eta(\tau) \geqq D^{-} \eta(\tau) \geqq D^{+} \eta(\tau-h) \quad \text { for } \tau>\tau-h>0 .
$$

Since $D^{ \pm} \eta(\tau)=D^{ \pm} \zeta(t) \cdot t^{\rho}$, we then conclude that

$$
\begin{align*}
& D^{+} \zeta(t) \cdot t^{\rho}, D^{-} \zeta(t) \cdot t^{\rho} \quad \text { are nonnegative and nondecreasing, } \\
& D^{+} \zeta(t) \geqq D^{-} \zeta(t) \geqq D^{+} \zeta(t-h)\left(1-\frac{h}{t}\right)^{\rho} \quad \text { for every } t>t-h>t^{*} \tag{5.17}
\end{align*}
$$

The same result is obtained if $\rho \geqq 1$, but now we have to take $\tau=\log t$ if $\rho=1$ and $\tau=-(\rho-1) t^{-(\rho-1)}$ if $\rho>1$. Note that (5.17) implies that once the interface starts it never stops.
ii) We have yet to prove that $D^{+} \zeta(t)=D^{-} \zeta(t)$ for every $t>t^{*}$ to obtain that $\zeta \in C^{1}\left(t^{*}, \infty\right)$ and (5.7) holds. But once the estimates on $v_{x}(2.5)$ and $v_{x x}$ (2.12) have been established, this can be done by repeating, with some minor modifications, the arguments in [ACK, Thm. B], for the case $\lambda=0$. We just indicate here for completeness an important auxiliary tool that is used in the proof and has some independent interest.

Lemma 5.1. Let $v=(m /(m-1)) u^{m-1}$, where $u=u(x, t)$ is the solution of $(0.1)$, (0.2) under our current hypotheses, and assume that

$$
-v_{x}\left(\zeta\left(t_{0}\right), t_{0}\right)=\gamma
$$

for some $t_{0}>0, \gamma>0$. Then in a neighborhood of $\left(\zeta\left(t_{0}\right), t_{0}\right)$ one has

$$
v(x, t)=L_{\gamma}\left(x-\zeta\left(t_{0}\right), t-t_{0}\right)+o\left(\left|x-x_{0}\right|+\left|t-t_{0}\right|\right)
$$

where

$$
L_{\gamma}(x, t)=\left(\gamma^{2} t-\gamma x\right)_{+} .
$$

This result is in [ACK, Prop. 2.3] when $\lambda=0$. The case $\lambda>0$ offers no difficulties.
6. Asymptotic behavior. In this section we study the asymptotic behavior of the solution of $(0.1),(0.2)$ with $1<m \leqq n$. We also study the behavior of the interface $\zeta(t)$ when $u_{0}$ satisfies (0.6).

We shall use the following notation: If $f(t), g(t)$ are nonnegative functions defined for all large $t>0$ we write:
i) $f(t)=O(g(t))$ if there exists a constant $C>0$ such that $f(t) \leqq C g(t)$ for all large enough $t$.
ii) $f(t) \sim g(t)$ if $f(t)=O(g(t))$ and $g(t)=O(f(t))$.

Our main contribution is the description of different behaviors if $n>m+2$.
6.1. The case $\boldsymbol{n}>\boldsymbol{m}+2$. It follows from (2.10) that $\|u(\cdot, t)\|_{\infty}=O\left(t^{-1 /(n-1)}\right)$; this bound is due to the effect of the absorption and holds for all initial data. A stronger bound $O\left(t^{-1 /(m+1)}\right)$ holds for all solutions with intial data $u_{0} \in L^{1}(\mathbb{R})$, cf (2.7), which coincides with the one obtained in the pure diffusion case $\lambda=0$. We show next that both rates can be exact.

Theorem 6. Let $u_{0} \in L^{1}(\mathbb{R})$. Then

$$
\begin{equation*}
u(\cdot, t) \sim t^{-1 /(m+1)} \tag{6.1}
\end{equation*}
$$

uniformly on sets of the form $|x| \leqq c t^{1 /(m+1)}$, with $c>0$ small enough. If (0.6) holds, one then has

$$
\begin{equation*}
\zeta(t) \sim t^{1 / m+1}, \quad \zeta^{\prime}(t)=O\left(t^{-m /(m+1)}\right) \tag{6.2}
\end{equation*}
$$

Proof. The estimates on $u_{0}$ and $\zeta$ when $u_{0}$ has compact support are due to Kersner [Ke1]. In fact he constructs subsolutions of the form

$$
\begin{equation*}
w(x, t)=\sigma(t+\tau)^{-1 /(m-1)-\varepsilon}\left(\rho-x^{2}(t+\tau)^{\varepsilon(m-1)-2 /(m+1)}\right)_{+}^{1 /(m-1)} \tag{6.3}
\end{equation*}
$$

where $\varepsilon>0$ must be small but otherwise arbitrary, and $\theta, \tau, \rho$ are positive constants that can be selected independently of $\varepsilon$. It is clear by comparison of $u$ with $w$ for suitably chosen $\theta, \tau, \rho$ that the rates in (6.1), (6.2) serve as lower bounds for every solution.

To obtain the upper bounds we observe that (6.1) comes from (2.7) and that (6.2) is a consequence of estimate (2.9) for $v_{x}$ with $p=1$ and formula ( 0.5 ); we obtain thus $\zeta^{\prime}(t)=O\left(t^{-m /(m+1)}\right)$ and by integration the corresponding one for $\zeta(t)$.

We now obtain solutions with maximal rates.
Theorem 7. Assume that $u_{0}(x) \geqq \delta>0$ for all $x<0,|x|$ large. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|u(\cdot, t)\|_{\infty} t^{1 /(n-1)}=(\lambda(n-1))^{-1 /(n-1)} \tag{6.4}
\end{equation*}
$$

and $u \sim t^{-(1 /(n-1))}$ uniformly on sets of the form $x<c t^{n-m /(2(n-1))}, c>0$ small. If (0.6) holds one has

$$
\begin{equation*}
\zeta(t) \sim t^{n-m /(2(n-1))}, \quad \zeta^{\prime}(t)=O\left(t^{-\frac{n+m-2}{2(n-1)}}\right) \tag{6.5}
\end{equation*}
$$

Proof. To get the upper bounds we argue as before: using (2.10) and (0.5) we obtain the bound for $\zeta^{\prime}$, and by integration the one for $\zeta$. The corresponding case in (6.4) comes also from (2.10).

For the lower bounds we construct a new subsolution as follows: Let $z=z(x, t)$ be the solution of the porous medium equation $z_{t}=\left(z^{m}\right)_{x x}$ with initial datum $z_{0}(x)$ defined by $z_{0}(x)=a>0$ if $x<0, z_{0}(x)=0$ if $x>0$. It is shown in [V3] that for each $a$ there exists a unique generalized solution of the form

$$
\begin{equation*}
z(x, t)=f\left(x, t^{-1} / 2\right) \tag{6.6}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{align*}
& \left(f^{m}\right)^{\prime \prime}(\xi)+\frac{1}{2} \xi f^{\prime}(\xi)=0, \quad \xi \in \mathbb{R}  \tag{6.7}\\
& f(-\infty)=a, \quad f(+\infty)=0
\end{align*}
$$

Moreover there exists $\xi_{0}=\xi_{0}(a, m)>0$ such that $0<f(\xi)<a$ for $x<\xi_{0}$ and $f(\xi)=0$ for $x \geqq \xi_{0}$. Now we set

$$
\begin{equation*}
w(x, t)=\sigma(t+\tau)^{-1 /(n-1)} f\left(\left(x-x_{0}\right)(t+\tau)^{-n-m /(2(n-1))}\right) \tag{6.8}
\end{equation*}
$$

for some constants $\sigma, x_{0}, \tau$ such that $\sigma, \tau>0$. We now impose the condition

$$
\begin{align*}
& L w \equiv w_{t}-(w 8 U m)_{x x}+\lambda w^{n}  \tag{6.9}\\
& \begin{aligned}
&=\sigma(t+\tau)^{-(n /(n-1))}\left[-\frac{n-m}{2(n-1)} \eta f^{\prime}(\eta)-\frac{1}{n-1} f(\eta)\right. \\
&\left.\quad-\sigma^{m-1}\left(f^{m}\right)^{\prime \prime}(\eta)+\lambda \sigma^{n-1} f^{n-1}(\eta)\right] \\
& \leqq 0
\end{aligned}
\end{align*}
$$

where $\eta=\left(x-x_{0}\right)(t+\tau)^{-((n-m) /(2(n-1))}$. Now (6.9) is satisfied if we choose

$$
\sigma=\left(\frac{n-m}{n-1}\right)^{1 /(m-1)}, \quad a \sigma=((n-1) \lambda)^{-1 /(n-1)}
$$

In order that $w(x, 0) \leqq z_{0}(x)$ we choose appropriately $x_{0}$ and $\tau$. It then follows that

$$
\begin{equation*}
u(x, t) \geqq w(x, t), \quad \zeta(t) \geqq \zeta_{w}(t)=x_{0}+\xi_{0}(t+\tau)^{n-m / 2(n-1)} \tag{6.10}
\end{equation*}
$$

where $\zeta_{w}(t)$ is the interface corresponding to $w(x, t)$. Taking into account that $\|w(x, t)\|_{\infty}=\sigma a(t+\tau)^{-(1 /(n-1))}$ the estimates follow.

Remarks. 1) The subsolution (6.8) can be constructed for $n>m$. Therefore Theorem 7 holds for this range of $n$ 's.
2) We have shown the two extreme cases. Results for intermediate classes of initial data are not difficult to obtain in many instances. To point out a simple fact if $u_{0} \in L^{p}(\mathbb{R}), 1<p<\infty$, we have by (2.7)

$$
\begin{equation*}
u(x, t)=O\left(t^{-\theta}\right), \quad \theta=(2 p+m-1)^{-1} \tag{6.11}
\end{equation*}
$$

uniformly in $x$. Arguing as above it follows that

$$
\begin{equation*}
\zeta^{\prime}(t)=O\left(t^{-(p+m-1 /(2 p+m-1))}\right), \quad \zeta(t)=O\left(t^{+(p /(2 p+m-1))}\right) \tag{6.12}
\end{equation*}
$$

as $t \rightarrow \infty$.
3) In the nonabsorption case, $\lambda=0$, a very detailed description of the asymptotic behavior is available, cf. [V3] and its references.
6.2. Case $\boldsymbol{m} \leqq \boldsymbol{n}<\boldsymbol{m}+\mathbf{2}$. In this case there is only one type of asymptotic behavior summarized in the following result that extends Theorem 7 (see Remark 1 above).

Theorem 8. Let $m<n<n+2$ (resp. $n=m$ ) and let u be a solution of (0.1), (0.2). Then as $t \rightarrow \infty$

$$
\begin{equation*}
u(\cdot, t) \sim t^{-1 / n-1} \tag{6.13}
\end{equation*}
$$

uniformly on sets of the form $|x| \leqq c t^{n-m /(2(n-1))}($ resp. $|x| \leqq c \log t)$ for $c$ small. Moreover if $u_{0}$ satisfies (0.6) we have

$$
\begin{align*}
\zeta^{\prime}(t)= & \left.O\left(t^{-((m+n-2) /(2(n-1)))}\right), \quad \zeta(t) \sim t^{((n-m) /(2(n-1)))}\right)  \tag{6.14}\\
& \times\left(\operatorname{resp} . \zeta^{\prime}(t)=O\left(t^{-1}\right), \zeta(t) \sim \log t\right)
\end{align*}
$$

Proof. This result was essentially known. Thus in [Ke1], [BKP1], the lower estimates are obtained by means of suitable subsolutions. As to the upper bounds, (6.13) comes from (2.10) and the estimate $\zeta^{\prime}(t)=O\left(t^{-((m+n-2) /(2(n-1)))}\right)\left(\right.$ resp. $\left.\zeta^{\prime}(t)=O\left(t^{-1}\right)\right)$ is obtained as in Theorem 6 above. By integration we obtain (6.14).

A related argument to obtain the upper bounds is explained in $[\mathrm{H}]$. For another argument see [BKP1]. In both cases $u_{0}$ has compact support.
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# A VOLTERRA EQUATION WITH $\boldsymbol{L}^{\mathbf{2}}$-SOLUTIONS* 

STIG-OLOF LONDEN ${ }^{\dagger}$


#### Abstract

Consider the nonlinear Volterra equation $x^{\prime}(t)+\int_{0}^{t} a(t-s) g(x(s)) d s=f(t)$ where $a$ is strongly positive and $f \in L^{2}\left(R^{+}\right)$. We formulate sufficient conditions for bounded solutions to be square integrable on $R^{+}$. The result generalizes earlier work by Staffans [Proc. Amer. Math. Soc., 78 (1980), pp. 213-217.]
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1. Introduction. In this note we consider the asymptotic size of bounded solutions of the (scalar, real) nonlinear Volterra equation

$$
\begin{equation*}
x^{\prime}(t)+\int_{0}^{t} g(x(t-s)) a(s) d s=f(t), \quad t \in R^{+} \equiv[0, \infty), \quad x(0)=x_{0} \tag{1.1}
\end{equation*}
$$

and prove the following result:
Theorem 1. Let $x \in L^{\infty}\left(R^{+}\right)$be a solution of (1.1) on $R^{+}$satisfying

$$
\begin{equation*}
\sup _{T>0} \int_{0}^{T} \varphi(t)(a * \varphi)(t) d t<\infty . \tag{1.2}
\end{equation*}
$$

Also assume that

> a is strongly positive definite,

$$
\begin{equation*}
a^{\prime} \in L^{1}\left(R^{+}\right) \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
g \in C(R), \quad x g(x)>0, \quad x \neq 0, \quad 0<\lim _{|x| \downarrow 0} \inf \frac{g(x)}{x} \tag{1.5}
\end{equation*}
$$

$$
\begin{equation*}
f \in L^{2}\left(R^{+}\right) \tag{1.6}
\end{equation*}
$$

## Then

$$
\begin{equation*}
x, x^{\prime} \in L^{2}\left(R^{+}\right) \tag{1.7}
\end{equation*}
$$

We define $x(t)$ to be a solution of (1.1) on $R^{+}$if $x$ is locally absolutely continuous and satisfies (1.1) almost everywhere on $R^{+}$. Above $\varphi(t) \stackrel{\text { def }}{=} g(x(t))$ and $*$ denotes convolution, thus $(a * \varphi)(t)=\int_{0}^{t} a(t-s) \varphi(s) d s$. By definition the kernel $a(t)$ satisfies (1.3) if and only if there exists $\varepsilon>0$ such that $a(t)-\varepsilon e^{-t}$ is positive definite. From (1.4) follows that $\hat{a}(\omega)=\lim _{\sigma \downarrow 0} \tilde{a}(\sigma+i \omega)=\lim _{\sigma \downarrow 0} \int_{0}^{\infty} a(t) e^{-\sigma t-i \omega t} d t$ is well defined for $\omega \neq$ 0 and consequently (1.3) amounts to

$$
\operatorname{Re} \hat{a}(\omega) \geqq \varepsilon\left[1+\omega^{2}\right]^{-1}, \quad \omega \neq 0, \text { and some } \varepsilon>0 .
$$

The problem concerning the asymptotic size of solutions of (1.1) has earlier been considered by Staffans [3] (where references to prior work can be found) and our

[^17]theorem extends his result. Thus we show by an elementary proof that the additional assumption
$$
a^{\prime} \in B V\left(R^{+}\right)
$$
which is made in [3] to obtain (1.7) is in fact unnecessary.
As in [3] one may slightly extend Theorem 1:
Theorem 2. Let $x$ be as in Theorem 1 and suppose (1.2), (1.3), (1.5) hold. Assume $a=b+c$ where $b \in L^{1}\left(R^{+}\right)$and satisfies
$$
|\hat{b}(\omega)|^{2} \leqq \beta \operatorname{Re} \hat{b}(\omega), \quad \omega \in R
$$
for some $\beta \geqq 0$,
$$
\text { c is positive definite }, \quad c^{\prime} \in L^{1}\left(R^{+}\right)
$$

Finally let $f=f_{1}+f_{2}+f_{3}$ where $f_{1} \in L^{2}\left(R^{+}\right), f_{2} \in B V\left(R^{+}\right), f_{3} \in L^{\infty}\left(R^{+}\right), f_{3}^{\prime} \in L^{2}\left(R^{+}\right)$. Then (1.7) is satisfied.

The proof of Theorem 2 closely follows that of Theorem 1 and we only note that by [3, Thm. 1] we may without loss of generality assume $c \neq 0$ and that the integration by parts in (2.9) is performed only with $c(t)$.

To obtain $x \in L^{\infty}\left(R^{+}\right)$(which is postulated in Theorem 1) one needs a somewhat different hypothesis. For completeness we state the following result which is a consequence of a result in [2].

Theorem 3. Let $x$ be a solution of (1.1) on $R^{+}$and assume that (1.3) holds. Suppose $f, f^{\prime} \in L^{2}\left(R^{+}\right)$and let limsup $\operatorname{sux}_{|x| \rightarrow \infty} G(x)=\infty$. Then $x \in L^{\infty}\left(R^{+}\right)$, and (1.2) holds.

Above $G(x)=\int_{0}^{x} g(u) d u, \quad x \in R$. To prove Theorem 3 multiply (1.1) by $\varphi(t)$, integrate over [ $0, T]$ and use [2, Prop. 4.1].
2. Proof of Theorem 1. Note first that $(d / d t)(a * \varphi)(t) \in L^{\infty}\left(R^{+}\right)$from which (use (1.1), $x \in L^{\infty}\left(R^{+}\right)$and $f \in L^{2}\left(R^{+}\right)$) follows ( $\left.a * \varphi\right)(t) \in L^{\infty}\left(R^{+}\right)$. Consequently $x^{\prime}$ is the sum of two functions belonging respectively to $L^{\infty}\left(R^{+}\right)$and $L^{2}\left(R^{+}\right)$.

For any $T>0$ let $y_{T} \in L A C\left(R^{+}\right)$satisfy $y_{T}(t)=0, t \notin(0, T)$ and be such that for $p=1,2$ and some $c$ independent of $T$,

$$
\begin{equation*}
\int_{0}^{T}\left|x^{\prime}(\tau)-y_{T}^{\prime}(\tau)\right|^{2} d \tau \leqq c, \quad \int_{0}^{T}\left|x(\tau)-y_{T}(\tau)\right|^{p} d \tau \leqq c . \tag{2.1}
\end{equation*}
$$

As $x \in L^{\infty}\left(R^{+}\right)$and by the above decomposition of $x$ this is possible. (Below $c$ always denotes a constant independent of $T$. The actual value of $c$ changes from line to line.)

Write $\varphi_{T}=\chi_{[0, T]} \varphi$. From (1.2) and by Parseval's identity (see e.g. [1, p. 258])

$$
\begin{equation*}
\sup _{T>0} \int_{R}\left|\hat{\varphi}_{T}(\omega)\right|^{2} \operatorname{Re} \hat{a}(\omega) d \omega<\infty \tag{2.2}
\end{equation*}
$$

and so, by (1.3),

$$
\begin{equation*}
\sup _{T>0} \int_{|\omega| \leqq 1}\left|\hat{\varphi}_{T}(\omega)\right|^{2} d \omega<\infty \tag{2.3}
\end{equation*}
$$

Multiply (1.1) by $y_{T}^{\prime}(t)$ and integrate over $[0, T]$ to get

$$
\begin{align*}
\int_{0}^{T}\left|y_{T}^{\prime}(\tau)\right|^{2} d \tau= & \int_{0}^{T} y_{T}^{\prime}(\tau) f(\tau) d \tau+\int_{0}^{T} y_{T}^{\prime}(\tau)\left[y_{T}^{\prime}(\tau)-x^{\prime}(\tau)\right] d \tau  \tag{2.4}\\
& -\int_{0}^{T} y_{T}^{\prime}(\tau)(a * \varphi)(\tau) d \tau
\end{align*}
$$

Thus, recalling (1.6) and (2.1),

$$
\begin{equation*}
\left\|\hat{y}_{T}^{\prime}(\omega)\right\|_{L^{2}(R)}^{2} \leqq c\left[1+\left|\int_{R} \overline{\hat{y}_{T}^{\prime}(\omega)} \hat{a}(\omega) \hat{\varphi}_{T}(\omega) d \omega\right|\right] . \tag{2.5}
\end{equation*}
$$

Obviously $\hat{y}_{T}^{\prime}(\omega)=i \omega \hat{y}_{T}(\omega), \quad \omega \in R$. Also note that as $a^{\prime} \in L^{1}\left(R^{+}\right)$then $\sup _{\omega \in R \backslash\{0\}}|\omega \hat{a}(\omega)|<\infty$. Consequently (2.3) yields

$$
\begin{align*}
\left|\int_{|\omega| \leqq 1} \overline{\hat{y}_{T}^{\prime}(\omega)} \hat{a}(\omega) \hat{\varphi}_{T}(\omega) d \omega\right| & \leqq \int_{\mid \omega \leqq 1}|\omega \hat{a}(\omega)|\left|\hat{y}_{T}(\omega) \| \hat{\varphi}_{T}(\omega)\right| d \omega  \tag{2.6}\\
& \leqq c\left(\int_{|\omega| \leqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2} .
\end{align*}
$$

Since $|\hat{a}(\omega)|=O\left(|\omega|^{-1}\right)$ and $a$ is strongly positive definite there exists $q<\infty$ such that $|\hat{a}(\omega)|^{2} \leqq q^{2} \operatorname{Re} \hat{a}(\omega),|\omega| \geqq 1$. Therefore by (2.2)

$$
\begin{align*}
& \left|\int_{|\omega| \geqq 1} \overline{\hat{y}_{T}^{\prime}(\omega)} \hat{a}(\omega) \hat{\varphi}_{T}(\omega) d \omega\right|  \tag{2.7}\\
& \quad \leqq q\left(\int_{|\omega| \geqq 1}\left|\hat{y}_{T}^{\prime}(\omega)\right|^{2} d \omega\right)^{1 / 2}\left(\int_{|\omega| \geqq 1} \operatorname{Re} \hat{a}(\omega)\left|\hat{\varphi}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2} \\
& \quad \leqq c\left(\int_{|\omega| \geqq 1}\left|\hat{y}_{T}^{\prime}(\omega)\right|^{2} d \omega\right)^{1 / 2} .
\end{align*}
$$

The estimates (2.5)-(2.7) imply

$$
\begin{equation*}
\int_{R}\left|\hat{y}_{T}^{\prime}(\omega)\right|^{2} d \omega \leqq c\left[1+\left(\int_{|\omega| \leqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}\right] \tag{2.8}
\end{equation*}
$$

Consider the last term on the right side of (2.4). Add and subtract an extra term and integrate parts to get

$$
\begin{align*}
& \int_{0}^{T} y_{T}^{\prime}(\tau)(a * \varphi)(\tau) d \tau  \tag{2.9}\\
&=-a(0) \int_{0}^{T} x(\tau) \varphi(\tau) d \tau+a(0) \int_{0}^{T}\left[x(\tau)-y_{T}(\tau)\right] \varphi(\tau) d \tau \\
&-\int_{0}^{T} y_{T}(\tau)\left(a^{\prime} * \varphi\right)(\tau) d \tau
\end{align*}
$$

The absolute value of the second term on the right side of (2.9) is obviously uniformly bounded in $T$. For the third term we have ( $\left.d=\int_{R^{+}}\left|a^{\prime}(\tau)\right| d \tau\right)$
(2.10)

$$
\begin{aligned}
&\left|\int_{R} \overline{\hat{y}_{T}(\omega)} \hat{a}^{\prime}(\omega) \hat{\varphi}_{T}(\omega) d \omega\right| \leqq d\left(\int_{|\omega| \geqq 1}+\int_{|\omega| \leqq 1}\left\{\left|\hat{y}_{T}(\omega) \| \hat{\varphi}_{T}(\omega)\right|\right\} d \omega\right) \\
& \leqq d\left(\int_{|\omega| \geqq 1} \omega^{2}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}\left(\int_{|\omega| \geqq 1} \omega^{-2}\left|\hat{\varphi}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2} \\
&+c\left(\int_{|\omega| \leqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2} \\
& \leqq c\left(\int_{|\omega| \geqq 1}\left|\hat{y}_{T}^{\prime}(\omega)\right|^{2} d \omega\right)^{1 / 2}+c\left(\int_{|\omega| \leqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}
\end{aligned}
$$

where we have used (2.2), (2.3). From (2.4), (2.9), (2.10) follows (note that by positive definiteness $a(0)>0$ )

$$
\left|\int_{0}^{T} x(\tau) \varphi(\tau) d \tau\right| \leqq c\left[1+\int_{R}\left|\hat{y}_{T}^{\prime}(\omega)\right|^{2} d \omega+\left(\int_{|\omega| \geqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}\right]
$$

and hence by (2.8)

$$
\left|\int_{0}^{T} x(\tau) \varphi(\tau) d \tau\right| \leqq c\left[1+\left(\int_{|\omega| \leqq 1}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}\right]
$$

Together with (1.5) this implies $\left(x_{T}=\chi_{[0, T]} x\right)$

$$
\int_{R}\left|\hat{x}_{T}(\omega)\right|^{2} d \omega \leqq c\left[1+\left(\int_{R}\left|\hat{y}_{T}(\omega)\right|^{2} d \omega\right)^{1 / 2}\right]
$$

With the aid of (2.1) we conclude that $x \in L^{2}\left(R^{+}\right)$. From (2.1), (2.8) then follows $x^{\prime} \in L^{2}\left(R^{+}\right)$.
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#### Abstract

We prove a local existence theorem for smooth solutions with Sobolev space data of a nonlinear conservation law which contains a nonlocal operator. In a certain parameter range we also prove that smooth solutions develop shocks in finite time. This gives further confirmation of the validity of the equation as an asymptotic approximation for the prediction of spontaneous Mach stem formation in solutions of the equations of reactive gas dynamics.
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Introduction. This paper is concerned with solutions of the equation

$$
\begin{align*}
& u_{t}+R u u_{x}+(R-1)\left[\int_{0}^{\infty} u(x+\beta s) u_{x}(x+s) d s\right]_{x}=0 \\
& u(x, 0)=u_{0}(x) \tag{1}
\end{align*}
$$

where $x \in \mathbb{R}^{1}$ (we shall suppress the $t$-dependence of $u$ in the integral term). Equation (1) arises as an asymptotic approximation which governs the growth of multidimensional perturbations in planar detonation front solutions of the equations of reactive gas dynamics in two space variables (see Majda and Rosales [5]). In particular, if $\phi_{x}=u$, then $\phi$ describes the evolution of a 2-D perturbation in the primary planar front. In this context the formation of shocks in smooth, rapidly decaying solutions of (1) is associated with the onset of spontaneous Mach stem formation in solutions of the original system. The appearance of the additional shock and contact discontinuity at the Mach node is predicted by the first order asymptotics for the fluid components. This, together with the mechanism leading to the presence of the nonlocal term in (1), is discussed in depth in [5].

Conservation laws with nonlocal terms also arise in other contexts (see e.g. Majda and Rosales [7]), and it has been suggested that (1) may serve as an important canonical model in asymptotic approximations to multidimensional shock wave theory (see Majda [4]). It therefore seems desirable to present a framework for this type of problem in which analytical questions can be investigated. The local existence theory presented here generalizes in a straightforward manner to equations with more complicated nonlocal terms, such as those appearing in the general discussion in [5], and perhaps to systems of the type appearing in [7]. However, we shall limit the discussion to equations of the form (1). Our proof follows lines similar to those of the proof of [4, Thm. 2.1], the main difference being that the nonlocal term forces us to work in Sobolev spaces based on $L^{1}$ rather than $L^{2}$. In regard to the application of (1) to combustion theory, the existence of solutions with integrable decay in $x$ was postulated in [5] and confirmed numerically in [6]. Such solutions were needed to construct suitable matched asymptotic expansions. Our result provides a rigorous proof of the local existence of such solutions.

[^18]We also prove that smooth solutions of (1) develop shocks in finite time. In the application to combustion theory, the relevant parameter range is

$$
R>0, \quad R \neq 1, \quad \beta>1
$$

here, $R$ and $\beta$ depend in a complicated manner on several physical parameters (see [5], [6]). We are not aware of any analytical results on breakdown for this problem; however, there is strong numerical evidence that breakdown does indeed occur (see [6], [7]). Moreover, these numerical results indicate that solutions of (1) exhibit a strikingly rich, parameter dependent variety of phenomena. For example, when $R>1$, solutions with nonnegative data exhibit amplitude growth and oscillation through negative values in the "tail," in marked contrast to solutions of the Burgers equation. Our proof of shock formation is confined to the range $0<R<1$, where the numerics indicate that the mechanism leading to breakdown is somewhat closer to that occurring in the Burgers equation. There is also another requirement for $R$ and $\beta$ (see (iii) of Theorem 2.1), which we discuss later.

By a solution we shall mean a $C^{1}$ function which together with its first derivatives is integrable, and which satisfies the equation in the classical sense (actually, we require that $u$ satisfies an equivalent equation, ( 10 b ) below, which only involves the first derivatives of $u$ ). Since (1) is in conservation form it is also possible to consider weak solutions; however, this is beyond the scope of the present discussion. Natural questions about such solutions, for example, global existence and decay, are probably not routine in character (see Dafermos [1] for a survey of this general area). For example, it does not appear that the equation admits the symmetry of a centered rarefaction wave; since it is not clear how to solve Riemann problems, the Glimm scheme is not immediately available. It may be more appropriate to consider a conservative finite difference approximation of the type used in the numerics in [6]. It would be interesting to investigate the applicability of the method of compensated compactness to the convergence of such approximate solutions (see Tartar [9] for a survey of this area and DiPerna [2] for a recent application to conservation laws). An important ingredient in such an approach is an a priori $L^{\infty}$ bound for solutions. The numerics suggest that such bounds are available in some parameter ranges but not in others.

## 1. Local existence of smooth solutions.

A. We will present a local existence theory for smooth solutions of (1) with Sobolev space data. The proof employs an iteration scheme (see e.g. Kato [3], Majda [4]) in which contractiveness is obtained in a low derivative norm while uniform control is maintained over the iterates in a high derivative norm. The new aspect of the present discussion is the presence of the nonlocal operator, which makes it necessary to work in Sobolev spaces based on $L^{1}$ rather than $L^{2}$. We remark that a proof could also be given based on the Nash-Moser implicit function theorem. However, the above method is simpler and therefore seems preferable.
B. Notation. Let $H^{s}$ denote the space of functions with $s L^{1}\left(\mathbb{R}^{1}\right)$ derivatives and with norm

$$
\|u\|_{s}=\sum_{j \leqq s} \int_{-\infty}^{\infty}\left|\partial_{x}^{j} u\right| d x
$$

Also, let $X_{s, T}$ denote the space $L^{\infty}\left([0, T] \times H^{s}\right)$ with norm

$$
\|u\|_{s, T}=\sup _{0 \leqq t \leqq T}\|u(\cdot, t)\|_{s}
$$

If $D \subset \mathbb{R}^{1}$ and $\Omega \subset\left\{x \in \mathbb{R}^{1}, t \geqq 0\right\}$ define

$$
\|u\|_{D, s}=\sum_{j \leqq s}\left\|\partial_{x}^{j} u\right\|_{L^{1}(D)}, \quad\|u\|_{\Omega, s, T}=\sup _{0 \leqq t \leqq T}\|u\|_{\Omega(t), s}
$$

where $\Omega(r)=\Omega \cap\{t=r\}$. Finally we will denote the supremum norm by $\|u\|_{\infty}$; the domain over which the supremum is being taken will be clear from the context.
C. Here are the main results of this section.

Theorem 1.1. (i) Suppose that $u_{0} \in H^{s}$ with $s \geqq 2$. There exists $T=$ $T\left(\beta, R, s,\left\|u_{0}\right\|_{s},\left\|u_{0}^{0}\right\|_{s}\right)>0$, where $u_{0}^{0}$ is defined in (8), below, such that there exists a solution $u \in X_{s, T}$ of (1). For $s \geqq 3, u \in C^{1}\left(\left[0, T_{2}\right] \times \mathbb{R}^{1}\right)$.
(ii) Suppose that $u_{0} \in H^{s}$ for all $s \geqq 2$ and let $T_{2}$ be the $T$ obtained in (i) with $s=2$. Then $u \in C^{\infty}\left(\left[0, T_{2}\right] \times \mathbb{R}^{1}\right)$.

We note that if $u_{0} \in H^{s+1}$ then $\left\|u_{0}^{0}\right\|_{s} \leqq\left\|u_{0}\right\|_{s+1}$. Thus the precise dependence of $T$ on $u_{0}$ can be obtained by sacrificing one derivative.

Corollary 1.2. Let $u$ and $v$ be solutions of (1) such that $u(x, 0)=v(x, 0)$ for $x \geqq \alpha$. If $x(t ; \alpha)$ is the solution of $x_{t}=u, x(0, \alpha)=\alpha$, define

$$
\Omega=\{(x, t): x \geqq x(t ; \alpha), u \text { and } v \text { are smooth for } t \leqq T\} .
$$

Then $u \equiv v$ in $\Omega$. In particular, if $u \equiv 0$, then $v=0$ for $0 \leqq t \leqq T, x \geqq x(t ; \alpha)$.
Corollary 1.2 implies that signals propagate to the right with finite speed; this plays a crucial role in our proof of breakdown in $\S 2$.

The proofs of Theorem 1.1 and Corollary 1.2 are concluded in $\S \S G$ and $H$, below.
D. $L^{1}$ estimates. We first present an $L^{1}$ estimate for solutions of local linear equations. Although this is a standard result, we include a proof for completeness.

Lemma 1.3. (i) Suppose that $u_{0} \in L^{1}\left(\mathbb{R}^{1}\right) \cap C^{\infty}, f \in X_{0, T} \cap C^{\infty}$, and that $a(x, t)$, $b(x, t)$ are smooth bounded functions such that

$$
C=\left\|a_{x}\right\|_{\infty}+\|b\|_{\infty}<\infty .
$$

If $u$ is the solution of

$$
\begin{equation*}
u_{t}+a u_{x}+b u=f, \quad u(x, 0)=u_{0}(x) \tag{2}
\end{equation*}
$$

then

$$
\|u\|_{0, T} \leqq e^{C T}\left[\left\|u_{0}\right\|_{0}+T\|f\|_{0, T}\right]
$$

(ii) Let $x(t ; \alpha)$ be the characteristic curve defined by $x_{t}=a(x, t), x(0, \alpha)=\alpha$, and let

$$
\begin{aligned}
& \Omega=\{(x, t): x(t, \alpha) \leqq x \leqq \infty, 0 \leqq t \leqq T\}, \\
& I=\{x: x \leqq \alpha\} .
\end{aligned}
$$

Then with notation and hypotheses as in (i), we have that

$$
\|u\|_{\Omega, 0, T} \leqq e^{C T}\left[\left\|u_{0}\right\|_{I, 0}+T\|f\|_{\Omega, 0, T}\right] .
$$

Proof. (i) First assume that $f=0$. It suffices to consider data $u_{0}(x)$ such that the set $D$ where $u_{0}(x) \neq 0$ consists of a finite number of components, since such functions are dense in $L^{1}$. Thus let $D$ be the union of $I_{j}(0), 1 \leqq j \leqq N$, where

$$
I_{j}(0)=\left(x_{j}^{-}(0), x_{j}^{+}(0)\right), \quad x_{j}^{+}(0) \leqq x_{j+1}^{-}(0) .
$$

Since $f=0, u$ is of one sign along characteristics of (2). Let $x_{j}^{ \pm}(t)$ be the solution of

$$
\dot{x}=a(x, t), \quad x(0)=x_{j}^{ \pm}(0),
$$

and let $I_{j}(t)$ be the interval $\left(x_{i}^{-}(t), x_{j}^{+}(t)\right)$. Since $u=0$ on $\partial I_{j}(t)$ it follows that

$$
\partial_{t} \int_{I_{j}(t)} u d x=\int_{I_{j}(t)} u u_{t} d x .
$$

Multiply (2) by the sign of $u$ on $I_{j}$, integrate over $I_{j}(t)$ and sum over $j$. From the above identity it follows (after integrating $a u_{x}$ by parts) that

$$
\partial_{t}\|u\|_{0} \leqq C\|u\|_{0}, \quad C=\left\|a_{x}\right\|_{\infty}+\|b\|_{\infty}
$$

this proves the lemma when $f=0$.
If $f \neq 0$ but $u_{0}=0$, let $U(x, t ; s)$ be the solution of

$$
U_{t}+a(x, t) U_{x}+b(x, t) U=0, \quad U(x, s ; s)=f(x, s)
$$

Then $u(x, t)$ is a solution of (2), where

$$
u(x, t)=\int_{0}^{t} U(x, t ; s) d s
$$

and it follows from the first step that

$$
\|u\|_{0, T} \leqq T\|U\|_{0, T} \leqq T e^{C T}\|f\|_{0, T}
$$

If $u_{0} \neq 0, f \neq 0$, the lemma follows from the above and linearity.
(ii) The proof is virtually the same as (i) and we omit the details.
E. Linear nonlocal equations. In order to define our iteration scheme for (1) it will be necessary to solve equations of the form

$$
\begin{equation*}
u_{t}+a^{2} u_{x}+a^{1} u+I\left(u, a^{0}\right)=0, \quad u(x, 0)=u_{0}(x) \tag{3}
\end{equation*}
$$

where the operator $I$ is defined by

$$
\begin{equation*}
I(u, v)=\int_{0}^{\infty} u(x+\beta s) v(x+s) d s \tag{4}
\end{equation*}
$$

Lemma 1.4. Suppose that $s \geqq 2, u_{0} \in H^{s}, \partial_{t}^{k} a^{i} \in X_{s-k, T}, i=1,2, k=0,1$. For every $T>0$ there exists a solution $u \in X_{s, T}$ of (3) which satisfies the estimate

$$
\begin{equation*}
\|u\|_{s, T} \leqq e^{K T}\left\|u_{0}\right\|_{s} \tag{5}
\end{equation*}
$$

where $K$ depends only on $s,\left\|a^{i}\right\|_{s, T}, i=1,2,(\beta-1)^{-1}\left\|a^{0}\right\|_{s, T}$ and $R$. If $s \geqq 3$, then $u \in C^{1}\left([0, T] \times \mathbb{R}^{1}\right)$.

Proof. Define $u^{0} \equiv u_{0}(x)$ and let $u^{k}, k \geqq 1$ be the solution of

$$
u_{t}^{k}+a^{2} u_{x}^{k}+a^{1} u^{k}=-I\left(u^{k-1}, a^{0}\right), \quad u^{k}(x, 0)=u_{0}(x) .
$$

Let $v^{k+1}=u^{k+1}-u^{k}$, so that

$$
v_{t}^{k+1}+a^{2} v_{x}^{k+1}+a^{1} v^{k+1}=-I\left(v^{k}, a^{0}\right), \quad v^{k+1}(x, 0)=0
$$

Define $w^{j}=\partial_{x}^{j} v^{k+1}, \bar{w}^{j}=\partial_{x}^{j} v^{k}$. For each $r \leqq s, w^{r}$ satisfies

$$
\begin{equation*}
w_{t}^{r}+a^{2} w_{x}^{r}=-\sum_{j=0}^{r-1}\left(\partial_{x}^{j+1} a^{2}+\partial_{x}^{j} a^{1}\right) w^{r-j}-\left(\partial_{x}^{r} a^{1}\right) w^{0}+\sum_{j=0}^{r} \lambda_{j} I\left(\bar{w}^{j}, \partial_{x}^{r-j} a^{0}\right) \equiv F_{r} \tag{6}
\end{equation*}
$$

where $\lambda_{j}$ depends only on $r$, and $w^{j}=0$ initially. From Lemma 1.3, we have that

$$
\left\|w^{r}\right\|_{0, T} \leqq\left\{T e^{T\left\|a_{x}^{2}\right\|_{\infty}}\right\}\left\|F_{r}\right\|_{0, T}
$$

A simple computation shows that

$$
\begin{equation*}
\|I(u, v)\|_{0} \leqq(\beta-1)^{-1}\|u\|_{0}\|v\|_{0} . \tag{7}
\end{equation*}
$$

Also, for any $g \in H^{1}$ it is immediate that $\|g\|_{\infty} \leqq\|g\|_{1}$. Using these remarks to estimate $F_{r}$ in the above we obtain

$$
\left\|w^{r}\right\|_{0, T} \leqq \alpha_{r} T e^{T\left\|a_{x}^{2}\right\|_{\|_{\infty}}\left[\left(\left\|a^{2}\right\|_{r, t}+\left\|a^{1}\right\|_{r, T}\right)\left\|w^{0}\right\|_{r, T}+(\beta-1)^{-1}\left\|a^{0}\right\|_{r, T}\left\|\bar{w}^{0}\right\|_{r, T}\right], ~}
$$

where $\alpha_{r}$ is a constant depending only on $r$.
For $s \geqq 2$ we have that $\left\|a_{x}^{2}\right\|_{\infty} \leqq\left\|a^{2}\right\|_{s, T}$. Finally, we note that for $r=0$, 1 we obtain

$$
\left.\left\|w^{r}\right\|_{0, T} \leqq \alpha_{s} T e^{T\left\|a_{x}^{2}\right\|_{\infty}}\left(\left\|a^{2}\right\|_{2, T}+\left\|a^{1}\right\|_{2, T}\right)\left\|w^{0}\right\|_{2, T}+(\beta-1)^{-1}\left\|a^{0}\right\|_{2, T}\left\|\bar{w}^{0}\right\|_{2, T}\right) .
$$

Thus we can sum the above for all $r \leqq s$ to obtain

$$
\left\|v^{k+1}\right\|_{s, T} \leqq \alpha_{s} T e^{T\left\|a_{x}^{2}\right\|_{\infty}}\left[\left(\left\|a^{2}\right\|_{s, T}+\left\|a^{1}\right\|_{s, T}\right)\left\|v^{k+1}\right\|_{s, T}+(\beta-1)^{-1}\left\|a^{0}\right\|_{s, T}\left\|v^{k}\right\|_{s, T}\right] .
$$

It follows that for sufficiently small $T$, say $T \leqq T^{*}$, that

$$
\left\|v^{k+1}\right\|_{s, T^{*}} \leqq \rho\left\|v^{k}\right\|_{s, T^{*}}
$$

for some $\rho \in(0,1)$, and so $\left\{u^{k}\right\}$ is Cauchy in $X_{s, T^{*}}$. If $u \in X_{s, T^{*}}$ and $s \geqq 2$ it follows that $u$ and $u_{x}$ are continuous functions of $x$, and using the equation, that $u$ is uniformly Lipschitz in $t$. From the differential equation it also follows that $u_{t x} \in X_{s-1, T^{*}}$ and so $u_{t t} \in X_{s-1, T^{*}}$. It then follows that $u_{t}$ is continuous in $x$ and $t$ also, so that $u \in C^{1}\left(\left[0, T^{*}\right] \times \mathbb{R}^{1}\right)$.

The estimate (5) follows from an estimate similar to the one obtained for $v^{k+1}$; this clearly allows us to continue the solution globally in $T$.
F. An iteration scheme for the nonlinear equation. We now use solutions of (3) to define our iteration scheme. It will first be necessary to mollify the data; to this end let $j_{\varepsilon}(x)=\varepsilon^{-1} j\left(\varepsilon^{-1} x\right)$ be a $C_{0}^{\infty}$ function with unit mass and let

$$
\begin{equation*}
u_{0}^{k}(x)=j_{\varepsilon_{k}} * u_{0}, \quad \varepsilon_{k}=\varepsilon_{0} 2^{-k} \tag{8}
\end{equation*}
$$

It is well known that

$$
\begin{array}{ll}
\left\|J_{\varepsilon} u-u\right\|_{s} \rightarrow 0 & \text { as } \varepsilon \rightarrow 0 \\
\left\|J_{\varepsilon} u-u\right\|_{0} \leqq C \varepsilon\|u\|_{1} & \text { for } u \in H^{1} \tag{9b}
\end{array}
$$

Next, note that integration by parts yields two equivalent and useful forms of (1), namely

$$
\begin{align*}
& u_{t}+a u u_{x}+b I\left(u, u_{x x}\right)=0, \\
& a=R-(R-1) \beta^{-1}, \quad b=(R-1)\left(1-\beta^{-1}\right),  \tag{10a}\\
& u_{t}+u u_{x}+B I\left(u_{x}, u_{x}\right)=0, \quad B=(R-1)(1-\beta), \tag{10b}
\end{align*}
$$

where $I$ is the operator defined in (4).
The approximation scheme is defined by setting $u^{0} \equiv u_{0}^{0}(x)$, and for $k \geqq 1$, setting $u^{k}$ to be the solution of

$$
\begin{array}{ll}
0=u_{t}^{k}+a u^{k-1} u_{x}^{k}+b I\left(u^{k}, u_{x x}^{k-1}\right), & u^{k}(x, 0)=u_{0}^{k}(x), \\
{\left[0=u_{t}^{k}+u^{k-1} u_{x}^{k}+B I\left(u_{x}^{k}, u_{x}^{k-1}\right)\right] .} \tag{11b}
\end{array}
$$

From Lemma 1.4 it follows that $u^{k}$ exists, and since each $u_{0}^{k}$ is actually $C^{\infty}$, that $u^{k}$ is smooth. Thus $u^{k}$ also satisfies the equivalent equation (11b).

The main task is to show that $\left\{u^{k}\right\}$ is uniformly bounded in a high derivative norm on some uniform $t$ interval.

Lemma 1.5. Suppose that $s \geqq 2$. There exists $T^{*}>0$ depending only on $s, R, \beta$ and $\left\|u_{0}\right\|_{s+1}$ such that for sufficiently small $\varepsilon_{0}$ in (8),

$$
\begin{equation*}
\left\|u^{k}-u_{0}^{0}\right\|_{s, T^{*}} \leqq 1, \quad k=0,1,2, \cdots \tag{12}
\end{equation*}
$$

Proof. The lemma clearly holds when $k=0$; we proceed by induction on $k$. We shall always view $u^{k}$ as a solution of (11b).

We again use the notation $w^{j}$ (resp. $\bar{w}^{j}$ ) for $\partial_{x}^{j} u^{k+1}$ (resp. $\partial_{x}^{j} u^{k}$ ). We first establish the following formulas for $j \geqq 1$ :

$$
\begin{align*}
& \partial_{x}^{2 j} I\left(w^{1}, \bar{w}^{1}\right)=\left(2-\beta-\beta^{-1}\right)^{j} I\left(w^{j+1}, \bar{w}^{j+1}\right)+R_{j},  \tag{13a}\\
& \partial_{x}^{2 j+1} I\left(w^{1}, \bar{w}^{1}\right)=\left(2-\beta-\beta^{-1}\right)^{j}\left[I\left(w^{j+2}, \bar{w}^{j+1}\right)+I\left(w^{j+1}, \bar{w}^{j+2}\right)\right]+\hat{R}_{j},  \tag{13b}\\
& R_{j}\left(\text { resp. } \hat{R}_{j}\right) \text { consists of local terms of the form } \lambda w^{\alpha} \bar{w}^{\gamma}, \text { where } \\
& 1 \leqq \alpha, \gamma \leqq 2 j \text { (resp. } 2 j+1 \text { ) and } 3 \leqq \alpha+\gamma \leqq 2 j+1 \text { (resp. } 2 j+2 \text { ). The } \\
& \text { coefficients } \lambda \text { depend only on } \beta \text { and } j .
\end{align*}
$$

We establish (13a) by induction on $j$; (13b) is obtained by taking $\partial_{x}$ of (13a). For $j=1$ we have that

$$
\begin{aligned}
\partial_{x}^{2} I\left(w^{1}, \bar{w}^{1}\right) & =I\left(w^{3}, \bar{w}^{1}\right)+2 I\left(w^{2}, \bar{w}^{2}\right)+I\left(w^{1}, \bar{w}^{3}\right) \\
& =\left(2-\beta-\beta^{-1}\right) I\left(w^{2}, \bar{w}^{2}\right)-\beta^{-1} w^{2} \bar{w}^{1}-\beta w^{1} \bar{w}^{2} .
\end{aligned}
$$

Now assume that (13a) holds for $j \geqq 1$; then

$$
\begin{aligned}
\partial_{x}^{2 j+2} I\left(w^{1}, w^{1}\right)= & \left(2-\beta-\beta^{-1}\right)^{j} \partial_{x}^{2} I\left(w^{j+1}, \bar{w}^{j+1}\right)+\partial_{x}^{2} R_{j} \\
= & \left(2-\beta-\beta^{-1}\right)^{j+1} I\left(w^{j+2}, \bar{w}^{j+2}\right) \\
& -\left(2-\beta-\beta^{-1}\right)^{j}\left[\beta^{-1} w^{j+2} \bar{w}^{j+1}+\beta w^{j+1} \bar{w}^{j+2}\right]+\partial_{x}^{2} R_{j} .
\end{aligned}
$$

If $R_{j}$ satisfies $(13 \mathrm{c})_{j}$ then $\partial_{x}^{2} R_{j}$ satisfies $(13 \mathrm{c})_{j+1}$; the other local terms satisfy $(13 \mathrm{c})_{j+1}$ as well. This establishes (13).

For each $j$ we obtain an equation for $w^{j}$ by taking $\partial_{x}^{j}$ of (11b); using (13) we obtain

$$
\begin{equation*}
w_{t}^{j}+\bar{w}^{0} w_{x}^{j}=-\sum_{\alpha, \beta=0}^{j} \lambda_{\alpha, \beta} w^{\alpha} \bar{w}^{\beta}+B \tilde{I}_{j} \equiv F_{j}, \tag{14a}
\end{equation*}
$$

where $\tilde{I}_{j}$ is defined by

$$
\tilde{I}_{j}=\left\{\begin{array}{l}
I\left(w^{j / 2+1}, \bar{w}^{j / 2+1}\right) \quad j \text { even, }  \tag{14b}\\
I\left(w^{(j+3) / 2}, \bar{w}^{(j+1) / 2}\right)+I\left(w^{(j+1) / 2}, \bar{w}^{(j+3) / 2}\right) \quad j \text { odd. }
\end{array}\right.
$$

The crucial observation is that for $j \geqq 2$ all terms on the right-hand side of (14a) involve only $w^{k}$ and $\bar{w}^{k}$ with $k \leqq j$ (this is false when $j=0,1$ ). For example, it follows from (13c) that if $\lambda_{\alpha, \beta} \neq 0$ then at least one of $\alpha$ or $\beta$ is strictly less than $j$. It follows from the embedding of $H^{1}$ in $L^{\infty}$ we have that for such $\alpha, \beta$,

$$
\begin{equation*}
\left\|w^{\alpha} \bar{w}^{\beta}\right\|_{0} \leqq\left\|w^{0}\right\|_{j}\left\|\bar{w}^{0}\right\|_{j} \tag{15a}
\end{equation*}
$$

Similarly, from (7) we have that for all $j \geqq 2$,

$$
\begin{equation*}
\left\|\tilde{I}_{j}\right\|_{0} \leqq 2(\beta-1)^{-1}\left\|w^{0}\right\|_{j}\left\|\bar{w}^{0}\right\|_{j} . \tag{15b}
\end{equation*}
$$

We can now estimate $u^{k}-u_{0}^{0}$. To this end let $U^{j}=\partial_{x}^{j} u_{0}^{0}$ and define $z^{j}, \bar{z}^{j}$ by

$$
w^{j}=z^{j}+U^{j}, \quad \bar{w}^{j}=\bar{z}^{j}+U^{j}, \quad 0 \leqq j \leqq s .
$$

From (14a) we have for $j \geqq 2$ that $z^{j}$ satisfies

$$
\begin{equation*}
z_{t}^{j}+\bar{w}^{0} z_{x}^{j}=-\bar{w}^{0} U^{j+1}+F_{j}, \tag{16}
\end{equation*}
$$

where from (15), it follows that $F_{j}$ satisfies the estimate

$$
\left\|F_{j}\right\|_{0} \leqq C\left[\left\|z^{0}\right\|_{j}\left\|\bar{z}^{0}\right\|_{j}+\left\|u_{0}^{0}\right\|_{j}\left(\left\|z^{0}\right\|_{j}+\left\|\bar{z}^{0}\right\|_{j}\right)+\left\|u_{0}^{0}\right\|_{j}^{2}\right],
$$

where $C$ depends only on $j, \beta$ and $R$.

Let $\bar{C}=\left\|\bar{w}^{0}\right\|_{s, T}$ so that for $s \geqq 2,\left\|\bar{w}_{x}^{0}\right\|_{\infty} \leqq \bar{C}$. For $j \geqq 2$ we obtain from Lemma 1.3 that

$$
\begin{align*}
& \left\|z^{j}\right\|_{0, T} \leqq e^{\bar{C} T}\left[\left\|u_{0}^{k}-u_{0}^{0}\right\|_{j}+T\left(\bar{C}\left\|u_{0}^{0}\right\|_{j+1}+C\left\|u_{0}^{0}\right\|_{j}^{2}\right)\right. \\
& \left.\quad+C T\left\|z^{0}\right\|_{0, T}\left\|\bar{z}^{0}\right\|_{j, T}+\left\|u_{0}^{0}\right\|_{j}\left(\left\|z^{0}\right\|_{j, T}+\left\|\bar{z}^{0}\right\|_{j, T}\right)\right] . \tag{17}
\end{align*}
$$

For $j=0,1$ we obtain equations for $z^{0}, z^{1}$, where the right-hand side contains $z^{j}, z^{i}$ with $j, i \leqq 2$. This yields an estimate of the form (17) ${ }_{j}$ with $j=0,1$ on the left and $j \leqq 2$ on the right. Finally, sum (17) ${ }_{j}$ over $j, 0 \leqq j \leqq s$ to obtain

$$
\begin{align*}
\left\|u^{k}-u_{0}^{0}\right\|_{s, T} \leqq K e^{\bar{C} T} & {\left[\left\|u_{0}^{k}-u_{0}^{0}\right\|_{s}+T\left(\bar{C}\left\|u_{0}^{0}\right\|_{s+1}+C\left\|u_{0}^{0}\right\|_{s}^{2}\right)\right.} \\
& +C T\left(\left\|u^{k}-u_{0}^{0}\right\|_{s, T}\left\|u^{k-1}-u_{0}^{0}\right\|_{s, T}\right.  \tag{18}\\
& \left.+\left\|u_{0}^{0}\right\|_{s}\left(\left\|u^{k}-u_{0}^{0}\right\|_{s, T}+\left\|u^{k-1}-u_{0}^{0}\right\|_{s, T}\right)\right]
\end{align*}
$$

where $K$ depends only on $s$. The induction hypothesis for the $k-1$ step and (9) imply that

$$
\bar{C} \leqq 1+2\left\|u_{0}\right\|_{s} \equiv \hat{C} \quad\left(\text { for small } \varepsilon_{0}\right) .
$$

From (8) and (9) we have for sufficiently small $\varepsilon_{0}$ that

$$
K e^{\hat{c}}\left\|u_{0}^{k}-u_{0}^{0}\right\|_{s}<\frac{1}{3}, \quad k=0,1,2, \cdots
$$

Now choose $T^{*} \leqq 1$ so small that

$$
T^{*} K e^{\hat{C}}\left((\hat{C}+1)\left\|u_{0}^{0}\right\|_{s+1}+C\left\|u_{0}^{0}\right\|_{s}^{2}\right)<\frac{1}{3}, \quad T^{*} K e^{\hat{C}}\left(C+\left\|u_{0}^{0}\right\|_{s}\right)<\frac{1}{2} .
$$

For such $T^{*}$ the induction step will hold at the $k$ th step; this completes the proof.
We remark that if $u_{0} \in H^{s+1}$, then $\left\|u_{0}^{0}\right\|_{s+1} \leqq\left\|u_{0}\right\|_{s+1}$, so that $T^{*}$ can be chosen uniformly for all small $\varepsilon_{0}$. If $u_{0} \notin H^{s+1}$ the choice of $T^{*}$ must tend to zero with decreasing $\varepsilon_{0}$.

Armed with Lemma 1.5, we can now prove contactiveness in the low norm.
Lemma 1.6. Suppose that $\alpha \in(0,1)$. There exists $T^{* *} \in\left(0, T^{*}\right]$ such that

$$
\begin{equation*}
\left\|u^{k+1}-u^{k}\right\|_{0, T^{* *}} \leqq \alpha\left\|u^{k}-u^{k-1}\right\|_{0, T^{* *}}+\left\|u_{0}^{k}-u_{0}^{0}\right\|_{0} . \tag{19}
\end{equation*}
$$

$T^{* *}$ depends only on $\beta, R$ and $T^{*}$.
Proof. Let $v^{k}=u^{k+1}-u^{k}, k=0,1, \cdots$. After an integration by parts, it can be seen that $v^{k}$ satisfies

$$
\begin{aligned}
& 0=v_{t}^{k}+u^{k} v_{x}^{k}-B u_{x}^{k} v^{k}+(1-B) u_{x}^{k} v^{k-1}-B\left[\beta I\left(u_{x x}^{k}, v^{k}\right)+\beta^{-1} I\left(v^{k-1}, u_{x x}^{k}\right)\right], \\
& v^{k}(x, 0)=u_{0}^{k+1}(x)-u_{0}^{k}(x) .
\end{aligned}
$$

By Lemma 1.3, (7), and the embedding of $H^{1}$ into $L^{\infty}$, we obtain

$$
\left\|v^{k}\right\|_{0, T} \leqq e^{C T}\left[C T\left\|v^{k-1}\right\|_{0, T}+C T\left\|v^{k}\right\|_{0, T}+\left\|v^{k}(\cdot, 0)\right\|_{0}\right]
$$

where $C$ depends only on $\left\|u^{k}\right\|_{2, T}, \beta$ and $R$. This determines a suitable $T^{* *} \leqq T^{*}$ such that (19) holds.
G. Completion of the proof. (i) Lemmas 1.5 and 1.6 imply that for $T \leqq T^{* *},\left\{u^{k}\right\}$ converges to a limit $u \in x_{0, T}$. These lemmas, together with a standard interpolation inequality for Sobolev space imply that the convergence occurs in the space $\boldsymbol{X}_{s-1, T}$. The equation implies that $u_{t}^{k}$ converges to $u_{t}$ in $X_{s-2, T}$, so that for $s \geqq 3$ the Sobolev embedding theorem implies that $u$ is $C^{1}\left([0, T] \times \mathbb{R}^{1}\right)$.
(ii) If $u_{0} \in H^{s}$ for all $s \in \mathbb{Z}_{+}$, we claim that there exists $T$ independent of $s$ such that $u \in C^{\infty}\left([0, T] \times \mathbb{R}^{1}\right)$. Pick $T_{2}>0$ such that the existence holds when $s=2$. If $w=\partial_{x}^{2} u$, then $w$ satisfies

$$
\begin{equation*}
w_{t}+u w_{x}+\left[3-\left(\beta+\beta^{-1}\right)(R-1)(1-\beta)\right] u_{x} w=\left(2-\beta-\beta^{-1}\right)(R-1)(1-\beta) I(w, w) . \tag{20}
\end{equation*}
$$

From Lemma 1.3 and (7) we see that

$$
\partial_{t}\|w\|_{0} \leqq \text { const }\|w\|_{0}^{2}
$$

this inequality and $\left\|u_{0}^{\prime \prime}\right\|_{0}$ determine the maximal $T_{2}$.
For $j>2$ we let $w^{j}=\partial_{x}^{j} w$. From (13) with $\bar{w}^{j}=w^{j}$ it follows that the equation for $w^{j}$ analogous to (14a) is linear in $w^{j}$. Thus, given a bound for $\left\|w^{k}\right\|_{0, T}$ for $k<j$ and $T<T_{2}$ we obtain a bound for $\left\|w^{j}\right\|_{0, T}$ since by Lemma 1 and the previous remark $\left\|w^{j}\right\|_{0, T}$ can grow at most exponentially fast for $T \leqq T_{2}$. This proves (ii).
H. Proof of Corollary 1.2. Let $w=u-v$; using form (11b) of (1) we have that

$$
\begin{equation*}
0=w_{t}+u w_{x}+v_{x} w+B I\left(w_{x}, u_{x}\right)+B I\left(v_{x}, w_{x}\right), \tag{21}
\end{equation*}
$$

and after an integration by parts this becomes

$$
\begin{equation*}
0=w_{t}+u w_{x}+\left(v_{x}-\beta^{-1} B u_{x}-B v_{x}\right) w-\beta^{-1} B I\left(w, u_{x x}\right)-B I\left(v_{x x}, w\right) . \tag{22}
\end{equation*}
$$

We now use (ii) of Lemma 1.3 with $\Omega$ as in the statement of the corollary and (7) to obtain

$$
\|w\|_{\Omega, 0, T} \leqq C T e^{C T}\|w\|_{\Omega, 0, T}
$$

where $C$ depends only on $\|u\|_{\Omega, 2, T},\|v\|_{\Omega, 2, T}, \beta$ and $R$. Thus for sufficiently small $T$, $\|w\|_{\Omega, 0, T}=0$. The argument can be repeated to obtain the result in all of $\Omega$.

## 2. Formation of shocks.

A. We will show that for certain parameter values and rather general data the solution of (1) breaks down in finite time, i.e., there exists $T_{b}>0$ such that $u_{x}(x, t)$ becomes infinite at some $t=\hat{t} \leqq T_{b}$. The result is not sharp in that $\hat{t}$ may be substantially smaller than $T_{b}$, although for solutions with a single positive pulse (such as those studied numerically in [6]) $T_{b}$ may provide a more accurate estimate for $\hat{t}$.

The analysis of breakdown is facilitated by having a suitable continuation theorem for smooth solutions. For example, for local conservation laws it can be shown that a bound for $\|\nabla u\|_{\infty}$ implies a bound on the higher derivatives (see [4, Thm. 2.2]). The difficulty in this regard with equation (1) can be seen in equation (20) for $w=\partial_{x}^{2} u$. Even if a uniform bound is postulated for $\left\|u_{x}\right\|_{\infty}$ the quadratic term $I(w, w)$ could conceivably cause blow-up in the second derivative.

The key to continuation and breakdown is in controlling this term. To this end we consider $C_{0}^{\infty}$ data $u_{0}$ supported in $\{x \leqq 0\}$ which, together with $u_{0}^{\prime}$ and $u_{0}^{\prime \prime}$, satisfy certain sign conditions near $x=0$. Using maximum principle type arguments it can be shown that these sign conditions persist into a certain region $\Omega \subset\{t>0, x<0\}$ as long as the solution remains $C^{\infty}$. It can then be shown that if $\left|u_{x}\right|$ is uniformly bounded for $t \leqq T_{b}$, then $\Omega$ intersects the line $t=T_{b}$. This is our continuation principle. Breakdown is obtained from the explicit knowledge of the signs of the derivatives of $u$ in $\Omega$.

In summary, breakdown could occur in two different ways. Either a shock forms from the data in $\Omega$ in time of order $T_{b}$ or a shock forms somewhere to the left of $\Omega$ and rapidly moves into $\Omega$.

Theorem 2.1. Suppose that $u_{0} \in C_{0}^{\infty}(x \leqq 0)$ and that $u_{0}, \beta$ and $R$ satisfy the conditions
(i) There exists $y<0$ such that $u_{0}^{\prime \prime}(x)>0$ for $y<x<0$.
(ii) $0<R<1, \beta>1$.
(iii) $\gamma>0$, where $\gamma=1-(1-R)\left(\beta-\beta^{-1}\right) / 2$.

Then $u_{x}$ becomes unbounded at a time $\hat{t} \leqq T_{b}$, where $T_{b}=\left(\gamma\left|u_{0}^{\prime}(y)\right|\right)^{-1}$.
We have been unable to determine whether (iii) is a genuine threshold for breakdown, or whether it is an artifact of our techniques. In the two numerical examples reported in [6] with $R<1$, condition (iii) is satisfied. The second example has $\gamma=10^{-2}$. However, the authors mention other experiments in the parameter ranges $0.5 \leqq R \leqq 1$, $1 \leqq \beta \leqq 10$ in which they still found evidence of breakdown. It may be that for $\gamma<0$ breakdown can be inhibited if the data are sufficiently small. Further numerical experiments in this parameter range might provide a better indication of what sort of results to expect.

In the following we will assume that $u_{x}$ is uniformly bounded for $t \leqq T_{b}$. A contradiction is obtained in $\S \mathrm{D}$, below.
B. An a priori estimate. Given a solution $u$ of (1) we define "characteristic" curves $x(t ; \alpha)$ by

$$
\begin{equation*}
\frac{d x}{d t}=u(x, t), \quad x(0, \alpha)=\alpha \quad \text { for } \alpha \in \mathbb{R}^{1} \tag{23}
\end{equation*}
$$

The region $\Omega$ referred to earlier is defined by setting

$$
\begin{align*}
& T_{0}=\sup \left\{T \geqq 0: u \text { is } C^{\infty} \text { on } 0 \leqq t \leqq T, x(t ; y) \leqq x \leqq 0\right\}, \\
& \Omega=\left\{(x, t): 0<t<T_{0}, x(t ; y)<x<0\right\} . \tag{24}
\end{align*}
$$

Note that by (ii) of Theorem 1.1, $T_{0}>0$.
Theorem 2.2. (i) For all $\hat{t}<T_{0}$, the set $\Omega \cap\{t=\hat{t}\}$ is an interval of positive length.
(ii) The inequalities $u>0, u_{x}<0$, and $u_{x x}>0$ hold for all $(x, t) \in \Omega$.

Proof. (i) Since $u$ is assumed to be smooth in $\bar{\Omega} \cap\{t \leqq \hat{t}\}$ solution curves of (23) cannot cross in the $(x, t)$ plane, so that the map $\alpha \rightarrow x(t ; \alpha)$ is a diffeomorphism of $[y, 0]$ onto $[x(t ; y), 0]$.
(ii) We will show that $u_{x x}>0$ in $\Omega$; the other inequalities follow immediately from this.

By hypothesis (i) of Theorem 2.1 and Corollary 1.2, $u$ must decay rapidly near $x=0$. It is therefore difficult to control the sign of $u_{x x}$ in this region. This problem is overcome by perturbing the equation slightly to

$$
u_{t}^{\varepsilon}+u^{\varepsilon} u_{x}^{\varepsilon}+(R-1)(1-\beta) I\left(u_{x}^{\varepsilon}, u_{x}^{\varepsilon}\right)=\varepsilon f(x), \quad u^{\varepsilon}(x, 0)=u_{0}(x),
$$

where $f$ is specified below. If $f$ decays rapidly at $|x|=\infty$ and is reasonably smooth, the existence theory of $\S 1$ proceeds exactly as before. In particular, the proofs of Lemmas 1.5 and 1.6 are exactly the same. Thus for such $f, u^{\varepsilon}$ will depend continuously on $\varepsilon$ in a high derivative norm, and it will exist on some interval $\left[0, T_{1}\right]$ where $T_{1}$ is uniform for all small $\varepsilon$. We omit the details.

We now choose $f(x)$ so that $f(x)=0$ for $x \geqq 0, f$ and $f^{\prime}$ are continuous, and so that $f^{\prime \prime}(x)=\rho(x)|x|^{k}$ for $x<0$, where $k$ is a large positive integer and $\rho(x) \geqq 0$ is $C^{\infty}$ with $\rho=0$ for $x<y$ and $\rho=1$ for $x \geqq y / 2$. Clearly $f \in H^{k+2}$ but $f \notin H^{k+1}$.

We next define "characteristic" curves $x^{\varepsilon}(t ; y)$ and a region $\Omega_{\varepsilon}$ for the solution $u^{\varepsilon}$ as in (23) and (24). We will show that $u_{x x}^{\varepsilon}>0$ in $\Omega_{\varepsilon} \cap\left[0, T_{1}\right]$ for all $\varepsilon>0$.

To this end we make the following claim: there exists a (relatively open) border $B_{\varepsilon} \subset \bar{\Omega}_{\varepsilon} \cap\left[0, T_{1}\right]$ containing the line segments in $\partial \Omega_{\varepsilon}$,

$$
S=\{t=0, y \leqq x \leqq 0\} \cup\left\{x=0,0 \leqq t \leqq T_{1}\right\},
$$

such that $u_{x x}^{\varepsilon}=w^{\varepsilon}>0$ in $B_{\varepsilon} \cap \Omega_{\varepsilon}$. We assume the claim for the moment and proceed with the proof.

If the lemma were false there would exist a smallest $t=\hat{t} \leqq T_{1}$ such that $w^{\varepsilon}(\hat{x}, \hat{t})=0$ for some $\hat{x} \in\left[x^{\varepsilon}(\hat{t} ; y), 0\right]$; since $w^{\varepsilon}>0$ in $B_{\varepsilon}$ it follows that $\hat{x}<0$. The equation for $w^{\varepsilon}$ is (see (20))

$$
\begin{align*}
& w_{t}^{\varepsilon}+u^{\varepsilon} w_{x}^{\varepsilon}+\Gamma u_{x}^{\varepsilon} w^{\varepsilon}=\left(2-\beta-\beta^{-1}\right)(R-1)(\beta-1) I\left(w^{\varepsilon}, w^{\varepsilon}\right)+\varepsilon f^{\prime \prime}(x),  \tag{25}\\
& w(x, 0)=u_{0}^{\prime \prime}(x), \quad \Gamma=3-\left(\beta+\beta^{-1}\right)(R-1)(1-\beta) .
\end{align*}
$$

For $\beta>1$ and $0<R<1$ the coefficient of $I$ in the above is positive. Also, by minimality of $\hat{t}, w=w_{x}=0$ at $(\hat{x}, \hat{t})$. Since $\varepsilon f^{\prime \prime}, w^{\varepsilon} \geqq 0$ and $w^{\varepsilon}>0$ near $x=0$ it follows that the right-hand side of (25) is positive, whence $w_{t}(\hat{x}, \hat{t})>0$. This contradicts the minimality of $\hat{t}$. Thus $w^{\varepsilon}>0$ in $\Omega_{\varepsilon} \cap\left[0, T_{1}\right]$ for all $\varepsilon>0$. Since $w^{\varepsilon}$ converges to $w=u_{x x}$ as $\varepsilon$ tends to zero in $\left[0, T_{1}\right] \times \mathbb{R}^{n}$, we have that $w \geqq 0$ in $\Omega$. It follows that $u \geqq 0$ and $u_{x} \leqq 0$ in $\Omega$. Thus the free boundary of $\Omega, x=x(t ; y)$, is an increasing function of $t$. If, for some $(\hat{x}, \hat{t}) \in \Omega, w(\hat{x}, \hat{t})=0$, then the above argument applied to $w$ at $(\hat{x}, \hat{t})$ shows that $w$ must vanish identically on the segment $x \geqq \hat{x}, t=\hat{t}$. Thus $u$ must be a linear function of $x$ for $x \geqq \hat{x}, y=\hat{t}$, and since $u$ lies in a Sobolev space, it follows that $u \equiv 0$ on this half line. Now the equation is reversible in time as long as $u$ remains smooth, so that we may apply Corollary 1.2 in backward time to conclude that $u(x, 0)=u_{0}(x)=0$ for $x \geqq \hat{x}$. Since our assumption was that $\hat{x}<0$, we have obtained a contradiction to (ii) of Theorem 2.1. Thus $w>0$ in $\Omega \cap\left[0, T_{1}\right]$.

Fix $T<T_{0}$, where $T_{0}$ is as in (24); we next extend the result to the region $\Omega \cap[0, T]$. By hypothesis, $u$ is $C^{\infty}$ in $\bar{\Omega} \cap[0, T]$ so that $\|u(\cdot, t)\|_{\Omega(r), s}$ is uniformly bounded for $r \in[0, T]$ and each $s$, where $\Omega(r)$ is as in 1.B. We next note that given a bound for $\|u(\cdot, r)\|_{\Omega(r), s}$ we can alter $u(x, r)$ for $x<x(r ; y)$ to a $\left(C^{\infty}\right)$ function $\tilde{u}(\cdot, r)$ such that $\|\tilde{u}(\cdot, r)\|_{s} \leqq C\|u(\cdot, r)\|_{\Omega(r), s}$ for some constant $C$ depending only on $s$. Now fix $s>2$; for $r \in[0, T]$ we can determine a $T_{1}$ as in the beginning of the proof using $\tilde{u}(\cdot, r)$ as "data," and by construction, $T_{1}$ will depend only on $T$. If $v$ is the resulting solution we have that $u \equiv v$ in $\Omega$ by Corollary 1.2. Thus the mollification does not affect $u$ in $\Omega$. (Note that such a modification may be necessary since a singularity could form rapidly in the region to the left of $\Omega$.) Proceeding by induction, we assume $u\left(\cdot, n T_{1}\right)$ satisfies (ii) of Theorem 2.1, with $y$ replaced with $x\left(n T_{1}, y\right)$, modify $u$ to $\tilde{u}$ in the manner described above at $t=n T_{1}$, and apply the argument of the preceding paragraph to conclude that $u_{x x}>0$ in $\Omega \cap\left\{t \leqq(n+1) T_{1}\right\}$. Since $T_{1}$ is independent of $n$ provided that $n T_{1} \leqq T$, we obtain the result in $\Omega \cap[0, T]$ for any $T<T_{0}$.

To complete the proof it only remains to construct the border $B_{\varepsilon}$. We first claim that there exists $x(\varepsilon)<0$ such that for $x(\varepsilon) \leqq x \leqq 0$ and $t \leqq T_{1}$ we have that

$$
\begin{equation*}
\left|\left(2-\beta-\beta^{-1}\right)(R-1)(\beta-1) I\left(w^{\varepsilon}, w^{\varepsilon}\right)\right|<\varepsilon f(x) . \tag{26}
\end{equation*}
$$

Since $f \in H^{k+2}$ and $u_{0} \in C_{0}^{\infty}$ it follows that $u \in X_{k+2, T}$, whence $w$ is $C^{k-1}$ in near $x=0$ uniformly in $t$. Since $w(x, t) \equiv 0$ for $x \geqq 0$ it follows that $\partial_{x}^{j} w=0$ for $j \leqq k-1$, at $x=0$. Thus by Taylor's theorem $|w(x, t)| \leqq C|x|^{k-1}$ for $x$ near zero, uniformly in $t$. Thus for $x$ near zero we have that

$$
\mid \text { const }\left.I\left(w^{\varepsilon}, w^{\varepsilon}\right)|\leqq c| x\right|^{2 k-1}
$$

which clearly implies (26) for $x$ close enough to zero (depending on $\varepsilon$ ) and $k \geqq 2$.

Now let $x^{\varepsilon}(t ; \alpha)$ be the characteristics for $u^{\varepsilon}$ and define

$$
\begin{aligned}
& p^{\varepsilon}(t ; \alpha)=u_{x x}^{\varepsilon}\left(x^{\varepsilon}(t ; \alpha), t\right), \\
& q^{\varepsilon}(t ; \alpha)=u_{x}^{\varepsilon}\left(x^{\varepsilon}(t ; \alpha), t\right),
\end{aligned}
$$

The equation for $p^{\varepsilon}$ is

$$
\begin{align*}
& p_{t}^{\varepsilon}+\Gamma q^{\varepsilon} p^{\varepsilon}=\left(2-\beta-\beta^{-1}\right)(R-1)(\beta-1) I\left(w^{\varepsilon}, w^{\varepsilon}\right)+\varepsilon f^{\prime \prime}(x),  \tag{27}\\
& p(0 ; \alpha)=u_{0}^{\prime \prime}(\alpha)
\end{align*}
$$

From (26) it follows that the terms on the right-hand side are positive provided that $\alpha$ is close enough to zero. Moreover by (ii) of Theorem 2.1, $p^{\varepsilon}(\alpha, 0)>0$ for $\alpha \in(y, 0)$. At the smallest $t=\hat{t}$ where $p^{\varepsilon}=0$ it would follow from (27) that $p_{t}(\hat{t}, \alpha)>0$ for $\alpha$ near zero, contradicting the minimality of $\hat{t}$. Thus $p^{\varepsilon}(\hat{t} ; \alpha)>0$ on some region of the form $[0, T] \times[\alpha, 0)$ for $|\alpha|$ small enough. Finally, we note that from (i) of this theorem, the intersection of $B_{\varepsilon}$ with each line $t=$ constant is an interval containing zero in its closure, for $t \leqq T_{1}$. Thus $B_{\varepsilon}$ has nonempty interior in $x$ for each fixed $t$.
C. A continuation principle. Given a sign condition on $u_{x x}$ and $u_{x}$, it is relatively easy to prove a continuation theorem.

Lemma 2.3. Suppose that $\left|u_{x}\right|$ is uniformly bounded for $t \leqq T_{b}$. Then $T_{0} \geqq T_{b}$ where $T_{0}$ is as in (24).

Proof. We need to show that a bound for $\left|u_{x}\right|$ implies that $u$ is $C^{\infty}$ in $\Omega$. Clearly $\|u\|_{\Omega, 1, T_{b}}$ is finite. Since $u_{x x}>0$ in $\Omega$ we also have that

$$
\left\|u_{x x}\right\|_{\Omega, 0, T_{b}}=\sup _{0 \leqq t \leqq T_{b}} \int_{x(t ; y)}^{0} u_{x x}(x, t) d x=\sup _{0 \leqq t \leqq T_{b}}-u_{x}(x(t ; y), t)<\infty .
$$

Thus $\|u\|_{\Omega, 2, T_{b}}<\infty$. Proceeding by induction, suppose that $\|u\|_{\Omega, j, T_{b}}$ is bounded for $j \geqq 2$. We then use (13) to obtain (14a) with $\partial_{x}^{j+1} u=w^{j+1}$ and $\bar{w}^{k}=w^{k}$. From (14b) and (13c) ${ }_{l}$ where $l=[(j+1) / 2]$, this equation is linear in $w^{j+1}$ if $j \geqq 2$. Thus we can apply (ii) of Lemma 1.3 to obtain a bound for $\|u\|_{\Omega_{, j+1, T_{b}}}$. This completes the proof.
D. A proof of breakdown. We finally derive a contradiction to the hypothesis that $u_{x}$ is uniformly bounded for $t \leqq T_{b}$.

Let $q(t)=u_{x}(x(t ; y), t)$; then the equation for $q$ is

$$
\begin{align*}
q_{t} & =-q^{2}+(R-1)(\beta-1)\left[I\left(u_{x x}, u_{x}\right)+I\left(u_{x}, u_{x x}\right)\right] \\
& =[-1-(R-1)(\beta-1)] q^{2}-(R-1)(\beta-1)^{2} I\left(u_{x x}, u_{x}\right) . \tag{28}
\end{align*}
$$

Since $u_{x}<0$ and $u_{x x}>0$ in $\Omega, u_{x}$ is monotone, and we have that

$$
\begin{aligned}
I\left(u_{x x}, u_{x}\right) & =\int_{0}^{\infty} u_{x x}(x(t ; y)+\beta s) u_{x}(x(t ; y)+s) d s \\
& <\int_{0}^{\infty} u_{x x}(x(t ; y)+\beta s) u_{x}(x(t ; y)+\beta s) d s \\
& =\beta^{-1} \int_{0}^{\infty} \frac{\partial}{\partial x}\left[u_{x}(x(t ; y)+\beta s)^{2} / 2\right] d s \\
& =-\beta^{-1} q^{2} / 2
\end{aligned}
$$

Thus from the above and (28) we obtain

$$
q_{t}<\left[-1-(R-1)(\beta-1)+(R-1)(\beta-1)^{2} \beta^{-1} / 2\right] q^{2}=-\gamma q^{2}
$$

where $\gamma$ is as in (ii) of Theorem 2.1. Thus $q(t)$ is less than $\left(-T_{b}+t\right)^{-1}$, which completes the proof.
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# APPLICATION OF TOPOLOGICAL TECHNIQUES TO THE ANALYSIS OF ASYMPTOTIC BEHAVIOR OF NUMERICAL SOLUTIONS OF A REACTION-DIFFUSION EQUATION* 
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#### Abstract

The initial boundary value problem for a reaction-diffusion equation $$
u_{t}=u_{x x}+f(u), \quad f(u)=-u(u-b)(u-1), \quad 0<b<\frac{1}{2},
$$


was analysed in [2], [10] by using the Conley index. In this paper we study the asymptotic behavior of solutions of the semidiscrete approximations

$$
\begin{equation*}
\dot{u}_{i}=\left(u_{i-1}-2 u_{i}+u_{i+1}\right) / h^{2}+f\left(u_{i}\right), \quad i=1, \cdots, n . \tag{**}
\end{equation*}
$$

We show that for large $n$ the spectrum of the linearized discrete steady-state problem is a "good" approximation for the spectrum of the linearized continuous steady-state problem. Using the interpretation of the Conley index as the dimension of an unstable manifold of a steady-state solution, we establish that the properties of solutions of (**) are completely analogous to those of the solutions of (*). The asymptotic, as $t \rightarrow \infty$, second order convergence of the approximate solutions is proved.

Key words. reaction-diffusion, finite differences, Conley index
AMS(MOS) subject classifications. $65 \mathrm{M} 20,65 \mathrm{M} 10,35 \mathrm{~K} 57$

1. Introduction. Many phenomena in biology and physiology can be modeled by certain nonlinear reaction-diffusion equations. The asymptotic state of a solution specifies its ultimate behavior while ignoring transient effects. The stable asymptotic states may be represented by solutions which can be perturbed by a uniformly small function without destroying their long-time behavior. These are the solutions generally seen in applied contexts. It is therefore crucial to know that the asymptotic behavior of the approximate solutions mimic those of the exact solution.

The asymptotic behavior of solutions for the problem

$$
\begin{align*}
& u_{t}=u_{x x}+f(u), \quad|x|<L, \quad t>0,  \tag{1.1a}\\
& u(x, 0)=u^{0}(x), \quad|x|<L,  \tag{1.1b}\\
& u( \pm L, t)=0, \quad t>0, \tag{1.1c}
\end{align*}
$$

where

$$
\begin{equation*}
f(u)=-u(u-b)(u-1), \quad 0<b<\frac{1}{2}, \tag{1.2}
\end{equation*}
$$

was analysed in [2] and [10] (see Theorem 2.2 below). In particular, it was shown there that for $L>L_{0}$ the steady-state problem

$$
\begin{align*}
& u^{\prime \prime}+f(u)=0, \quad|x|<L,  \tag{1.3a}\\
& u( \pm L)=0 \tag{1.3b}
\end{align*}
$$

has exactly three solutions: $u_{0}, u_{1}$ and $u_{2}$ with $u_{0} \equiv 0<u_{1}(x)<u_{2}(x)$, which are nondegenerate (i.e., zero is not in the spectrum of the linearized problem). $u_{0}$ and $u_{2}$ are attractors for the associated parabolic problem (1.1a-c). By this we mean that if the initial data $u^{0}$ is sufficiently close (in $C$ ) to either $u_{0}$ or $u_{2}$, then the corresponding

[^19]solution of ( $1.1 \mathrm{a}-\mathrm{c}$ ) converges (in $C$ ) to the corresponding solution of (1.3a-b). Similarly, $u_{1}$ is unstable and has a one-dimensional unstable manifold. These results are based on computation of the Conley index (the Morse index of an isolated invariant set) for each of $u_{0}, u_{1}$ and $u_{2}$. The Conley index generalizes the classical Morse index of a nondegenerate critical point of a vector field in that the classical index is a nonnegative integer $n$, where $n$ is the dimension of the unstable manifold to the critical point, and, considered as an isolated invariant set, the homotopy index of the critical point is the homotopy type of a pointed $n$-sphere.

In this paper we analyse the asymptotic behavior of solutions of semidiscrete approximations

$$
\begin{align*}
& \dot{u}_{i}=\left(u_{i-1}-2 u_{i}+u_{i+1}\right) / h^{2}+f\left(u_{i}\right), \quad i=1, \cdots, n, \quad t>0,  \tag{1.4a}\\
& u_{i}(0)=u_{i, 0}, \quad i=1, \cdots, n,  \tag{1.4b}\\
& u_{0}(t)=u_{n+1}(t)=0, \quad t>0, \tag{1.4c}
\end{align*}
$$

of (1.1a-c). Here $h=2 L /(n+1)$, and $u_{i}(t)$ is an approximation to $u\left(x_{i}, t\right)$, with an appropriate choice of $u_{i, 0}$, say, $u_{i, 0}=u^{0}\left(x_{i}\right), x_{i}=i h-L, i=0, \cdots, n+1$. We first study the approximate steady-state problem

$$
\begin{align*}
& \left(u_{i-1}-2 u_{i}+u_{i+1}\right) / h^{2}+f\left(u_{i}\right)=0, \quad i=1, \cdots, n  \tag{1.5a}\\
& u_{0}=u_{n+1}=0 \tag{1.5b}
\end{align*}
$$

In Theorem 3.1 we prove that for large $n(1.5 \mathrm{a}, \mathrm{b})$ also has exactly three solutions $\overline{0}=\bar{u}^{0}<\bar{u}^{1}<\bar{u}^{2}$ and establish the second order convergence in the sup-norm of the approximate solutions.

In Theorem 3.2 we show that the properties of solutions of the problem ( $1.4 \mathrm{a}-\mathrm{c}$ ) are completely analogous to those of (1.1a-c) and establish the asymptotic, as $t \rightarrow \infty$, second order convergence of the approximate solutions.

Our approach is based on an (intuitively natural) fact that for large $n$ the spectrum of the linearized operator in the right-hand side of (1.4a) is a "good" approximation of the spectrum of the linearized operator in the right-hand side of (1.1a). This gives existence and convergence of the approximate steady-state solutions, and also implies that the Conley index of a rest point $\bar{u}^{k}$ of the approximate problem is the same as the one of the corresponding rest point $u_{k}(x), k=0,1,2$, of the exact problem. The latter implies the existence of orbits connecting the rest points of the approximate problem.

The results of this paper have been extended [7] to the finite element approximation of (1), with interpolation of coefficients for nonlinear terms.

In § 2 we collect the results from [8] and [9] which we need to analyse the approximate steady-state problem and the results from [10] about the continuous problem (1.1a-c).

In § 3 we prove our principal result, Theorem 3.2, which analyses the properties of the approximate problem ( $1.4 \mathrm{a}-\mathrm{c}$ ) and establishes the asymptotic convergence of the approximate solutions.

Recently, asymptotic convergence of numerical solutions of systems of reactiondiffusion equations to constant and zero rest points was analysed by several authors. In [4], [5] finite difference approximations were shown to converge with a timeindependent error bound by imposing a monotonicity condition on the reaction term or under the conditions that the reaction term is "slowly varying." The conditions imposed guarantee the exponential decay of the exact solution together with its derivatives. The results in [4], [5] were obtained for both the Dirichlet and Neumann
problems. For the Neumann problem similar results were obtained in [3] and in the linear case, using finite elements, in [6].
2. Background and preliminaries. As we mentioned in the Introduction, in our analysis of the approximate steady-state problem we follow [8]. The approach in [8] is to replace the problem of solving the steady-state problem using finite differences by an equivalent problem: solving the integral equation

$$
\begin{equation*}
u(x)+\int_{-L}^{L} G(x, y) f(u(y)) d y=0 \tag{2.1}
\end{equation*}
$$

using the method of mechanical quadratures

$$
\begin{equation*}
u_{i}+\sum_{j=1}^{n} G\left(x_{i}, x_{j}\right) f\left(u_{j}\right)=0, \quad i=1, \cdots, n, \tag{2.2}
\end{equation*}
$$

and then to analyse the latter problem. Here $G(x, y)$ is the Green's function of the operator $d^{2} / d x^{2}$ for the boundary condition (1.3b).

Equation (2.1) can be regarded as an operator equation

$$
\begin{equation*}
u+T u=0, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
T u=\int_{-L}^{L} G(x, y) f(u(y)) d y \tag{2.4}
\end{equation*}
$$

in the Banach space $E$ of bounded measurable functions $u(x)$ on $[-L, L]$.
From [8, p. 307, proof of Thm. 19.5 and Thm. 19.6] we have
Theorem 2.1. (i) The boundary value problem $(1.3 \mathrm{a}, \mathrm{b})$ in $C^{2}([-L, L])$ is equivalent to the integral equation (2.1) in $E$.
(ii) Let $u_{*}(x)$ be an isolated solution of the problem (1.3a, b). Let also $f(u)$ be continuously differentiable in the domain

$$
\begin{equation*}
\left|u-u_{*}(x)\right| \leqq \delta, \quad \delta=\text { const }>0, \tag{2.5}
\end{equation*}
$$

and set

$$
\begin{equation*}
g(x)=f^{\prime}\left(u_{*}(x)\right) \tag{2.6}
\end{equation*}
$$

Assume that the linearized problem

$$
\begin{equation*}
u^{\prime \prime}+g(x) u=0 \tag{2.7}
\end{equation*}
$$

with the boundary conditions (1.3b) has no nontrivial solutions.
Then there exist $n_{0}$ and $\delta_{0}$ such that for $n \geqq n_{0}$ the system (1.5a,b) has a unique solution satisfying the inequalities

$$
\begin{equation*}
\left|u_{i}-u_{*}\left(x_{i}\right)\right| \leqq \delta_{0}, \quad i=1, \cdots, n . \tag{2.8}
\end{equation*}
$$

If $f\left(u_{*}(x)\right)$ is twice continuously differentiable, then the rate of convergence is given by

$$
\begin{equation*}
\max _{1 \leqq i \leqq n}\left|u_{i}-u_{*}\left(x_{i}\right)\right| \leqq c h^{2}, \quad c=\text { const. } \tag{2.9}
\end{equation*}
$$

Remark. Note that by Theorem 2.2 below all solutions $u_{*}(x)$ of (1.3a, b) are isolated, and (2.7) has no nontrivial solutions.

Theorem 2.1 together with the argument in [8, p. 302] imply
Lemma 2.1. Under the assumptions of Theorem 2.1, for any given $\delta_{0}$ there exists $n_{0}$ such that for $n \geqq n_{0}$ any solution $\bar{u}^{*}=\left(u_{0}^{*}, \cdots, u_{n+1}^{*}\right)^{T}$ of $(1.5 \mathrm{a}, \mathrm{b})$ satisfies

$$
\begin{equation*}
\max _{0 \leqq i \leqq n+1}\left|u_{i}^{*}-u_{*}\left(x_{i}\right)\right| \leqq \delta_{0} \tag{2.10}
\end{equation*}
$$

for some solution $u_{*}(x)$ of $(1.3 \mathrm{a}, \mathrm{b})$.
The following lemma is contained in [9, Thm. 6.2] and can also be obtained using [8, Thm. 18.1].

Lemma 2.2. Under the assumptions of Theorem 2.1 every limit point of any sequence $\lambda_{n}$ of eigenvalues of equations

$$
\begin{align*}
& \left(v_{i-1}-2 v_{i}+v_{i+1}\right) / h^{2}+g\left(x_{i}\right) v_{i}=\lambda v_{i}, \quad i=1, \cdots, n,  \tag{2.11}\\
& v_{0}=v_{n+1}=0 \tag{2.12}
\end{align*}
$$

is an eigenvalue of the equation

$$
\begin{align*}
& v^{\prime \prime}+g(x) v=\lambda v,  \tag{2.13}\\
& v( \pm L)=0 . \tag{2.14}
\end{align*}
$$

We shall use the notation $\bar{u} \equiv \bar{u}_{n}=\left(u_{0}, \cdots, u_{n+1}\right)^{T}$ for $\bar{u} \in R^{n+2}$ and the notation $\bar{u}<\bar{v}$ when $u_{i}<v_{i}, i=1, \cdots, n ; u_{0} \leqq v_{0}, u_{n+1} \leqq v_{n+1}$. With some abuse of notation we shall also write $\bar{u}$ for the vector $\left(u_{1}, \cdots, u_{n}\right)^{T}$, in the case that $u_{0}=u_{n+1}=0$.

We shall also need a comparison principle by Kamke in the following form:
Lemma 2.3 [1]. Let $\bar{u}(t)$ and $\bar{v}(t)$ be solutions of (1.4a, c), defined for $a \leqq t \leqq b$. Then $\bar{u}(a)<\bar{v}(a)$ implies $\bar{u}(b) \leqq \bar{v}(b)$.

A solution $u_{*}(x)$ of a steady-state problem (1.3a,b) is called an attractor for the associated parabolic problem (1.1a, c) if, for the initial data $u(x, 0)$ sufficiently close (in $C$ ) to $u_{*}$, the corresponding solution of ( $1.1 \mathrm{a}-\mathrm{c}$ ) converges (in $C$ ) to $u_{*}$. We shall use the notation $h(I)$ for the Conley index of an isolated invariant set $I$, and $\Sigma^{k}$ for the pointed $k$-sphere.

Theorem 2.2 [10, Thm. 24.13]. Let $f$ be defined by (1.2), and let $L>L_{0}$. Then there are exactly three steady-state solutions $u_{k} \in C^{\infty}, k=0,1,2$, of $(1.1 \mathrm{a}, \mathrm{c})$ : $0 \equiv u_{0}(x)<$ $u_{1}(x)<u_{2}(x) \leqq 1,|x|<L$. They are isolated invariant sets, $h\left(u_{0}\right)=h\left(u_{2}\right)=\Sigma^{0}$, in particular, $u_{0}$ and $u_{2}$ are attractors for $(1.1 \mathrm{a}, \mathrm{c})$, and the linearized operators $Q_{0}$ and $Q_{2}$, where

$$
\begin{equation*}
Q_{k}=\frac{d^{2}}{d x^{2}}+g_{k}, \quad g_{k}(x)=f^{\prime}\left(u_{k}(x)\right), \quad k=0,1,2 \tag{2.15}
\end{equation*}
$$

together with the boundary conditions (1.3b), have only negative eigenvalues. $h\left(u_{1}\right)=\Sigma^{1}$, in particular $Q_{1}$ has precisely one positive eigenvalue, and $u_{1}$ has a one-dimensional unstable manifold which consists of orbits connecting $u_{1}$ to each of the other rest points. Initial data $u(x, 0)$ which satisfies $u_{1}(x)<u(x, 0)<u_{2}(x)$ (resp. $0<u(x, 0)<u_{1}(x)$ ) on $|x|<L$ is in the stable manifold of $u_{2}($ resp. 0$)$.

## 3. Convergence.

Theorem 3.1. Let $u_{k}(x), k=0,1,2$, be the solutions of (1.3a, b). There exists $n_{0}$ such that for $n \geqq n_{0}$ the system (1.5a,b) has exactly three solutions $\bar{u}_{n}^{k} \equiv \bar{u}^{k}=$ $\left(u_{0}^{k}, \cdots, u_{n+1}^{k}\right)^{T}, k=0,1,2$, satisfying

$$
\begin{gather*}
\max _{0 \leqq i \leqq n+1}\left|u_{i}^{k}-u_{k}\left(x_{i}\right)\right| \leqq c h^{2}, \quad c=\text { const }, \quad k=1,2,  \tag{3.1}\\
\overline{0} \equiv \bar{u}^{0}<\bar{u}^{1}<\bar{u}^{2}, \tag{3.2}
\end{gather*}
$$

where $\overline{0}=(0, \cdots, 0)^{T}$.

Proof. By Theorem 2.2, for $u_{*}(x)=u_{k}(x), k=0,1,2$, the conditions of Theorem 2.1 are satisfied. This gives the existence of solutions $\bar{u}^{k}, k=0,1,2$, of ( $1.5 \mathrm{a}, \mathrm{b}$ ), satisfying (3.1). By (2.9) and Lemma $2.1 \bar{u}^{k}, k=0,1,2$, are the only solutions of ( $1.5 \mathrm{a}, \mathrm{b}$ ).

By Theorem $2.20 \equiv u_{0}<u_{1}<u_{2}$ are isolated solutions of (1.3a, b). Together with (3.1) this implies (3.2) for $n_{0}$ sufficiently large.

Define

$$
\begin{gather*}
F(u)=\int_{0}^{u} f(t) d t  \tag{3.3}\\
\Phi(\bar{u})=\sum_{k=1}^{n}\left[u_{k}\left(u_{k-1}-2 u_{k}+u_{k+1}\right) / 2 h^{2}+F\left(u_{k}\right)\right] . \tag{3.4}
\end{gather*}
$$

Then we have
Lemma 3.1. The system (1.4a-c) is a gradient one with respect to the function $\Phi$, i.e.

$$
\begin{equation*}
\dot{\vec{u}}=\nabla \Phi . \tag{3.5}
\end{equation*}
$$

Let $u_{k}(x)$ solve $(1.3 \mathrm{a}, \mathrm{b})$ and $\bar{u}^{k}$ solve ( $1.5 \mathrm{a}, \mathrm{b}$ ). For $k=0,1,2$, define the linearized matrix operators $Q_{n}^{k}=\left(q_{i j}\right)$ and $\tilde{Q}_{n}^{k}=\left(\tilde{q}_{i j}\right), i, j=1, \cdots, n$, by

$$
\begin{align*}
& q_{i j}= \begin{cases}-2 / h^{2}+f^{\prime}\left(u_{i}^{k}\right), & i=j, \\
1 / h^{2}, & |i-j|=1, \\
0, & |i-j|>1,\end{cases}  \tag{3.6}\\
& \tilde{q}_{i j}= \begin{cases}q_{i j}+\gamma_{i}, & i=j, \\
q_{i j}, & i \neq j,\end{cases} \tag{3.7}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{i}=f^{\prime}\left(u_{k}\left(x_{i}\right)\right)-f^{\prime}\left(u_{i}^{k}\right) . \tag{3.8}
\end{equation*}
$$

Lemma 3.2. Suppose the assumptions of Theorem 3.1 hold. Let $n_{0}$ be chosen as in Theorem 3.1. There exists $n_{0}^{\prime} \geqq n_{0}$ such that for $n \geqq n_{0}^{\prime}$ we have:
(i) $Q_{n}^{0}$ and $Q_{n}^{2}$ have only negative eigenvalues, and $Q_{n}^{1}$ has precisely one positive eigenvalue, and $\bar{u}_{1}$ has a one-dimensional unstable manifold.
(ii) $\bar{u}^{k}, k=0,1,2$, are isolated invariant sets of the system $(1.4 \mathrm{a}, \mathrm{c})$ and $h\left(\bar{u}^{0}\right)=$ $h\left(\bar{u}^{2}\right)=\Sigma^{0}, h\left(\bar{u}^{1}\right)=\Sigma^{1}$.

Proof. By Lemma 2.2 with $u_{*}(x)=u_{k}(x), k=0,1,2$, every limit point of any sequence $\lambda_{n}$ of eigenvalues of (2.11)-(2.12) is an eigenvalue of the problem (2.13)(2.14). Using the notation (2.15) and (3.6)-(3.8), we rewrite (2.11)-(2.12) and (2.13)(2.14), respectively, as

$$
\begin{align*}
& \tilde{Q}_{n}^{k} \bar{v}=\lambda \bar{v},  \tag{3.9}\\
& Q_{k}^{v}=\lambda v, \quad v( \pm L)=0 . \tag{3.10}
\end{align*}
$$

Let us prove the lemma for $k=0$. For $k=1,2$, the proof is completely analogous.
Let $\tilde{\lambda}_{n}$ be a sequence of eigenvalues of (3.9). Since by Theorem 2.2 the largest eigenvalue $\lambda$ of $Q_{0}$ is negative, say, $\lambda=-3 \varepsilon, \varepsilon>0$, by the above there exists $n_{0}^{\prime \prime}$ such that for $n \geqq n_{0}^{\prime \prime}, \tilde{\lambda}_{n} \leqq-2 \varepsilon$. To complete the proof of (i) it is sufficient to verify that the eigenvalues $\lambda_{n}$ of $Q_{n}^{0}$ satisfy $\lambda_{n} \leqq-\varepsilon$ for sufficiently large $n$. For $n \geqq n_{0}$ from (3.8) and (3.1), using that $f^{\prime \prime}$ is bounded on $[-L, L]$, we have

$$
\begin{equation*}
\left|\gamma_{i}\right|=\left|\int_{u_{i}^{0}}^{u^{0}\left(x_{i}\right)} f^{\prime \prime}(t) d t\right| \leqq c\left|u^{0}\left(x_{i}\right)-u_{i}^{0}\right| \leqq \frac{c}{n^{2}} . \tag{3.11}
\end{equation*}
$$

From (3.7) and (3.11)

$$
\begin{align*}
\lambda_{n} & =\sup _{\|\bar{v}\|=1}\left(Q_{n}^{0} \bar{v}, \bar{v}\right)=\sup _{\|\bar{v}\|=1}\left[\left(\tilde{Q}_{n}^{0} \bar{v}, \bar{v}\right)+\sum_{i=1}^{n} \gamma_{i} v_{i}^{2}\right] \\
& \leqq \sup _{\|\bar{v}\|=1}\left[\left(\tilde{Q}_{n}^{0} \bar{v}, \bar{v}\right)+\frac{c}{n^{2}}\right]=\tilde{\lambda}_{n}+\frac{c}{n^{2}}, \quad c=\mathrm{const} \tag{3.12}
\end{align*}
$$

where

$$
\|\bar{v}\|^{2}=\sum_{i=1}^{n} v_{i}^{2}, \quad(\bar{u}, \bar{v})=\sum_{i=1}^{n} u_{i} v_{i}
$$

Now the above implies that choosing $n_{0}^{\prime} \geqq \max \left\{n_{0}, n_{0}^{\prime \prime}, \sqrt{c / \varepsilon}\right\}$, we have for $n \geqq n_{0}^{\prime}$, $c / n^{2}<\varepsilon$, and therefore $\lambda_{n}<-\varepsilon$.

By (i) $\bar{u}^{k}, k=0,1,2$, are nondegenerate rest points of (1.4a, c). Since from Lemma 3.1 the system ( $1.4 \mathrm{a}, \mathrm{c}$ ) is a gradient one, then by [10, pp. 151-152] the Morse index of $\bar{u}^{k}$, which is the number of positive eigenvalues of $Q_{n}^{k}$, is defined and is equal to the Conley index $h\left(\bar{u}^{k}\right)$. Thus by (i) $h\left(\bar{u}^{0}\right)=h\left(\bar{u}^{2}\right)=\Sigma^{0}$ and $h\left(\bar{u}^{1}\right)=\Sigma^{1}$. Alternatively, the latter result follows from [10, §4, pp. 503-504]. By [10, p. 468 and Thm. 23.32] $\bar{u}^{k}, k=0,1,2$, are isolated invariant sets for ( $1.4 \mathrm{a}, \mathrm{c}$ ).

Lemma 3.3. The rectangle

$$
\begin{equation*}
R=\bigcap_{i=1}^{n}\left\{\bar{u}: 0 \leqq u_{i} \leqq 1\right\} \tag{3.13}
\end{equation*}
$$

is attracting for the problem (1.4a-c), i.e., all solutions $\bar{u}(t)$ of (1.4a-c) tend to $R$ as $t \rightarrow \infty$.
Proof. Let $R_{\tau}=\tau R, \tau>1$, be a family of contracting rectangles about $R$. We say that $\bar{u}(t)$ is in the $j$ th right-hand face on $R_{\tau}$ if $u_{j}(t)=\tau$, with a similar definition for the $j$ th left-hand face. We shall also use the notations $\bar{f}=\left\{f\left(u_{1}\right), \cdots, f\left(u_{n}\right)\right\}^{T}$ and $\nabla \Phi$ (see (3.5)) for the vector field which is the right-hand side of the system (1.4a).

If now $\bar{u}(T) \in \partial R_{\tau}$, e.g., $\bar{u}(T)$ is in the $j$ th right-hand face, then from the definition (1.2) of $f(u)$ we have

$$
(\bar{f}, \bar{n}(\bar{u}))=f\left(u_{j}\right)<-\eta
$$

where $\bar{n}$ is the outward-pointing normal at $\bar{u}, \eta=$ const $>0$. And therefore by (1.4a) and Lemma 3.1 there holds

$$
\begin{equation*}
(\nabla \Phi, \bar{n})=\left(u_{j+1}-2 u_{j}+u_{i-1}\right) / h^{2}+f\left(u_{j}\right)<-\eta \tag{3.14}
\end{equation*}
$$

Thus (3.14) shows that $\bar{u}(t)$ must lie in a smaller rectangle for $T<t<T+\delta$, for some $\delta>0$.

Using Lemmas 3.2 and 3.3 and repeating the proof of [10, Lemma 24.12] with $u_{k}(x)$ replaced by $\bar{u}^{k}$ we arrive at the next lemma.

Lemma 3.4. Under the assumptions of Lemma 3.2, there exist solutions $\bar{v}^{0}$ and $\bar{v}^{2}$ of $(1.4 \mathrm{a}, \mathrm{c})$, which connect $\bar{u}^{1}$ to $\bar{u}^{0}$ and $\bar{u}^{1}$ to $\bar{u}^{2}$, respectively; i.e.,

$$
\begin{array}{ll}
\lim _{t \rightarrow-\infty} \bar{v}^{0}(t)=\bar{u}^{1}, & \lim _{t \rightarrow \infty} \bar{v}^{0}(t)=u^{0} \\
\lim _{t \rightarrow-\infty} \bar{v}^{2}(t)=\bar{u}^{1}, & \lim _{t \rightarrow \infty} \bar{v}^{2}(t)=\bar{u}^{2}
\end{array}
$$

Combining the above results, we have the following:

Theorem 3.2. Let $f$ be defined by (1.2) and $L>L_{0}$. Then there exists $n_{0}$ such that for $n \geqq n_{0}$
(i) The steady-state problem (1.5a, b) has exactly three solutions: $\overline{0} \equiv \bar{u}^{0}<\bar{u}^{1}<$ $\bar{u}^{2} \leqq \overline{1}$.
(ii) $\bar{u}^{k}, k=0,1,2$, are isolated invariant sets for the associated parabolic problem (1.4a, c). $h\left(\bar{u}^{0}\right)=h\left(\bar{u}^{2}\right)=\Sigma^{0}$, in particular, $\bar{u}^{0}$ and $\bar{u}^{2}$ are the attractors, and the linearized operators $Q_{n}^{0}$ and $Q_{n}^{2}$, where $Q_{n}^{k}$ are defined by (3.6), have only negative eigenvalues. $h\left(\bar{u}^{1}\right)=\Sigma^{1}$, in particular, $\bar{u}^{1}$ has a one-dimensional unstable manifold which consists of orbits connecting $\bar{u}^{1}$ to each of the other rest points.
(iii) Initial data which satisfies $\bar{u}^{1}<\bar{u}(0)$ is in the stable manifold of $\bar{u}^{2}$, and there holds:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \max _{0 \leqq i \leqq n+1}\left|u_{i}(t)-u\left(x_{i}, t\right)\right| \leqq c h^{2} \tag{3.15}
\end{equation*}
$$

Initial data which satisfies $\bar{u}(0)<\bar{u}^{1}$ is in the stable manifold of $\overline{0}$, and there holds:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \max _{0 \leqq i \leqq n+1}\left|u_{i}(t)\right|=0 . \tag{3.16}
\end{equation*}
$$

Proof. Condition (i) follows from Theorem 3.1 and Lemma 3.3. Condition (ii) follows from Lemmas 3.2 and 3.4. Condition (iii) follows from (i), (ii) and Lemmas $2.3,3.4$ by repeating the argument in [10, pp. 535-536].
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#### Abstract

In a symmetric association scheme that is ( $P$ and $Q$ )-polynomial, the $P$ and $Q$ eigenmatrices are given by balanced ${ }_{4} \phi_{3}$ Askey-Wilson polynomials. In this paper, the parameters of the Askey-Wilson polynomial are classified so that its zeros are not contained in its spectrum. These results, together with theorems of Biggs and Delsarte, imply the nonexistence of perfect codes and tight designs in the classical association schemes of type $A_{N}, B_{N}, C_{N}, D_{N}$ and the affine matrix schemes.
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1. Introduction. In classical coding theory there is a well-known relationship between the existence of perfect codes and the properties of certain orthogonal polynomials. Lloyd's theorem [7, p. 179] states that if a perfect code exists in the Hamming metric, then the Krawtchouk polynomial must have integral zeros. In this paper we consider a very general set of orthogonal polynomials, the Askey-Wilson polynomials [1], and give sufficient conditions on their parameters so that they do not have the corresponding property from Lloyd's theorem. Our main result is Theorem 4.8, which shows that perfect codes do not exist in the families of association schemes [10] defined by Chevalley groups over $G F(q)$. The only possible exceptions are perfect 1 -codes for $B_{N}$ and $C_{N}$ when $N=2^{m}-1$. Since $B_{N}$ and $C_{N}$ provide $q$-analogues of $N$-tuples of 0 's and 1 's, this is the natural condition for perfect Hamming 1-codes [7, p. 23].

The fact that the Askey-Wilson polynomials are relevant is due to work of Biggs [3], Delsarte [5] and Leonard [6]. Biggs showed that Lloyd's theorem generalized to distance regular graphs, while Delsarte generalized it to metric $P$-polynomial association schemes. Both theorems stated that related polynomials must have zeros in a very restricted set. Leonard proved that the polynomials for a ( $P$ and $Q$ )-polynomial association scheme must be the Askey-Wilson polynomials. The set for the zeros of these polynomials is easily identified. Since the Askey-Wilson polynomials have an explicit formula, it is possible to show that the zeros do not lie in the set. Since the parameters of the association scheme are related to the parameters of the polynomial, this proves nonexistence of perfect codes. A dual theorem of Delsarte [5, p. 76] also proves the nonexistence of tight designs.

Our paper is organized in the following way. In § 2, we give the Askey-Wilson polynomials and identify the generalized Lloyd polynomials in Proposition 2.1 as other Askey-Wilson polynomials. Properties of the zeros are given in §3. Under the hypothesis that $q$ is integral and $a, b, d$ rational, sufficient conditions on $a, b$ and $d$ are listed in Table 1 so that the zeros do not lie in the spectrum. In $\S 4$, we show how to use the results from § 3 to prove nonexistence of perfect codes and tight designs in the classical association schemes. These results are summarized in Table 2. Finally, in $\S 5$ we show that if a perfect 1 -code exists in types $B_{N}$ and $C_{N}$, then $N=2^{m}-1$. We also give another proof of Proposition 2.1.

[^20]2. Preliminaries. In this section, we review the basic facts about ( $P$ and $Q$ )polynomial association schemes and the Askey-Wilson polynomials. References for this material are [1], [2], [5].

A symmetric association scheme $X$ is called $P$-polynomial, where $P$ is the eigenmatrix of $X$ with $(i, k)$ entry $P_{k}(i)$, if for a given set of distinct nonnegative real numbers $z_{0}=0, z_{1}, \cdots, z_{n}$ and each integer $k, 0 \leqq k \leqq N$, there exists a polynomial $\Phi_{k}(z)$ over $\mathbb{R}$ of degree $k$ such that

$$
\Phi_{k}\left(z_{i}\right)=P_{k}(i), \quad i=0,1, \cdots, N .
$$

A $Q$-polynomial scheme is defined analogously from the $Q$ eigenmatrix. We denote the corresponding polynomials by $\Phi_{k}^{*}$.

If $X$ is a ( $P$ and $Q$ )-polynomial association scheme, Leonard showed [6] that for $N \geqq 9, \Phi_{k}$ and $\Phi_{k}^{*}$ are given by Askey-Wilson polynomials, including certain limiting cases. These polynomials $P_{k}(\theta(x), a, b, c, d ; q)$ of degree $k$ in $\theta(x)$ are defined in terms of basic hypergeometric series and have the explicit formula [1]

$$
P_{k}(\theta(x), a, b, c, d ; q)=P_{k}(\theta(x))={ }_{4} \phi_{3}\left(\begin{array}{c|c}
q^{-k}, a b q^{k+1}, q^{-x}, c d q^{x+1} & q ; q)  \tag{2.1}\\
a q, b d q, c q & q ; q
\end{array}\right.
$$

where

$$
\begin{equation*}
\theta(x)=\left(1-q^{-x}\right)\left(1-c d q^{x+1}\right) \tag{2.2}
\end{equation*}
$$

and

$$
{ }_{r+1} \phi_{r}\left(\left.\begin{array}{c}
q^{-k}, a_{1}, \cdots, a_{r}  \tag{2.3}\\
b_{1}, \cdots, b_{r}
\end{array} \right\rvert\, q ; q\right)=\sum_{j=0}^{k} \frac{\left(q^{-k}\right)_{j}\left(a_{1}\right)_{j} \cdots\left(a_{r}\right)_{j} q^{j}}{\left(b_{1}\right)_{j} \cdots\left(b_{r}\right)_{j}(q)_{j}}
$$

with

$$
(a)_{j}=(a ; q)_{j}= \begin{cases}(1-a)(1-a q) \cdots\left(1-a q^{j-1}\right), & j=1,2, \cdots,  \tag{2.4}\\ 1, & j=0 .\end{cases}
$$

Askey and Wilson showed that if $a q, b d q$ or $c q$ is assumed to be $q^{-N}$, then $\left\{P_{k}(\theta(x))\right\}_{k=0}^{N}$ are orthogonal polynomials on $\{\theta(0), \cdots, \theta(N)\}$ and have the discrete orthogonality relation

$$
\begin{align*}
& \sum_{x=0}^{N} P_{n}(\theta(x), a, b, c, d ; q) P_{m}(\theta(x), a, b, c, d ; q) w(x)=0,  \tag{2.5}\\
& \quad m \neq n, \quad 0 \leqq m, \quad n \leqq N
\end{align*}
$$

where

$$
\begin{equation*}
w(x)=w(x, a, b, c, d ; q)=\frac{(c d q)_{x}\left(1-c d q^{2 x+1}\right)(a q)_{x}(b d q)_{x}(c q)_{x}(a b q)^{-x}}{(q)_{x}(1-c d q)\left(c d a^{-1} q\right)_{x}\left(b^{-1} c q\right)_{x}(d q)_{x}} . \tag{2.6}
\end{equation*}
$$

Leonard's theorem [6] states that for $N \geqq 9$, given a ( $P$ and $Q$ )-polynomial association scheme $X$, there exists parameters $a, b, c, d, q$ such that

$$
\begin{equation*}
\Phi_{k}(\theta(x), a, b, c, d ; q)=\Phi_{k}(\theta(x))=\nu_{k} P_{k}(\theta(x), a, b, c, d ; q) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{k}^{*}\left(\theta^{*}(x), a, b, c, d ; q\right)=\Phi_{k}^{*}\left(\theta^{*}(x)\right)=\mu_{k} P_{k}\left(\theta^{*}(x), c, d, a, b ; q\right) \tag{2.8}
\end{equation*}
$$

where $\theta^{*}(x)=\left(1-q^{-x}\right)\left(1-a b q^{x+1}\right)$. The nonzero constants $\nu_{k}$ and $\mu_{k}$ are the valencies and multiplicities, respectively, of the association scheme. Moreover, up to a constant, $\nu_{k}=w(k, c, d, a, b ; q)$ and $\mu_{k}=w(k, a, b, c, d ; q)$.

For such an association scheme $X$, recall that the generalized Lloyd and Wilson polynomials [5, p. 58] are given by

$$
\begin{align*}
& \Psi_{e}(\theta(x))=\sum_{k=0}^{e} \Phi_{k}(\theta(x)),  \tag{2.9}\\
& \Psi_{e}^{*}\left(\theta^{*}(x)\right)=\sum_{k=0}^{e} \Phi_{k}^{*}\left(\theta^{*}(x)\right) \tag{2.10}
\end{align*}
$$

where $e$ is a positive integer.
We now state a proposition that identifies $\Psi_{e}(\theta(x))$ and $\Psi_{e}^{*}\left(\theta^{*}(x)\right)$ also as Askey-Wilson polynomials.

Proposition 2.1. Suppose $X$ is a ( $P$ and $Q$ )-polynomial association scheme such that (2.7) and (2.8) hold. Then

$$
\begin{align*}
& \Psi_{e}(\theta(x))=A P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)  \tag{2.11}\\
& \Psi_{e}^{*}\left(\theta^{*}(x)\right)=A^{*} P_{e}\left(\tilde{\theta}^{*}(x-1), c q, d, a q, b q ; q\right) \tag{2.12}
\end{align*}
$$

where $A$ and $A^{*}$ are nonzero constants, $\tilde{\theta}(x-1)=\left(1-q^{-x+1}\right)\left(1-c d q^{x+2}\right)$ and $\tilde{\theta}^{*}(x-1)=$ $\left(1-q^{-x+1}\right)\left(1-a b q^{x+2}\right)$.

Remark. Recall that for $P_{k}(\theta(x), a, b, c, d ; q)$, we have defined $\theta(x)$ as in (2.2). Thus, for polynomials with shifted parameters, $P_{k}(\theta(x), a q, b, c q, d q ; q)$, we get $\theta(x)=$ $\left(1-q^{-x}\right)\left(1-c d q^{x+3}\right)$. From now on, $\theta(x)$ will always stand for the variable in $P_{k}(\theta(x), a, b, c, \underset{\sim}{d}, q)$, and whenever the parameters shift, we will denote the corresponding variable as $\tilde{\theta}(x)$.

Proof of Proposition 2.1. Delsarte shows [5, p. 58] that $\Psi_{0}(\theta(x)), \cdots, \Psi_{N-1}(\theta(x))$ form an orthogonal set of polynomials on $\{\theta(1), \cdots, \theta(N)\}$ with respect to the weight $\theta(x) w(x)$. From (2.2) and (2.3), we see that

$$
\begin{equation*}
\theta(x) w(x, a, b, c, d ; q)=\alpha w(x-1, a q, b, c q, d q ; q) \tag{2.13}
\end{equation*}
$$

where $\alpha \neq 0$ is a constant. Since $\Psi_{e}(\theta(x))$ is a polynomial in $\theta(x)$ and orthogonal polynomials are unique with respect to a weight, we have (2.11). Similarly, we get (2.12).

Remark. In §5, we will present another proof of Proposition 2.1 in which we explicitly determine the constant $A$.
3. Properties of the roots of the Askey-Wilson polynomials. There is a generalized Lloyd's theorem for perfect $e$-codes due to Delsarte [5, p. 63] and Biggs [3, p. 294]. It states that if the association scheme $X$ has a perfect $e$-code, then the Lloyd polynomial of degree $e, \Psi_{e}(\theta(x))$, must have $e$ distinct roots among $\{\theta(1), \cdots, \theta(N)\}$. A similar result holds for tight $t$-designs ( $t=2 e$ ) and Wilson polynomials [5, p. 76]. By Proposition 2.1, $\Psi_{e}(\theta(x))$ and $\Psi_{e}^{*}\left(\theta^{*}(x)\right)$ are explicitly given by an Askey-Wilson polynomial. In this section, we state properties of $P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)$.

Proposition 3.1. Let $\theta_{1}, \cdots, \theta_{e}$ be the e roots of $P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)$ as a polynomial in $\theta(x)$. Then
(i) $\theta_{1}=\theta(1)+\frac{\left(1-a q^{2}\right)\left(1-b d q^{2}\right)\left(1-c q^{2}\right) q^{-1}}{\left(1-a b q^{3}\right)} \quad$ if $e=1$,
(ii) $\sum_{j=1}^{e} \theta_{j}=\sum_{j=1}^{e} \theta(j)+\frac{\left(1-a q^{e+1}\right)\left(1-b d q^{e+1}\right)\left(1-c q^{e+1}\right)\left(1-q^{e-1}\right)\left(1-q^{e}\right) q^{-e}}{\left(1-a b q^{2 e+1}\right)(1-q)}$

Proof. Note that $\tilde{\theta}(x-1)=q \theta(x)+1-q-c d q^{2}+c d q^{3}$. Let $\quad F_{e}(\theta(x))=$ $P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)$. Then clearly $F_{e}(\theta(x))=\beta\left(\theta(x)-\theta_{1}\right) \cdots\left(\theta(x)-\theta_{e}\right)$ for some constant $\beta \neq 0$. Thus, to get a formula for the sum of the roots, we need to consider the coefficient of $\theta^{e-1}(x)$ in $F_{e}(\theta(x)) / \beta$. From (2.1) and (2.3), we have

$$
\begin{equation*}
F_{e}(\theta(x))=\sum_{j=0}^{e} \frac{\left(q^{-e}\right)_{j}\left(a b q^{e+2}\right)_{j}\left(q^{-x+1}\right)_{j}\left(c d q^{x+2}\right)_{j} q^{j}}{\left(a q^{2}\right)_{j}\left(b d q^{2}\right)_{j}\left(c q^{2}\right)_{j}(q)_{j}} \tag{3.1}
\end{equation*}
$$

An explicit computation yields $\left(1-q^{-x+k}\right)\left(1-c d q^{x+k+1}\right)=q^{k}(\theta(x)-\theta(k))$. Hence, for $j \geqq 1$,

$$
\left(q^{-x+1}\right)_{j}\left(c d q^{x+2}\right)_{j}=\prod_{k=1}^{j}\left(1-q^{-x+k}\right)\left(1-c d q^{x+k+1}\right)=\prod_{k=1}^{j} q^{k}(\theta(x)-\theta(k))
$$

Thus,

$$
\begin{align*}
F_{e}(\theta(x)) & =1+\sum_{j=1}^{e} \frac{\left(q^{-e}\right)_{j}\left(a b q^{e+2}\right)_{j}\left[\prod_{k=1}^{j} \theta(x)-\theta(k)\right] q^{j+j(j+1) / 2}}{\left(a q^{2}\right)_{j}\left(b d q^{2}\right)_{j}\left(c q^{2}\right)_{j}(q)_{j}}  \tag{3.2}\\
& =\beta\left\{\frac{1}{\beta}+\sum_{j=1}^{e} \frac{\left(q^{-e}\right)_{j}\left(a b q^{e+2}\right)_{j}\left[\prod_{k=1}^{j} \theta(x)-\theta(k)\right] q^{j+j(j+1) / 2}}{\beta\left(a q^{2}\right)_{j}\left(b d q^{2}\right)_{j}\left(c q^{2}\right)_{j}(q)_{j}}\right\},
\end{align*}
$$

where

$$
\beta=\frac{\left(q^{-e}\right)_{e}\left(a b q^{e+2}\right)_{e} q^{e+e(e+1) / 2}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(c q^{2}\right)_{e}(q)_{e}}=\frac{(-1)^{e} q^{e}\left(a b q^{e+2}\right)_{e}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(c q^{2}\right)_{e}}
$$

Thus, the expression between the brackets in (3.2) is now monic in $\theta(x)$. The coefficient of $\theta(x)^{e-1}(e \geqq 2)$ in $F_{e}(\theta(x)) / \beta$ is

$$
-\sum_{i=1}^{e} \theta_{i}=-\sum_{j=1}^{e} \theta(j)-\frac{\left(1-a q^{e+1}\right)\left(1-b d q^{e+1}\right)\left(1-c q^{e+1}\right)\left(1-q^{e-1}\right)\left(1-q^{e}\right) q^{-e}}{\left(1-a b q^{e+1}\right)(1-q)}
$$

where the sum on the right side of the equality is the contribution when $j=e$ in (3.2), and the second is the $j=e-1$ contribution. For $e=1, F_{1}(\theta(x))$ is of degree 1 , so solving explicitly for $\theta_{1}$ yields (i).

Proposition 3.2. If $\theta_{1}, \cdots, \theta_{e}$ are the e roots of $P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)$ as a polynomial in $\theta(x)$, then

$$
\prod_{i=1}^{e} \theta_{i}=\frac{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(c q^{2}\right)_{e}}{\left(a b q^{e+2}\right)_{e} q^{e}}{ }_{4} \phi_{3}\left(\left.\begin{array}{c}
q^{-e}, a b q^{e+2}, c d q^{2}, q  \tag{3.3}\\
a q^{2}, b d q^{2}, c q^{2}
\end{array} \right\rvert\, q ; q\right) .
$$

Proof. Using the same notation as in the proof of Proposition 3.1 we see that we want the constant term in $F_{e}(\theta(x)) / \beta$. From (3.2) we have

$$
(-1)^{e} \prod_{i=1}^{e} \theta_{i}=\frac{1}{\beta}+\sum_{j=1}^{e} \frac{\left(q^{-e}\right)_{j}\left(a b q^{e+2}\right)_{j}(-1)^{j} \theta(1) \cdots \theta(j) q^{j+j(j+1) / 2}}{\beta\left(a q^{2}\right)_{j}\left(b d q^{2}\right)\left(c q^{2}\right)_{j}(q)_{j}}
$$

Noting that $\theta(k)=-\left(1-q^{k}\right)\left(1-c d q^{k+1}\right) q^{-k}$ and recalling (2.3) and the definition of $\beta$, the result follows.

From now on, we assume $c q=q^{-N}$.
Proposition 3.3. Suppose $P_{e}(\tilde{\theta}(x-1), a q, b, c q, d q ; q)$ has e roots $\theta_{i}$ such that $\theta_{i}=\theta\left(x_{i}\right)$ for some $x_{i}, i=1,2, \cdots$, e. Then

$$
\begin{align*}
-\left(1-a b q^{2 e+1}\right) \sum_{i=1}^{e}\left(d q^{x_{i}}+q^{N-x_{i}}\right)= & -\left(1-a b q^{2 e+1}\right)\left(d q+q^{N-e}\right)\left(1+p^{\prime}(q)\right) \\
& +\left(1-a q^{e+1}\right)\left(1-b d q^{e+1}\right)(-1+p(q)) \tag{3.4}
\end{align*}
$$

where $p^{\prime}(q)$ and $p(q)$ are polynomials in $q$ with integer coefficients and $p^{\prime}(q) \equiv 0 \bmod q$ and $p(q) \equiv 0 \bmod q$.

Proof. Recalling $\theta(x)=\left(1-q^{-x}\right)\left(1-d q^{-N+x}\right)$, we have

$$
\begin{aligned}
\sum_{i=1}^{e} \theta\left(x_{i}\right) & =\sum_{i=1}^{e}\left(1-d q^{-N+x_{i}}-q^{-x_{i}}+d q^{-N}\right) \\
& =e\left(1+d q^{-N}\right)-\sum_{i=1}^{e}\left(d q^{-N+x_{i}}+q^{-x_{i}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{j=1}^{e} \theta(j) & =e\left(1+d q^{-N}\right)-\sum_{j=1}^{e}\left(d q^{-N+j}+q^{-j}\right) \\
& =e\left(1+d q^{-N}\right)-\left(d q^{-N}+q^{-e}\right) \frac{\left(1-q^{e}\right)}{(1-q)}
\end{aligned}
$$

where the last equality is obtained by the sum for the geometric progression. Substituting the above expressions into (i) and (ii) of Proposition 3.1 and multiplying the resulting identity by $q^{N}\left(1-a b q^{2 e+1}\right)$ yields the desired result, where

$$
1+p^{\prime}(q)= \begin{cases}1, & e=1 \\ \frac{1-q^{e}}{1-q}, & e \geqq 2\end{cases}
$$

and

$$
-1+p(q)= \begin{cases}-1+q^{N-1}, & e=1, \\ \left(q^{N-e}-1\right)\left(1-q^{e-1}\right) \frac{\left(1-q^{e}\right)}{(1-q)}, & e \geqq 2\end{cases}
$$

Remarks. The existence of a perfect $e$-code in $X$ implies that the $e$ distinct roots of $\Psi_{e}(\theta(x))$ are contained in $\{\theta(1), \cdots, \theta(N)\}$. In fact, we can eliminate $\theta(1)$ and $\theta(N)$ as possible roots of $\Psi_{e}(\theta(x))$. From (2.11) and (3.2), we see that $\Psi_{e}(\theta(1))=1 \neq 0$. On the other hand, if we let $x=N$, then

$$
\Psi_{e}(\theta(N))={ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-e}, a b q^{e+2}, d q \\
a q^{2}, b d q^{2}
\end{array} \right\rvert\, q ; q\right)=\frac{\left(1 / b q^{e}\right)_{e}(a q / d)_{e}}{\left(a q^{2}\right)_{e}\left(1 / b d q^{e+1}\right)_{e}}
$$

where the last equality was obtained by the ${ }_{3} \phi_{2}$ evaluation [8, p. 96]

$$
{ }_{3} \phi_{2}\left(\begin{array}{c|c}
q^{-e}, A, B & q ; q  \tag{3.5}\\
C, A B q^{1-e} / C & q ; q
\end{array}\right)=\frac{(C / A)_{e}(C / B)_{e}}{(C)_{e}(C / A B)_{e}} .
$$

Hence, $\Psi_{e}(\theta(N))=0$ implies that either

$$
\begin{equation*}
b=q^{-k}, \quad 1 \leqq k \leqq e \quad \text { or } \quad a / d=q^{-k}, \quad 1 \leqq k \leqq e . \tag{3.6}
\end{equation*}
$$

However, since the Askey-Wilson polynomials are orthogonal on $\{\theta(1), \cdots, \theta(N)\}$, certain positivity conditions must be satisfied, putting some restrictions on $a, b$ and $d$ [1, p. 1015]. These considerations rule out (3.6). Thus $\Psi_{e}(\theta(N)) \neq 0$.

We assume that the ( $P$ and $Q$ )-polynomial association scheme $X$ has a perfect $e$-code ( $2 e+1 \leqq N$ ). Thus, the generalized Lloyd's theorem and the previous remarks tell us that $\Psi_{e}$ has all its roots in $\{\theta(2), \cdots, \theta(N-1)\}$. For integral $q \neq 1$ this will imply conditions on the parameters $a, b$ and $d$. For the known association schemes we will record those values $a, b$ and $d$ and find they do not satisfy these conditions.

The main idea is to assume $q$ integral and $a, b$ and $d$ rational. Then (3.4), upon clearing denominators, is a polynomial identity in $q$. We get an expression that is $0 \bmod q$ on one side, and not $0 \bmod q$ on the other. This contradiction establishes that $\Psi_{e}(\theta(x))$ cannot have $e$ distinct roots among $\{\theta(i) \mid i=2, \cdots, N-1\}$ and hence $X$ cannot have a perfect $e$-code. These results are given in Table 1. For simplicity's sake, we only list those parameters for which a contradiction can be obtained without detailed knowledge of the zeros themselves. We give two examples to illustrate the techniques.

We assume $q$ is integral, $q \neq 1$, and $e$ is an integer, $2 e+1 \leqq N$. Also, recall $c q=q^{-N}$.
Example 1. Suppose $d=r / s, a=m / n q^{k}, b=m^{\prime} / n^{\prime} q^{l}$, where $r, s, m, n, k, m^{\prime}, n^{\prime}, l$ are integers, $r, s, m, n, m^{\prime}, n^{\prime} \neq 0 \bmod q$, and $k \leqq e, l \leqq e$. From (3.4), we get

$$
\begin{aligned}
-(1- & \left.\frac{m m^{\prime}}{n n^{\prime}} q^{2 e+l-l-k}\right) \sum_{i=1}^{e}\left(\frac{r}{s} q^{x_{i}}+q^{N-x_{i}}\right) \\
= & -\left(1-\frac{m m^{\prime}}{n n^{\prime}} q^{2 e+1-l-k}\right)\left(\frac{r}{s} q+q^{N-e}\right)\left(1+p^{\prime}(q)\right) \\
& +\left(1-\frac{m}{n} q^{e+1-k}\right)\left(1-\frac{m^{\prime} r}{n^{\prime} s} q^{e+1-l}\right)(-1+P(q)),
\end{aligned}
$$

or upon clearing fractions,

$$
\begin{align*}
-\left(n n^{\prime}-\right. & \left.m m^{\prime} q^{2 e+1-l-k}\right) \sum_{i=1}^{e}\left(r q^{x_{i}}+s q^{N-x_{i}}\right) \\
= & -\left(n n^{\prime}-m m^{\prime} q^{2 e+1-l-k}\right)\left(r q+s q^{N-e}\right)\left(1+p^{\prime}(q)\right)  \tag{3.7}\\
& +\left(n-m q^{e+1-k}\right)\left(n^{\prime} s-m^{\prime} r q^{e+1-l}\right)(-1+p(q)) .
\end{align*}
$$

Since we have $e$ distinct zeros $\theta\left(x_{i}\right) \in\{\theta(2), \cdots, \theta(N-1)\}$, we let $2 \leqq x_{1}<x_{2}<\cdots<$ $x_{e} \leqq N-1$. Noting that all powers of $q$ are positive ( $k \leqq e, l \leqq e, 2 e+1 \leqq N$ ), we see that the expression on the left of the equality in (3.6) is $0 \bmod q$. On the right side, the first term is $0 \bmod q$. Thus, we get a contradiction if the second term on the right side is not $0 \bmod q$, or in particular, $n n^{\prime} s \not \equiv 0 \bmod q$. This is listed in Table 1 under 2B(ii).

Example 2. Suppose $a=m / n q^{e+1}, b=m^{\prime} / n^{\prime} q^{e+1}, d=r / s$ where $m, n, m^{\prime}, n^{\prime}, r, s$ are integers not congruent to $0 \bmod q$. Substituting these values into (3.4) and clearing fractions yield

$$
\begin{aligned}
-\left(n n^{\prime} q-m m^{\prime}\right) \sum_{i=1}^{e}\left(r q^{x_{i}}+s q^{N-x_{i}}\right)= & -\left(n n^{\prime} q-m m^{\prime}\right)\left(r q+s q^{N-e}\right)\left(1+p^{\prime}(q)\right) \\
& +q(n-m)\left(n^{\prime} s-m^{\prime} r\right)(-1+p(q)) .
\end{aligned}
$$

If we have $N-x_{i} \geqq 2$ for all $i$ (recall we always have $x_{i} \geqq 2$ ), then the expression on the left of the equality is $0 \bmod q^{2}$, so we get a contradiction if we insist that $\mathrm{mm}^{\prime} r-$ $(n-m)\left(n^{\prime} s-m^{\prime} r\right) \not \equiv 0 \bmod q$. This case is not listed in Table 1 since in general, we do not know if $N-x_{i} \geqq 2$ for all $i$.

To consider results on tight $t$-designs $(t=2 e)$ in the known ( $P$ and $Q$ ) association schemes, the following limiting case is very important. We will see (Corollary 3.5) that knowledge of the $x_{i}$ 's is crucial.

Proposition 3.4. Suppose the parameters of $P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)$ have the following limiting values: $d=0, a \rightarrow 0, b \rightarrow \infty, a b \rightarrow u / v q^{p}$, where $u, v$ and $p$ are integers, $u, v \neq 0 \bmod q$. Then the e roots of $P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)$ satisfy

$$
\begin{equation*}
-\left(v-u q^{2 e+1-p}\right) \sum_{i=1}^{e} q^{N-x_{i}}=-\left(v-u q^{2 e+1-p}\right) q^{N-e}\left(1+p^{\prime}(q)\right)+v(-1+p(q)) . \tag{3.8}
\end{equation*}
$$

Proof. Using (3.4), the proof is straightforward.

Table 1
Parameters such that $P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)$ does not have e distinct zeros in $\{\theta(j) \mid j=2, \cdots, N-1\}$.

| $d$ | $\begin{gathered} a=m / h q^{k} \\ m, n \neq 0 \bmod q, k \\ \text { integral } \end{gathered}$ | $\begin{gathered} b=m^{\prime} / n^{\prime} q^{l} \\ m^{\prime}, n^{\prime} \not \equiv 0 \bmod q, l \text { integral } \end{gathered}$ |
| :---: | :---: | :---: |
| 1. $d=0$ | A. $a \rightarrow 0$ | (i) $b$ no restriction $(\|b\|<\infty)$ <br> (ii) $b \rightarrow \infty, \quad a b \rightarrow u / v q^{p}, \quad u, v \neq 0 \bmod q \quad p \leqq 2 e+1$ |
|  | B. $k \leqq e$ | (i) $b=0$ <br> (ii) $l \leqq e+1, \quad n n^{\prime} \not \equiv 0 \bmod q$ <br> (iii) $l>e+1, \quad l+k \leqq 2 e+1, \quad n n^{\prime} \neq 0 \bmod q$ |
|  | C. $k=e+1$ | (i) $b=0, \quad n-m \neq 0 \bmod q$ <br> (ii) $l \leqq e, \quad n^{\prime}(n-m) \not \equiv 0 \bmod q$ <br> (iii) $l \geqq N, \quad m m^{\prime} \not \equiv 0 \bmod q$ |
|  | D. $k \geqq e+2$ | (i) $b=0$ <br> (ii) $l \leqq e, \quad m n^{\prime} \not \equiv 0 \bmod q$ <br> (iii) $l \geqq N, \quad m m^{\prime} \not \equiv 0 \bmod q$ |
|  | E. $a \rightarrow \infty$ | (i) $\|b\|<\infty, \quad b \neq 0, \quad l \leqq e$ <br> (ii) $\|b\|<\infty, \quad l \geqq N$ |
| $\text { 2. } \begin{aligned} & d=r / s \\ & r, s \neq 0 \bmod q \end{aligned}$ | A. $a=0$ | (i) $b=0$ <br> (ii) $l<e+1, n^{\prime} s \neq 0 \bmod q$ <br> (iii) $l=e+1, \quad n^{\prime} s-m^{\prime} r \neq 0 \bmod q$ <br> (iv) $l>e+1, \quad r m^{\prime} \neq 0 \bmod q$ |
|  | B. $k \leqq e$ | (i) $b=0, \quad n s \neq 0 \bmod q$ <br> (ii) $l \leqq e, \quad n n^{\prime} s \not \equiv 0 \bmod q$ <br> (iii) $l=e+1, \quad n\left(n^{\prime} s-m^{\prime} r\right) \not \equiv 0 \bmod q$ <br> (iv) $l>e+1, \quad n r m^{\prime} \neq 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad n r \not \equiv 0 \bmod q$ |
|  | C. $k=e+1$ | (i) $b=0, \quad s(n-m) \not \equiv 0 \bmod q$ <br> (ii) $l \leqq e, \quad n^{\prime} s(n-m) \not \equiv 0 \bmod q$ |
|  | D. $k \geqq e+2$ | (i) $b=0, \quad s m \neq 0 \bmod q$ <br> (ii) $l \leqq e, \quad m n^{\prime} s \neq 0 \bmod q$ |
|  | E. $a \rightarrow \infty$ | (i) $\|b\|<\|b\|<\infty, \quad l \leqq e, \quad s n^{\prime} \neq 0 \bmod q$ |
| 3.$\begin{aligned} & d=r q^{t} / s \\ & t \geqq 1 \\ & r, s \neq 0 \bmod q \end{aligned}$ | A. $a=0$ | (i) $b=0$ <br> (ii) $l<e+t+1, \quad s n^{\prime} \neq 0 \bmod q$ <br> (iii) $l=e+t+1, \quad s n^{\prime}-r m^{\prime} \not \equiv 0 \bmod q$ <br> (iv) $l>e+t+1, \quad r m^{\prime} \not \equiv 0 \bmod q$ |
|  | B. $k \leqq e$ | (i) $b=0$ <br> (ii) $l \leqq e+t, \quad l+k \leqq 2 e+1, \quad n n^{\prime} s \not \equiv 0 \bmod q$ <br> (iii) $l=e+t+1, \quad k \leqq e-t, \quad n\left(s n^{\prime}-r m^{\prime}\right) \not \equiv 0 \bmod q$ <br> (iv) $l \geqq e+t+2, \quad k \leqq e-t, \quad n r m^{\prime} \not \equiv 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad k \leqq e-t, \quad n r \not \equiv 0 \bmod q$ |
|  | C. $k=e+1$ | (i) $b=0, \quad n-m \neq 0 \bmod q$ <br> (ii) $l<e+t+1, \quad(n-m) s n^{\prime} \neq 0 \bmod q$ |
|  | D. $k \geqq e+2$ | (i) $b=0, \quad s m \not \equiv 0 \bmod q$ <br> (ii) $l \leqq e, \quad m s n^{\prime} \not \equiv 0 \bmod q$ |

TABLE 1 (cont.).

| $d$ | $\begin{gathered} a=m / h q^{k} \\ m, n \neq 0 \bmod q, k \\ \text { integral } \end{gathered}$ | $\begin{gathered} b=m^{\prime} / n^{\prime} q^{l} \\ m^{\prime}, n^{\prime} \not \equiv 0 \bmod q, l \text { integral } \end{gathered}$ |
| :---: | :---: | :---: |
|  | E. $a \rightarrow \infty$ | (i) $l<e, \quad n^{\prime} s \neq 0 \bmod q$ <br> (ii) $l=e, \quad n^{\prime} s-m^{\prime} r \neq 0 \bmod q$ <br> (iii) $l>e, \quad m^{\prime} r \neq 0 \bmod q$ |
| 4.$\begin{aligned} & d=r / s q^{t} \\ & t \geqq 2 \\ & r, s \neq 0 \bmod q \end{aligned}$ | A. $a=0$ | (i) $b=0$ <br> (ii) $l<e, \quad n^{\prime} r \neq 0 \bmod q$ <br> (iii) $l=e, \quad r\left(m^{\prime}-n^{\prime}\right) \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad m^{\prime} r \neq 0 \bmod q$ |
|  | B. $k \leqq e$ | (i) $b=0, \quad n r \neq 0 \bmod q$ <br> (ii) $l<e, \quad n n^{\prime} r \neq 0 \bmod q$ <br> (iii) $l=e, \quad n r\left(m^{\prime}-n^{\prime}\right) \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad n m^{\prime} r \neq 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad r n \neq 0 \bmod q$ |
|  | C. $k=e+1$ | (i) $b=0$ <br> (ii) $l<e, \quad n n^{\prime} r \neq 0 \bmod q$ <br> (iii) $l=e, \quad n r\left(m^{\prime}-n^{\prime}\right) \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad n m^{\prime} r \not \equiv 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad r n \neq 0 \bmod q$ |
|  | D. $e+2 \leqq k<e+t$ | (i) $b=0, \quad n r \neq 0 \bmod q$ <br> (ii) $l<e, \quad k+l \leqq 2 e+1, \quad r n n^{\prime} \neq 0 \bmod q$ |
|  | E. $k=e+t$ | (i) $b=0, \quad n r+m s \neq 0 \bmod q$ <br> (ii) $l \leqq e-t+1, \quad m n^{\prime} s-n n^{\prime} r \not \equiv 0 \bmod q$ |
|  | F. $K>e+t$ | (i) $b=0, \quad s m \neq 0 \bmod q$ <br> (ii) $l<e-t+2, \quad k+l>2 e+1, \quad m n^{\prime} s \neq 0 \bmod q$ <br> (iii) $l<e, \quad k+l \leqq 2 e+1, \quad m n^{\prime} s \not \equiv 0 \bmod q$ |
|  | G. $a \rightarrow \infty$ | (i) $\|b\|<\infty, \quad l \leqq e-t+1, \quad n^{\prime} s \not \equiv 0 \bmod q$ |
| $\begin{aligned} & \text { 5. } d=r / s q \\ & r, s \neq 0 \bmod q \end{aligned}$ | A. $a=0$ | (i) $b=0, \quad r+s \neq 0 \bmod q$ <br> (ii) $l<e, \quad n^{\prime}(r+s) \neq 0 \bmod q$ <br> (iii) $l=e, \quad n^{\prime} r+n^{\prime} s-m^{\prime} r \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad m^{\prime} r \neq 0 \bmod q$ |
|  | B. $k \leqq e$ | (i) $b=0 . \quad n(r+s) \neq 0 \bmod q$ <br> (ii) $l<e, \quad n n^{\prime}(r+s) \not \equiv 0 \bmod q$ <br> (iii) $l=e, \quad n n^{\prime} r+n n^{\prime} s-n m^{\prime} r \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad n m^{\prime} r \not \equiv 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad n r \neq 0 \bmod q$ |
|  | C. $k=e+1$ | (i) $b=0, \quad r n+s n-s m \neq 0 \bmod q$ <br> (ii) $l<e, \quad n^{\prime}(m s-n s-n r) \neq 0 \bmod q$ <br> (iii) $l=e, \quad n^{\prime} s(m-n)+n r\left(m^{\prime}-n^{\prime}\right) \not \equiv 0 \bmod q$ <br> (iv) $l>e, \quad n m^{\prime} r \not \equiv 0 \bmod q$ <br> (v) $b \rightarrow \infty, \quad n r \neq 0 \bmod q$ |
|  | D. $k \geqq e+2$ | (i) $b=0$ <br> (ii) $l \leqq e, \quad m n^{\prime} s \not \equiv 0 \bmod q$ |
|  | E. $a \rightarrow \infty$ | (i) $l \leqq e, \quad n^{\prime} s \neq 0 \bmod q$ |

Table 1 (cont.).

| $a=m / h q^{k}$ |  |
| :---: | :---: |
| $m, n \neq 0 \bmod q, k$ |  |
| integral |  |
| $d$ | $m^{\prime}, n^{\prime} \neq 0 \bmod q, l$ integral |

6. $d \rightarrow \infty$
A. $a=0$
$|b|<\infty$
(i) $l<e$
(ii) $l=e, \quad m^{\prime}-n^{\prime} \not \equiv 0 \bmod q$
(iii) $l>e$
B. $a \neq 0,|a|<\infty$
a) $k \leqq e+1$
$|b|<\infty$
(i) $l \leqq e-1, \quad n n^{\prime} \not \equiv 0 \bmod q$
(ii) $l=e, \quad n\left(n^{\prime}-m^{\prime}\right) \equiv \equiv \bmod q$
(iii) $l \geqq e+1, \quad m^{\prime} n \not \equiv 0 \bmod q$
B) $k \geqq e+2$
(i) $l<e, \quad k+l \leqq 2 e+1, \quad n n^{\prime} \neq 0 \bmod q$
C. $a \rightarrow \infty$

$$
|b|<\infty, \quad b \neq 0
$$

D. $a \rightarrow \infty$ $b \rightarrow 0$ $a b \rightarrow g / h q^{x} ; g, h \neq 0 \bmod q, \quad x$ integral $b d \rightarrow u / v q^{p} ; u, v \not \equiv 0 \bmod q, \quad p$ integral
(i) $x<e+1$
( $\alpha$ ) $p<1, \quad p+e<x, \quad h u \neq 0 \bmod q$
( $\beta$ ) $p<1, \quad p+e>x, \quad g v \neq 0 \bmod q$
( $\gamma$ ) $p \geqq 1, \quad h u \neq 0 \bmod q$
(ii) $x=e+1$
( $\alpha$ ) $p<1, \quad g v \not \equiv 0 \bmod q$
( $\beta$ ) $p=1, \quad g v-h u \neq 0 \bmod q$
( $\gamma$ ) $p>1, \quad h u \not \equiv 0 \bmod q$
(iii) $e+1<x<2 e+1$
( $\alpha$ ) $p \leqq 1, \quad g v \neq 0 \bmod q$
( $\beta$ ) $p>1, \quad x<p+e, \quad h u \neq 0 \bmod q$
( $\gamma$ ) $p>1, \quad x=p+e, \quad g v-h u \not \equiv 0 \bmod q$
( $\delta$ ) $p>1, \quad x>p+e, \quad g v \neq 0 \bmod q$
(iv) $x=2 e+1$
( $\alpha$ ) $p<e+1, \quad g v \not \equiv 0 \bmod q$
( $\beta$ ) $p=e+1, \quad g v-h u \neq 0 \bmod q$
( $\gamma$ ) $p>e+1, \quad h u \neq 0 \bmod q$
(v) $x>2 e+1$
$(\alpha) p \leqq e+1, \quad g v \not \equiv 0 \bmod q$

Corollary 3.5. Under the hypothesis of Proposition 3.4, $P_{e}(\tilde{\theta}(x-1), a q, b$, $\left.q^{-N}, d q ; q\right)$ does not have $e$ distinct zeros $\theta\left(x_{i}\right), x_{1}<x_{2}<\cdots<x_{e}$, in $\{\theta(j) \mid j=$ $2, \cdots, N-1\}$ if
(i) $p \leqq 2 e+1$, or
(ii) $p>2 e+1$ and $N-x_{e}<\min \{p-2 e-1, N-e\}$.

Proof. (i) Since $2 \leqq x_{i} \leqq N-1$, the left side of (3.8) is $0 \bmod q$, whereas on the right, $v \not \equiv 0 \bmod q$ by assumption. This is a contradiction.
(ii) We see that (3.8) is equivalent to

$$
-\left(v q^{p-2 e-1}-u\right) \sum_{i=1}^{e} q^{N-x_{i}}=-\left(v q^{p-2 e-1}-u\right) q^{N-e}\left(1+p^{\prime}(q)\right)+v q^{p-2 e-1}(-1+p(q)) .
$$

Both sides are now $0 \bmod q$. However, if $N-x_{e}<\min \{p-2 e-1, N-e\}$, then we can
divide both sides by $q^{N-x_{e}}$. The left side will not be $0 \bmod q($ since $u \neq 0 \bmod q)$, but the right side will still be $0 \bmod q$. This is a contradiction.
4. Applications. We shall show that the results of the previous section establish the nonexistence of perfect $e$-codes and tight $e$-designs in the classical association schemes of types $A_{v-1},{ }^{2} A_{2 N},{ }^{2} A_{2 N-1}, B_{N}, C_{N}, D_{N},{ }^{2} D_{N+1}$, and the affine matrix schemes. We refer the reader to [2] for a brief description.

As an example, consider the association scheme of type $D_{N}$. The $(i, k)$ entry of the $P$ eigenmatrix is given by

$$
P_{k}(i)=v_{k} P_{k}\left(\theta(i), 0,0, q^{-N},-q ; q\right)
$$

Hence we have $a=0, b=0, d=-1$. These parameters lie in Table 1 under $2 \mathrm{~A}(i)$. We conclude that the Lloyd polynomial does not have $e$ distinct roots in $\{\theta(j) \mid j=1, \cdots, N\}$ and so there are no perfect $e$-codes.

The ( $i, k$ ) entry of the $Q$ eigenmatrix in type $D_{N}$ is given by

$$
Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\left.\begin{array}{c}
q^{-k}, q^{-i},-q^{-N+k} \\
0, q^{-N}
\end{array} \right\rvert\, q ; q\right) .
$$

The ${ }_{3} \phi_{2}$ is derived from (2.1) by considering the limiting case $d=0, a \rightarrow \infty, b \rightarrow 0$, $a b \rightarrow-q^{-N-1}$. To apply Corollary 3.5 , we will need to establish some lemmas giving us more information on the roots of the corresponding Wilson polynomial. (For this reason, Table 1 is inapplicable here.)

Lemma 4.1. If $P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, 0 ; q\right)$ has e distinct roots $\theta\left(x_{1}\right), \cdots, \theta\left(x_{e}\right)$ in $\{\theta(j) \mid j=2, \cdots, N-1\}, 2 \leqq x_{1}<\cdots<x_{e} \leqq N-1$, then $x_{e}>2 e$ except in the following cases:
(i) If $q>0, x_{1}=2, x_{2}=4, \cdots, x_{e}=2 e$.
(ii) If $q<0$ and $e$ is even, then either

$$
\begin{gathered}
x_{1}=2, \quad x_{2}=3, \quad x_{3}=6, \quad x_{4}=7, \cdots, x_{e-1}=2(e-1), \quad x_{e}=2 e-1, \text { or } \\
x_{1}=3, \quad x_{2}=4, \quad x_{3}=7, \quad x_{4}=8, \cdots, x_{e-1}=2(e-1)+1, \quad x_{e}=2 e .
\end{gathered}
$$

(iii) If $q<0$ and $e$ is odd, then

$$
x_{1}=2, \quad x_{2}=3, \quad x_{3}=6, \quad x_{4}=7, \cdots, x_{e-1}=2(e-1)+1, \quad x_{e}=2 e .
$$

Proof. Recall that the open interval between two consecutive zeros of an orthogonal polynomial must contain a point of the spectrum [4, p. 59]. Also, since $d=0$, we have $\theta(x)=1-q^{-x}$.
(i) If $q>0$, then $\theta(k)<\theta(k+1)$ for all positive integers $k$. Hence $x_{e}>2 e$ unless $x_{1}=2, x_{2}=4, \cdots, x_{2}=2 e$.
(ii) If $q<0$, then for nonnegative integers $n$ and $k$, we have

$$
\theta(2 n)<\theta(2 n+2), \quad \theta(2 n+1)>\theta(2 n+3), \quad \theta(2 n)<\theta(2 k+1) .
$$

If $e$ is even, then there are only two ways to choose the $x_{i}\left(x_{1}<x_{2}<\cdots<x_{e}\right)$ so that $x_{e} \leqq 2 e$. We take ( $e / 2$ ) of the $x_{i}$ to be even and (e/2) of the $x_{i}$ to be odd to get either

$$
\theta(2)<\theta(6)<\theta(10)<\cdots<\theta(2 e-2)<\theta(2 e-1)<\theta(2 e-5)<\cdots<\theta(7)<\theta(3),
$$

or

$$
\theta(4)<\theta(8)<\cdots<\theta(2 e-4)<\theta(2 e)<\theta(2 e-1)<\theta(2 e-5)<\cdots<\theta(7)<\theta(3) .
$$

(iii) If $q<0$ and $e$ is odd, we choose $((e+1) / 2)$ of the $x_{i}$ to be even and $((e-1) / 2)$ of the $x_{i}$ to be odd

$$
\theta(2)<\theta(6)<\cdots<\theta(2 e-4)<\theta(2 e)<\theta(2 e-1)<\cdots<\theta(7)<\theta(3) .
$$

Lemma 4.2. For the association scheme $D_{N}, \Psi_{e}^{*}\left(\theta^{*}(3)\right) \neq 0$ for $e \geqq 1$.
Proof. If $e \geqq 2$ and $\Psi_{e}^{*}\left(\theta^{*}(3)\right)=0$, then

$$
A^{*} \sum_{j=0}^{2} \frac{\left(q^{-e}\right)_{j}\left(-q^{-N+e+1}\right)_{j}\left(q^{-2}\right)_{j} q^{j}}{\left(q^{-N+1}\right)_{j}(q)_{j}}=0
$$

Multiplying the above expression by $\left(1-q^{-N+1}\right)\left(1-q^{-N+2}\right)(1-q)\left(1-q^{2}\right) q^{2 N-2}$ yields $q f(q)-\left(q^{N-2}-1\right)\left(q^{N-e-1}+1\right)\left(q^{e}-1\right)\left(q^{2}-1\right)^{2}=0$ where $f(q)$ is a polynomial in $q$ with integer coefficients. Since $2 e+1 \leqq N$ and $e \geqq 2$, the second term on the left side of the equality is not $0 \bmod q$. This contradiction implies $\Psi^{*}\left(\theta^{*}(3)\right) \neq 0$. A similar calculation establishes the result for $e=1$.

Theorem 4.3. The association scheme of type $D_{N}$ has no tight t-design of order $e(t=2 e)$ unless $2 e+1=N$.

Proof. Since $\Psi_{e}^{*}\left(\theta^{*}(x)\right)=P_{e}\left(\tilde{\theta}(x-1), \infty, 0, q^{-N}, 0 ; q\right)$, we apply Corollary 3.5 with $d=0, a \rightarrow \infty, b \rightarrow 0, a b \rightarrow q^{-N-1}$. We take $u=-1, v=1$ and $p=N+1$. Since $2 e+1 \leqq N$, we have $p>2 e+1$ and so $\Psi_{e}^{*}\left(\theta^{*}(x)\right)$ does not have $e$ distinct roots in $\{\theta(j) \mid j=$ $2, \cdots, N-1\}$ if $N-x_{e}>\min \{P-2 e-1, N-e\}$, or equivalently $x_{e}>2 e$. By Lemma 4.1 and Lemma 4.2, the only possibility is $x_{1}=2, x_{2}=4, \cdots, x_{e}=2 e$ if $q>0$. Checking $\Psi_{e}^{*}(\theta(2))=0$ yields $e=(N-1) / 2$. Tight designs where $N=2 e+1$ are known to exist [11, p. 661].

We summarize our results in Table 2 . We list the $P$ and $Q$ polynomials for the classical association schemes and affine matrix schemes along with the values of the parameters for the Askey-Wilson polynomials. Finally, we give the references which establish the nonexistence of perfect $e$-codes and tight $t$-designs. Note that Table 1 gives the nonexistence of perfect $e$-codes for all the schemes except types $B_{N}$ and $C_{N}$ (these will be done later in this paper). The results for $e$-designs in types $A_{v-1},{ }^{2} A_{2 N}$, ${ }^{2} A_{2 N-1}, B_{N}, C_{N}, D_{N}$ and ${ }^{2} D_{N+1}$ follow from Corollary 3.5 and Lemma 4.1, and for ${ }^{2} A_{2 N-1}, B_{N}$ and $C_{N}$, a calculation similar to Lemma 4.2 showing $\Psi_{e}^{*}\left(\theta^{*}(2)\right) \neq 0$.

We conclude this section by showing that there are no perfect $e$-codes for $e \geqq 2$ in the association schemes of types $B_{N}$ and $C_{N}$. The sum of the roots formula for the Lloyd polynomial fails to yield a contradiction in this case, so we will use the product of the roots formula.

The polynomial for this scheme is

$$
P_{k}(i)=\nu_{k} p_{k}\left(\theta(i), 0,0, q^{-N-1},-q^{-1} ; q\right) .
$$

Assuming $\Psi_{e}(\theta(x))$ has $e$ distinct roots $\theta\left(x_{i}\right), x_{1}<\cdots<x_{e}$, in $\{\theta(j) \mid j=2, \cdots, N-1\}$, Proposition 3.2 yields

$$
\prod_{i=1}^{e} \theta\left(x_{i}\right)=\frac{\left(q^{-N+1}\right)_{e}}{q^{e}}{ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-e},-q^{-N}, q  \tag{4.1}\\
0, q^{-N+1}
\end{array} \right\rvert\, q ; q\right) .
$$

We shall need a transformation of a terminating ${ }_{3} \phi_{2}[10, p .101]$

Table 2
Askey-Wilson parameters.

| Scheme | $\left(c q=q^{-N}\right)$ | Reference for no <br> codes or designs |
| :---: | :---: | :---: |

1. $N \times M$ matrices $/ G F(q), N \leqq M$

$$
P_{k}(i)=\nu_{k 3} \phi_{2}\left(\begin{array}{c|c}
q^{-k}, q^{-i}, & 0 \\
q^{-M}, q^{-N} & q ; q)
\end{array} \begin{array}{l}
a=q^{-M-1} \\
b=0 \\
d=0
\end{array}\right.
$$

$$
Q_{k}(i)=P_{k}(i)
$$

same as above
2. $N \times N$ Hermitian matrices/ $G F\left(q^{2}\right)(q \rightarrow-q)$
$P_{k}(i)=\nu_{k 3} \phi_{2}\left(\begin{array}{c|c}(-q)^{-k},(-q)^{-i}, 0 & q ; q) \\ (-1)^{N+1} q^{-N},(-q)^{-N} & q ; q\end{array}\right)$
$a=(-1)^{N} q^{-N-1}$
$b=0$
$d=0$
Table 1 1D(i)
$Q_{k}(i)=P_{k}(i)$
same as above
3. $N \times N$ Skew symmetric matrices/ $G F(q),\left(q \rightarrow q^{2}\right), 2 \neq q$
$P_{k}(i)=\nu_{k 3} \phi_{2}\left(\begin{array}{l|l}q^{-2 k}, q^{-2 i}, 0 & \left.q^{2} ; q^{2}\right) \\ q^{-N}, q^{-N+1}\end{array}\right)$
$a=q^{-N-1}$
$b=0$
$d=0$
$Q_{k}(i)=P_{k}(i)$
same as above
4. Type $A_{v-1}$ ( $q$-Johnson)

| $P_{k}(i)=\nu_{k 3} \phi_{2}\left(\left.\begin{array}{c}q^{-k}, q^{-i}, q^{-v-1+i} \\ q^{N-v}, q^{-N}\end{array} \right\rvert\, q ; q\right)$ | $\begin{aligned} a & =0 \\ b & =1 \\ d & =q^{N-v-1} \end{aligned}$ | Table 1 4A(ii) |
| :---: | :---: | :---: |
| $2 N \leqq V$ | $(v-N+1 \geqq 2)$ |  |
| $Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\begin{array}{c\|c}q^{-i}, q^{-k}, q^{-v-1+k} \\ q^{N-v}, q^{-N} & q ; q)\end{array}\right.$ | $\begin{aligned} & a=q^{N-v-1} \\ & b=q^{-N-1} \\ & d=0 \end{aligned}$ | Table 1 1C(iii), 1D(iii) |

5. Type ${ }^{2} A_{2 N} m\left(q \rightarrow q^{2}\right)$

$$
P_{k}(i)=\nu_{k} \phi_{2}\left(\left.\begin{array}{c}
q^{-2 k}, q^{-2 i},-q^{-2 N+2 i-3} \\
0, q^{-2 N}
\end{array} \right\rvert\, q^{2} ; q^{2}\right) \quad \begin{aligned}
& a=0 \\
& \\
& \\
& \\
& \\
& \\
& \\
& d=0 \\
& r=-q^{-3} \\
& r
\end{aligned}
$$

Table 1 5A(i)

$$
Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\begin{array}{c|c}
q^{-2 i}, q^{-2 k},-q^{-2 N+2 k-3} & q^{2} ; q^{2} \\
0, q^{-2 N} & q^{2}
\end{array}\right)
$$

$$
\begin{aligned}
& a \rightarrow 0 \\
& b \rightarrow \infty \\
& d=0 \\
& a b \rightarrow-q^{-2 N-5} \\
& u=-1, \quad v=q \\
& p=N+2
\end{aligned}
$$

6. Type ${ }^{2} A_{2 N-1},\left(q \rightarrow q^{2}\right)$

$$
P_{k}(i)=\nu_{k} \phi_{2}\left(\left.\begin{array}{c|c}
q^{-2 k}, q^{-2 i},-q^{-2 N+2 i-1} \\
0, q^{-2 N}
\end{array} \right\rvert\, q^{2} ; q^{2}\right) \quad \begin{aligned}
& a=0 \\
& b=0 \\
& d=-1 / q \\
& r=-1, s=q \\
& s \neq 0 \bmod q^{2}
\end{aligned}
$$

Corollary 3.5(ii)
Lemma 4.1(i)

TABLE 2 (cont.).

| Scheme | $\left(c q=q^{-N}\right)$ | Reference for no codes or designs |
| :---: | :---: | :---: |
| $Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\begin{array}{c\|c} q^{-2 i}, q^{-2 k},-q^{-2 N+2 k-1} \\ 0, q^{-2 N} & q^{2} ; q^{2} \end{array}\right)$ | $\begin{align*} & a \rightarrow 0 \\ & b \rightarrow \infty \\ & d=0 \\ & a b \rightarrow-q^{-2 N-3} \\ & u=-1, \\ & v=q \neq 0 \bmod q^{2} \\ & p=N+1 \end{align*}$ | $\begin{aligned} & \text { Corollary 3.5(ii) } \\ & \text { Lemma 4.1(i) } \\ & \Psi_{e}^{*}\left(\theta^{*}(2)\right) \neq 0 \end{aligned}$ |

7. Types $B_{N}$ and $C_{N}$

$$
\begin{aligned}
& P_{k}(i)=\nu_{k 3} \phi_{2}\left(\begin{array}{c|c}
q^{-k}, q^{-i},-q^{-N+i-1} & q ; q \\
0, q^{-N} & q ; q) ~
\end{array}\right. \\
& a=0 \\
& \text { Theorem } 4.8 \\
& b=0 \\
& d=-q^{-1} \\
& Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\begin{array}{c|c}
q^{-i}, q^{-k},-q^{-N+k-1} & q ; q) \quad \\
0, q^{-N} & \\
& a \rightarrow 0 \\
& b \rightarrow \infty \\
& d=0 \\
& a b \rightarrow-q^{-N-2} \\
& u=-1 \quad v=
\end{array}\right. \\
& u=-1, \quad v=1 \\
& p=N+2
\end{aligned}
$$

$\Psi^{*}$
8. Type $D_{N}$

| $P_{k}(i)=\nu_{k 3} \phi_{2}\left(\begin{array}{c}q^{-k}, q^{-i},-q^{-N+i} \\ 0, q^{-N}\end{array} q ; q\right)$ | $\begin{aligned} & a=0 \\ & b=0 \\ & d=-1 \end{aligned}$ | Table $12 \mathrm{~A}(\mathrm{i})$ |
| :---: | :---: | :---: |
| $Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\left.\begin{array}{c}q^{-i}, q^{-k},-q^{-N+k} \\ 0, q^{-N}\end{array} \right\rvert\, q ; q\right)$ | $\begin{aligned} & a \rightarrow 0 \\ & b \rightarrow \infty \\ & d=0 \\ & a b \rightarrow-q^{-N-1} \end{aligned}$ | Theorem 4.3 |

9. Type $D_{N}$

| $P_{k}(i)=\nu_{k} \phi_{2}\left(\begin{array}{c\|c} q^{-k}, q^{-2 i},-q^{-N+k} & q ; q) \\ 0, q^{-N} & q ; q) \end{array}\right.$ | $\begin{aligned} & a \rightarrow 0 \\ & b \rightarrow \infty \\ & d=0 \\ & a b \rightarrow-q^{-N-1} \\ & u=-1, \quad v=1 \\ & p=N+1 \end{aligned}$ | Corollary 3.5(ii) $x \rightarrow 2 x$ |
| :---: | :---: | :---: |

$Q_{k}(i)=\mu_{k 3} \phi_{2}\left(\left.\begin{array}{c}q^{-2 k}, q^{-i}, q^{-N+i} \\ 0, q^{1-N}\end{array} \right\rvert\, q ; q\right) \quad \begin{aligned} & a=0 \\ & b=0 \\ & \\ & \\ & \\ & k=-1 \\ & k \rightarrow 2 k\end{aligned} \quad$ Table 1 2A(i)
10. Type ${ }^{2} D_{N+1}$

$$
\begin{aligned}
& P_{k}(i)=\nu_{33} \phi_{2}\left(\begin{array}{c|c}
q^{-k}, q^{-i},-q^{-N+i-2} & q ; q \\
0, q^{-N} & q)
\end{array} \begin{array}{l}
a=0 \\
b=0
\end{array}\right. \\
& d=-q^{-2} \\
& Q_{k}(i)=\mu_{k}{ }^{3} \phi_{2}\left(\begin{array}{c|c}
q^{-i}, q^{-k},-q^{-N+k-2} \\
0, q^{-N} & q ; q) \quad \\
& \begin{array}{l}
a \rightarrow 0 \\
\\
\\
\\
\\
\\
\\
\\
\\
a b \rightarrow 0 \\
\\
\\
u=-1, \quad v=1
\end{array} \\
& p=-N-3
\end{array}\right. \\
& p=N+3
\end{aligned}
$$

Thus, (4.1) is equivalent to

$$
\begin{equation*}
\prod_{i=1}^{e} \theta\left(x_{i}\right)=\left(q^{-N}\right)_{e} \sum_{j=0}^{e} \frac{\left(q^{-e}\right)_{j}(-1)^{j}}{\left(q^{N-e+1}\right)_{j}}, \tag{4.2}
\end{equation*}
$$

or, upon multiplying by $q^{N e+e}$,

$$
\begin{equation*}
q^{N e+e} \prod_{i=1}^{e} \theta\left(x_{i}\right)=q^{N e+e}\left(q^{-N}\right)_{e} \sum_{j=0}^{e} \frac{\left(q^{-e}\right)_{j}(-1)^{j}}{\left(q^{N-e+1}\right)_{j}} \tag{4.3}
\end{equation*}
$$

Next, we state without proof, a result from [11, p. 630].
Proposition 4.4. Let $k, y$ and $M$ be integers, $0 \leqq k, y \leqq M$ and $d \neq 0$. Then

$$
\begin{aligned}
& { }_{3} \phi_{2}\left(\begin{array}{c|c}
q^{-k}, q^{-y},-d^{-1} q^{-2 M+y-1} & q ; q \\
0, q^{-M} & q ; q) ~
\end{array}\right. \\
& =(-d)^{-k} q^{-k(M+1)}{ }_{3} \phi_{2}\left(\left.\begin{array}{c}
q^{-k}, q^{-M+y},-d q^{M-y+1} \\
0, q^{-M}
\end{array} \right\rvert\, q ; q\right) .
\end{aligned}
$$

In particular, setting $k=e, y=x-1, M=N-1$ and $d=q^{-N}$ in Proposition 4.4 and checking the expression for $\Psi_{e}(\theta(x))$, we see that $\Psi_{e}(\theta(x))=\Psi_{e}(\theta(N-x+1))$. Hence we record

Corollary 4.5. In types $B_{N}$ and $C_{N}, \theta(x)$ is a root of $\Psi_{e}$ if and only if $\theta(N-x+1)$ is.

Lemma 4.6. Set $f(q)=q^{\text {Ne+e }} \prod_{i=1}^{e} \theta\left(x_{i}\right)$. Then $f(q)=(-1)^{e}+(-1)^{e-1} q^{2 x_{1}}+$ higher ordered terms in $q$.

Proof. Suppose $e$ is even. We take the $e / 2$ smallest $x_{i}: x_{1}<x_{2}<\cdots<x_{e / 2}$. Hence, by Corollary 4.5,

$$
\begin{aligned}
f(q) & =q^{N e+e} \prod_{i=1}^{e / 2} \theta\left(x_{i}\right) \theta\left(N-x_{i}+1\right) \\
& =\prod_{i=1}^{e / 2}\left(q^{2 x_{i}}-1\right)\left(q^{2 N-2 x_{i}+2}-1\right) \\
& =1-\left(q^{2 x_{1}}+q^{2 x_{2}}+\cdots\right)+\text { higher order terms in } q .
\end{aligned}
$$

If $e$ is odd, then Corollary 4.5 implies that $\theta(k)=\theta(N-k+1)$ for some $k$. Hence $k=(N+1) / 2$ and so $N$ must be odd also.

$$
\begin{aligned}
f(q) & =q^{N e+e} \theta\left(\frac{N+1}{2}\right) \prod_{i=0}^{(e-1) / 2} \theta\left(x_{i}\right) \theta\left(N-x_{i}+1\right) \\
& =\left(q^{N+1}-1\right) \prod_{i=0}^{(e-1) / 2}\left(q^{2 x_{i}}-1\right)\left(q^{2 N-2 x_{i}+2}-1\right) \\
& =1-\left(q^{2 x_{1}}+q^{2 x_{2}}+\cdots\right)+\text { higher ordered terms in } q .
\end{aligned}
$$

Lemma 4.7. Let

$$
h(q)=q^{N e+e}\left(q^{-N}\right)_{e} \sum_{j=0}^{e} \frac{\left(q^{-e}\right)_{j}(-1)^{j}}{\left(q^{N-e+1}\right)_{j}} .
$$

Then $h(q)=(-1)^{e}+(-1)^{e-1} q^{2}+$ higher ordered terms in $q$.
Proof. If $h(q)=\sum_{j=0}^{e} C(j)$, then

$$
\begin{aligned}
C(e) & =\left(q^{e}-1\right)\left(q^{e-1}-1\right) \cdots(q-1) \\
& =(-1)^{e}+(-1)^{e+1}\left(q+q^{2}+\cdots q^{e}\right)+\text { terms in } q \text { of order } \geqq 3,
\end{aligned}
$$

$$
\begin{aligned}
C(e-1) & =q\left(q^{N}-1\right)\left(q^{e}-1\right)\left(q^{e-1}-1\right) \cdots\left(q^{2}-1\right) \\
& =(-1)^{e} q+(-1)^{e-1}\left(q^{3}+\cdots+q^{e+1}+q^{N+1}\right)+\text { terms in } q \text { of order } \geqq 6,
\end{aligned}
$$

and for $0 \leqq j \leqq e-2$, we have

$$
\begin{aligned}
& C(j)=q^{e(e+1) / 2}\left(q^{N}-1\right)\left(q^{N-1}-1\right) \cdots\left(q^{N-e+j-1}-1\right)\left(q^{-e}\right)_{j} \\
& =(-1)^{e} \cdot q^{(e+1) e / 2-e j+(j-1) j / 2}+\text { higher ordered terms in } q .
\end{aligned}
$$

In particular, for $0 \leqq j \leqq e-2$, we have $e(e+1) / 2-e j+(j-1) j / 2 \geqq 3$ (recall $e \geqq 2$ ). Thus $h(q)=(-1)^{e}+(-1)^{e-1} q^{2}+$ higher ordered terms in $q$.

From (4.3) we have $f(q)=h(q)$ and hence $f(q)-(-1)^{e}=h(q)-(-1)^{e}$. But since $x_{1} \geqq 2$, we have $f(q)-(-1)^{e} \equiv 0 \bmod q^{3}$, whereas $h(q)-(-1)^{3} \equiv(-1)^{e-1} q^{2} \bmod q^{3}$. This contradiction shows that for $e \geqq 2$, there are no perfect $e$-codes in the association schemes of type $B_{N}$ and $C_{N}$.

We summarize our main results:
Theorem 4.8. (i) There are no perfect e-codes for $e \geqq 1$ in the dual polar spaces of types $A_{v-1},{ }^{2} A_{2 N},{ }^{2} A_{2 N-1}, D_{N},{ }^{2} D_{N+1}$, and the affine matrix schemes, and no perfect $e$-codes for $e \geqq 2$ in the spaces $B_{N}$ and $C_{N}$.
(ii) There are no tight designs of order e in the spaces of types $A_{v-1},{ }^{2} A_{2 N},{ }^{2} A_{2 N-1}$, $B_{N}, C_{N}, D_{N},{ }^{2} D_{N+1}$, and the affine matrix schemes with the exception of tight designs of order $e=(N-1) / 2$ in $D_{N}$.
5. Conclusion. We have determined the nonexistence of perfect $e$-codes and tight $t$-designs $(t=2 e)$ in the classical association schemes and affine matrix schemes for $e \geqq 1$, except in type $D_{N}$ where tight designs exist if $e=(N-1) / 2$ and in types $B_{N}$ and $C_{N}$ for $e=1$ where perfect codes are still undetermined. For types $B_{N}$ and $C_{N}$, the sphere packing bound says that if a perfect 1 -code exists, then [11, p.659]

$$
\begin{equation*}
\left.\frac{q^{N+1}-1}{q-1} \right\rvert\,(1+q)\left(1+q^{2}\right) \cdots\left(1+q^{N}\right) . \tag{5.1}
\end{equation*}
$$

We are grateful to J. Shearer for the following proposition.
Proposition 5.1. For $q$ integral, $q \neq 1$, (5.1) implies $N+1=2^{m}$ for some integer $m$.
Proof. Suppose (5.1) holds and $N+1$ has an odd prime factor $p$, then $\left(q^{p}-1\right) /(q-$ 1) $\mid(1+q) \cdots\left(1+q^{N}\right)$. Let $r \mid\left(q^{p}-1\right) /(q-1)$ for $r$ prime. Then $r \mid 1+q^{s}$ for some $s$ (pick $s$ minimal). Hence $q^{s} \equiv-1 \bmod r$ and thus $q^{2 s} \equiv 1 \bmod r$. We also have $q^{p} \equiv$ $1 \bmod r$. If $r \neq 2$ then clearly $s<p$ and $p \mid 2 s$. Since $p$ is odd, we see that $p \mid s$ which contradicts $p<s$. If $r=2$, then $1+q+\cdots+q^{p-1} \equiv 0 \bmod 2$ which contradicts $p$ being odd.

Thus, if there are perfect 1 -codes in types $B_{N}$ and $C_{N}$, then $N+1=2^{m}$. This is the same condition for perfect 1 -codes in the Hamming scheme. Perfect 1 -codes are known to exist in $C_{3}$ [11, p. 660], [12].

To conclude this paper, we present another proof of Proposition 2.1. We establish that

$$
\begin{align*}
& P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right) \\
& \quad=B \sum_{n=0}^{e} w\left(n, q^{-N-1}, d, a, b\right) P_{n}\left(\theta(x), a, b, q^{-N-1}, d ; q\right) \tag{5.2}
\end{align*}
$$

for a nonzero constant $B$ (to be determined).

We shall need the following ${ }_{4} \phi_{3}$ transformation [8, p. 167]

$$
\begin{align*}
{ }_{4} \phi_{3}\left(\begin{array}{c}
q^{-e}, q^{e-1} A B C D, A / Z, A Z \\
A B, A C, A D
\end{array}\right. & q ; q) \\
\quad=\frac{(B C)_{e}(B D)_{e}\left(A B^{-1}\right)^{e}}{(A C)_{e}(A D)_{e}}{ }_{4} \phi_{3}\left(\begin{array}{c}
q^{-e}, q^{e-1} A B C D, B / Z, B Z \mid \\
A B, B C, B D
\end{array}\right. & q ; q) . \tag{5.3}
\end{align*}
$$

Recalling (2.1), we see that (5.3) implies

$$
\begin{align*}
& P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)  \tag{5.4}\\
& \quad=\frac{(a q / d)_{e}(b q)_{e}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}}(d q)^{e} P_{e}\left(\tilde{\theta}(N-x), b, a q, q^{-N}, 1 / d q ; q\right) .
\end{align*}
$$

Note that $\left(1-q^{x-N+s}\right)\left(1-d^{-1} q^{-x+s}\right)=d^{-1} q^{s}(\theta(x)-\theta(N-s))$, so that $\left(q^{x-N}\right)_{m}$ $\left(d^{-1} q^{-x}\right)_{m}$ is a polynomial of degree $m$ in $\theta(x)$. Since $\left\{p_{0}(\theta(x)), \cdots, p_{m}(\theta(x))\right\}$ forms a basis for the vector space of polynomials of degree at most $m$ in $\theta(x)$, we have

$$
\begin{equation*}
\left(q^{x-N}\right)_{m}\left(d^{-1} q^{-x}\right)_{m}=\sum_{n=0}^{m} A_{m, n} P_{n}\left(\theta(x), a, b, q^{-N-1}, d ; q\right) \tag{5.5}
\end{equation*}
$$

for constants $A_{m, n}$. Askey and Wilson have calculated $A_{m, n}[1$, p. 1014] .
$\boldsymbol{A}_{m, n}$

$$
=\frac{(a b q)_{n}\left(1-a b q^{2 n+1}\right)(a q)_{n}(b d q)_{n}\left(a^{-1} d q^{-m}\right)_{m}\left(b^{-1} q^{-m}\right)_{m}\left(q^{-N}\right)_{m}\left(q^{-m}\right)_{n}(a b)^{m} q^{2\left(\frac{m+1}{2}\right)}}{(q)_{n}(1-a b q)(b q)_{n}\left(a d^{-1} q\right)_{n}\left(a b q^{m+2}\right)_{n}\left(a b q^{2}\right)_{m} d^{m+n}} .
$$

Thus, from (5.4), (5.5) and (5.6), we clearly have that the coefficient $B_{m, n}$ of $P_{n}\left(\theta(x), a, b, q^{-N-1}, d ; q\right)$ in $P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)$ is
$B_{m, n}=$
$\frac{(a q / d)_{e}(b q)_{e}(d q)^{e}(a b q)_{n}\left(1-a b q^{2 n+1}\right)(a q)_{n}(b d q)_{n}\left(q^{-e}\right)_{n}\left(q^{e+2} a b\right)_{n}\left(q^{-N}\right)_{n} q^{n+(n)}(-1)^{n}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}(q)_{n}(1-a b q)(b q)_{n}\left(a d^{-1} q\right)_{n}\left(a b q^{2}\right)_{n}\left(q^{n+2} a b\right)_{n}\left(q^{-N+1}\right)_{n} d^{n}}$
$\times{ }_{3} \phi_{2}\left(\begin{array}{c}q^{-e+n}, q^{e+n+2} a b, q^{-N+n} \\ a b q^{2 n+2}, q^{-N+n+1}\end{array} q ; q\right)$
$=(d q)^{e} \frac{(a q / d)_{e}(b q)_{e}\left(q^{-e}\right)_{e}\left(a b q^{N+2}\right)_{e}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(q^{N-e}\right)_{e}\left(a b q^{2}\right)_{e}} w\left(n, q^{-N-1}, d, a, b\right)$
where we have recalled the evaluation (3.5) and the definition of the weights (2.6).
Hence,

$$
\begin{aligned}
P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)= & (d q)^{e} \frac{(a q / d)_{e}(b q)_{e}\left(q^{-e}\right)_{e}\left(a b q^{N+2}\right)_{e}}{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(q^{N-e}\right)_{e}\left(a b q^{2}\right)_{e}} \\
& \times \sum_{n=0}^{e} w\left(n, q^{-N-1}, d, a, b\right) P_{n}\left(\theta(x), a, b, q^{-N-1}, d ; q\right)
\end{aligned}
$$

and so finally, recalling (2.7) and (2.9), we have

$$
\Psi_{e}(\theta(x))=(d q)^{-e} \frac{\left(a q^{2}\right)_{e}\left(b d q^{2}\right)_{e}\left(q^{N-e}\right)_{e}\left(a b q^{2}\right)_{e}}{(a q / d)_{e}(b q)_{e}\left(q^{-e}\right)_{e}\left(a b q^{N+2}\right)_{e}} P_{e}\left(\tilde{\theta}(x-1), a q, b, q^{-N}, d q ; q\right)
$$

which establishes (2.11).
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# TIME TO REACH STATIONARITY IN THE BERNOULLI-LAPLACE DIFFUSION MODEL* 

PERSI DIACONIS $\dagger$ and MEHRDAD SHAHSHAHANI $\ddagger$


#### Abstract

Consider two urns, the left containing $n$ red balls, the right containing $n$ black balls. At each time a ball is chosen at random in each urn and the two balls are switched. We show it takes $\frac{1}{4} \mathrm{n} \log n+c n$ switches to mix up the urns. The argument involves lifting the urn model to a random walk on the symmetric group and using the Fourier transform (which in turn involves the dual Hahn polynomials). The methods apply to other "nearest neighbor" walks on two-point homogeneous spaces.
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1. Introduction. Daniel Bernoulli and Laplace introduced a simple model to study diffusion. Consider two urns, the left containing $n$ red balls, the right containing $n$ black balls. A ball is chosen at random in each urn and the two balls are switched. It is intuitively clear that after many such switches the urns will be well mixed, about half red and half black. The process is completely determined by the number of red balls in one of the urns. The stationary distribution may be described as the law of the composition of $n$ balls drawn without replacement from $n$ red and $n$ black balls

$$
\begin{equation*}
\pi_{n}(j)=\binom{n}{j}\binom{n}{n-j} /\binom{2 n}{n}, \quad 0 \leqq j \leqq n . \tag{1.1}
\end{equation*}
$$

The main question addressed here is the rate of convergence to the stationary distribution. Let $P_{k}$ be the law of the process after $k$ steps. Distance to stationarity will be measured by variation distance

$$
\begin{equation*}
\left\|P_{k}-\pi_{n}\right\|=\frac{1}{2} \sum_{j}\left|P_{k}(j)-\pi_{n}(j)\right| . \tag{1.2}
\end{equation*}
$$

Theorem 1. Let $P_{k}$ be the probability distribution of the number of red balls in one urn of the Bernoulli-Laplace diffusion model based on $n$ of each color.
(1.3) Let $k=\frac{1}{4} n \log n+c n$ for $c \geqq 0$. Then for a universal constant a, $\left\|P_{k}-\pi_{n}\right\| \leqq a e^{-2 c}$.
(1.4) With $k$ as above, and arbitrary negative $c$ in $\left[-\frac{1}{4} \log n, 0\right]$ there is a universal positive $b$ such that $\left\|P_{k}-\pi_{n}\right\| \geqq 1-b e^{4 c}$.

Remarks. Theorem 1 gives a sharp sense in which $\frac{1}{4} n \log n$ switches are needed: for somewhat fewer switches, the variation distance is essentially at its maximum value of 1 . For somewhat more switches, the distance tends to zero exponentially fast. There is a fairly sharp cut-off at $\frac{1}{4} n \log n$.

[^21]A somewhat stronger result, starting with $r$ red balls and $n-r$ black balls is proved in $\S \S 3$ and 4 of this paper. The argument uses Fourier analysis on the symmetric group $S_{n}$ and the homogeneous space $S_{n} / S_{r} \times S_{n-r}$. This last space is a "Gelfand pair" so the Fourier analysis is essentially commutative, involving spherical functions that turn out to be the dual Hahn polynomials. Section 2 develops the needed background material. Section 5 describes how essentially the same argument applies to nearest neighbor random walks on two-point homogeneous spaces. These include the Ehrenfest's model of diffusion (random walk on the "cube" $Z_{2}^{n}$ ) and random walk on the $k$ dimensional subspaces of a vector space over a finite field.

The Bernoulli-Laplace process is discussed by Feller (1968, p. 423) who gives historical references. See also Johnson and Kotz (1977, pp. 205-207). We conclude this section by listing several "real world" problems where the model appears.

1) $r$ sets of an $n$ set. Let $X$ be the set of $r$ element subsets of $\{1,2, \cdots, n\}$ so $|X|=\binom{n}{r}$. A random walk can be constructed on $X$ as follows. Begin at $\{1,2, \cdots, r\}$. Each time, pick an element from the present set and an element from its complement, and switch the two elements. This is a nearest neighbor walk using the metric: $d(x, y)=r-|x \cap y|$. The stationary distribution is the uniform distribution over $X$. Professor Laurel Smith points out that when $n=r=2$, this becomes nearest neighbor random walk on the vertices of an octahedron. The rate of convergence to stationarity is the same as the rate for the Bernoulli-Laplace model with $r$ red and $n-r$ black balls as shown in Lemma 1 below.

Walks of this type are an essential ingredient of the currently fashionable approach to combinatorial optimization called simulated annealing. Given a function $f: X \rightarrow \mathbb{R}$ annealing algorithms perform a stochastic search for the minimum of $f$ based on the walk. Kirkpatrick et al. (1983) or Aragon et al. (1984) give further details.
2) Moran's model in mathematical genetics. Moran (1958) introduced a simple process to model the stochastic behavior of gene frequencies in a finite population. In one version, there is a population of $n$ individuals each of whom is either of type $A_{1}$ or $A_{2}$. At each time, an individual is chosen at random to reproduce. After reproduction, an individual is chosen at random to die. The model allows mutation of the newborn (from $A_{1}$ to $A_{2}$ at rate $u$, from $A_{2}$ to $A_{1}$ at rate $v$ ). If $u=v=1$, the transition mechanism of Moran's model becomes precisely the transition mechanism of the Bernoulli-Laplace diffusion. A clear discussion of Moran's model is in Ewens (1979, §3.3).

Ewens gives numerous references to eigenvalue-eigenvector analysis of this Markov chain. We will use part of this literature as an ingredient of our analysis.
3) Piaget's randomization board. In investigating children's ability to comprehend randomness, Piaget and Inhelder (1975, pp. 1-25) worked extensively with the physical device shown in Fig. 1. The left side of the box contains 8 red balls, the right side contains 8 white balls. When the box is tipped about an axis through its center (like a child's see-saw) the balls roll across to the other side. Usually one or two balls "change sides"-a red moving into the blacks or vice versa.

Piaget asked children of varying ages questions such as "how long will we have to wait until the balls are mixed up?" Answer: 5-10 switches for 8 reds. He also asked "how long will we have to wait until the balls return to the way they started?" Piaget offered an answer to the second problem for 10 reds and 10 blacks: about 185,000 moves are needed! Naturally, children (and most adults) do not guess it takes such a long time.


Fig. 1

One natural reaction for a mathematician is "how on earth does he know?" We began work on this paper by considering the Bernoulli-Laplace model (ignorant of its origins). Theorem 1 shows the random walk is "rapidly mixing," to use terminology of Aldous (1983). That is, the time to reach stationarity is of the order of the $\log$ of the number of states. Aldous (1983) shows that for rapidly mixing walks, the time to return to the original state has approximately the same distribution as a random walk with independent uniform steps.

If there are $|X|$ states, and $W$ is the first time to return, then for large $|X|$,

$$
P\left\{\frac{W}{|X|}>t\right\} \doteq e^{-t}
$$

For 8 red and 8 black balls, $|X|=\binom{16}{8}=12,870$, so the median return time is about 9,000 . For 10 red and 10 black balls $|X|=184,756$; the median return time is about 128,000.

A referee points out that the associated Markov chain is doubly stochastic, irreducible, and aperiodic. Standard Markov chain theory shows that the expected number of steps to return to the starting state is $|X|$.

As explained in Diaconis and Shahshahani (1981), the analysis presented for this problem yields all the eigenvalues and eigenvectors of the associated Markov chain. Using these, it is straightforward to derive a closed form expression for the generating function of $W$ as in Flatto, Odlyzko and Wales (1985). This can be used to get sharper asymptotic estimates for Piaget's problem.
2. Group theoretic preliminaries. One natural way to analyze the BernoulliLaplace process is by lifting to a random walk on the symmetric group. For integers $r$ and $b$ with $r+b=n$, let $S_{n}$ be the symmetric group on $n$ letters. Let $S_{r} \times S_{b}$ be the subgroup of permutations that permute the first $r$ elements among themselves and the last $b$ elements among themselves. Then $X=S_{n} / S_{r} \times S_{b}$ may be identified with the set of all $\binom{n}{r} r$-element subsets. The random walk on $X$ moves from $x$ to $y$ by choosing an element in the set $x$ at random and an element of the complement of $x$ at random and switching the two elements to form a new subset $y$. Choose a metric $d(x, y)=r-|x \cap y|$ on $X$. The walk is thus a nearest neighbor random walk on $X$. It
is easy to see that the Bernoulli-Laplace process corresponds to the distance process of this walk on subsets.

It is useful to work in more generality: let $G$ be a group and $K$ a subgroup. Let $X=G / K$ be the associated space of cosets. Choose $x_{0}=\mathrm{id}, x_{1}, \cdots, x_{m}$ as fixed coset representatives, so $G=x_{0} K \cup x_{1} K \ldots \cup x_{m} K$. We will often identify $X$ and $\left\{x_{i}\right\}$. Let $Q$ be a $K$ bi-invariant probability on $G$, so $Q\left(k_{1} g k_{2}\right)=Q(g)$ for all $k_{1}, k_{2} \in K, g \in G$. The probability $Q$ induces a random walk (more precisely a Markov chain) on $X$ by the following recipe

$$
\begin{equation*}
Q(x, y) \stackrel{d}{=} Q\left(x^{-1} y K\right) \tag{2.1}
\end{equation*}
$$

In (2.1), $Q(x, y)$ is the probability of going from $x$ to $y$ in one step. The definition comes from the following considerations: think of $x_{0}$ as the origin. Each time choose $g \in G$ from $Q$ and move from $x_{0}$ to $g x_{0}$. This motion is then translated to motion around $x$ via $y=x g x_{0}$. Thus, the chance of moving from $x$ to $y$ is $Q\left(x^{-1} y K\right)$.

Note that $Q(x, y)$ is well defined and satisfies

$$
\begin{equation*}
Q(x, y)=Q(g x, g y) \quad \text { for any } \quad g \in G . \tag{2.2}
\end{equation*}
$$

Philippe Bougerol has pointed out a converse. If $Q(x, y)$ is a Markov chain on $X=G / K$ satisfying (2.2), then $Q$ is induced by a bi-invariant probability defined by

$$
Q(A)=Q\left(x_{0}, A x_{0}\right) \quad \text { for } \quad A \subset G .
$$

Alternatively, write a generic element of $G$ as $x k$, then $Q(x k)=Q\left(x_{0}, x\right) /|K|$. This measure is $K$ bi-invariant and $Q\left(x^{-1} y K\right)=|K| Q\left(x^{-1} y\right)=Q\left(x_{0}, x^{-1} y\right)=Q(x, y)$ as required. The following elementary lemma gives further connections between the random walk and Markov chain.

Lemma 1. Let $Q(x, y)=Q(g x, g y)$. For any $k \geqq 1$, the $k$ step transition matrix of the Markov chain $Q(x, y)$ is induced by the kth convolution of the associated biinvariant probability $Q$. The variation distance to the stationary distribution equals the variation distance to the uniform distribution.

Because of Lemma 1, Fourier analysis on $G$ can be used to approximate the convolution powers. We briefly review what we need from representation theory. Serre (1977) or Diaconis (1982) contain the details. Recall that a representation of $G$ is a homomorphism $\rho: G \rightarrow G L(V)$ from $G$ into invertible matrices on a vector space $V$. The dimension $d_{\rho}$ of $\rho$ is defined as the dimension of $V$. A representation $\rho$ is irreducible if there are no nontrivial invariant subspaces of $V$. For $Q$ a probability and $\rho$ a representation, the Fourier transform of $Q$ at $\rho$ is defined by

$$
\hat{Q}(\rho)=\Sigma \rho(g) Q(g)
$$

The Fourier transform takes convolution into products through $P * Q(\rho)=\hat{Q}(\rho) \hat{P}(\rho)$. The uniform distribution of $G: U(g)=1 /|G|$, has $\hat{U}(\rho)=0$ for every nontrivial irreducible representation $\rho$. For $X=G / K$, the set of all complex functions on $X$ is denoted $L(X)$. The group acts on $X$ and so $L(X)$ can be thought of as a representation as well.

The variation distance can be approximated by the following
Lemma 2. Let $Q$ be a $K$ bi-invariant probability on a finite group $G$

$$
\|Q-U\|^{2} \leqq \frac{1}{4} \Sigma_{\rho}^{*} d_{\rho} \operatorname{Tr}\left(\hat{Q}(\rho) \hat{Q}(\rho)^{*}\right)
$$

where the sum is over all nontrivial representations that occur in the decomposition of $L(X)$.

Proof.

$$
\begin{aligned}
\|Q-U\|^{2} & =\frac{1}{4}\{\Sigma|Q(g)-U(g)|\}^{2} \leqq \frac{1}{4}|G| \Sigma|Q(g)-U(g)|^{2} \\
& =\frac{1}{4} \Sigma_{\rho}^{*} d_{\rho} \operatorname{Tr}\left(\hat{Q}(\rho) \hat{Q}\left(\rho^{*}\right)\right) .
\end{aligned}
$$

Here, the Cauchy-Schwarz inequality was used and then the Plancherel theorem as in Serre (1977, p. 49) applied to $Q(g)-U(g)$. Terms corresponding to representations $\rho$ that do not appear in the decomposition of $L(X)$ have zero Fourier transform because of Frobenius reciprocity (Serre (1977, p. 56)): this implies that a representation $\rho$ occurs in $L(X)$ with multiplicity corresponding to the dimension of the space of $K$ fixed vectors of $\rho$. Thus if $\rho$ does not occur, then the restriction of $\rho$ to $K$ does not contain the trivial representation. Thus $\hat{Q}(\rho)=\Sigma_{x} Q(x) \rho(x) \Sigma_{k} \rho(k)$. The inner sum is zero because of the orthogonality of the matrix entries of the irreducible representations (Serre (1977, p. 14)).

The Fourier transform can simplify a great deal further. Indeed, for the cases treated here the matrix $\hat{Q}(\rho)$ has only one nonzero entry in a suitable basis. The simplification in general is discussed in Volume 6 of Dieudonné (1978).

Definition. The pair $(G, K)$ is called a Gelfand pair if each irreducible representation of $G$ appears in $L(X)$ with multiplicity at most 1.

Remarks. Probability theory for bi-invariant probabilities on a Gelfand pair has an extensive literature. Readable overviews appear in Letac (1981), Bougerol (1983), or Dieudonné (1978). The Bernoulli-Laplace model can be treated directly in this framework. However, the more general framework developed here is needed if one is to attack more general problems such as the natural extension to three urns where $L(X)$ has multiplicity.

For a Gelfand pair, let

$$
\begin{equation*}
L(X)=V_{0} \oplus V_{1} \oplus \ldots \oplus V_{\lambda} \tag{2.3}
\end{equation*}
$$

be the decomposition into distinct irreducibles. Frobenius reciprocity implies that each $V_{j}$ has a one-dimensional subspace of $K$ invariant functions. Let $s_{j}(x)$ be a $K$ invariant function in $V_{j}$ normed so that $s_{j}\left(x_{0}\right)=1$. This is called the $j$ th spherical function. The spherical functions have been explicitly computed for many Gelfand pairs.

Lemma 3. If $(G, K)$ is a Gelfand pair and $Q$ is a $K$ bi-invariant probability, then

$$
\|Q-U\|^{2} \leqq \frac{1}{4} \sum_{j=0}^{\lambda} d_{j}|\hat{Q}(j)|^{2}
$$

where the sum is over the nontrivial irreducible representations occurring in (2.3) and

$$
\hat{Q}(j)=\Sigma_{g} Q(g) s_{j}(g)
$$

Proof. Fix $i$, and consider the vector space $V_{i}$ of (2.3) as a representation $\rho_{i}$ of $G$. Complete $s_{i}$ to a basis for $V_{i}$, taking $s_{i}$ as the first basis vector. With respect to this basis, the Fourier transform of any $K$ bi-invariant function $f$ on $G$ becomes

$$
\hat{f}(\rho)=\Sigma_{g} f(g) \rho_{i}(g)=\Sigma_{x} f(x) \rho_{i}(x) \Sigma_{k} \rho_{i}(k) .
$$

But the Schur orthogonality relations imply

$$
\Sigma_{k} \rho_{i j}(k)= \begin{cases}|K| & \text { if } i=j=1 \\ 0 & \text { otherwise }\end{cases}
$$

Thus

$$
\hat{f}(\rho)=\left(\begin{array}{lll}
a & & 0 \\
0 & 0 & \\
0 & & 0
\end{array}\right) \quad \text { with } a=|K| \Sigma f(x) s_{\rho}(x)
$$

Since the trace norm is invariant under unitary changes of basis, the result follows from Lemma 2.

Remark. In the description above, the random walk associated to a bi-invariant probability $Q$ can be represented somewhat curiously as a right action of $G$ on $X$. Thus if the basic random elements chosen from $Q$ on $G$ are $g_{1}, g_{2}, g_{3}, \ldots$, and the walk starts at $x$, the successive steps have the representation $x, x g_{1}, x g_{1} g_{2}$, $x g_{1} g_{2} g_{3}, \cdots$, where $x g$ denotes the coset containing $x g$. This is well defined for $Q$ biinvariant.

There is another natural way to associate a Markov chain to a probability $Q$, using the natural left action: $x, g_{1} x, g_{2} g_{1} x, g_{3} g_{2} g_{1} x, \cdots$. This process does not correspond to a nearest neighbor walk. It yields a Markov chain with transition matrix $\tilde{Q}(x, y)=Q\left(y K x^{-1}\right)$. Chains defined in this way satisfy $\tilde{Q}\left(k_{1} x, k_{2} y\right)=\tilde{Q}(x, y)$ but we do not know a necessary and sufficient condition for a chain to lift to the left action of a bi-invariant $Q$. Of course, if a lifting can be found, the Fourier analysis is precisely as above, all the bounds and lemmas holding without essential change.
3. The upper bound. Let $r$ and $n-r$ be positive integers. The stationary distribution for the Bernoulli-Laplace model based on two urns, one containing $r$ red balls initially, the second containing $n-r$ black balls may be described as the distribution of the number of red balls in a random sample of size $r$ from the total population of $n$

$$
\pi_{r}^{n}(j)=\binom{r}{j}\binom{n-r}{r-j} /\binom{n}{r}, \quad 0 \leqq j \leqq r .
$$

Let $P_{k}$ be the probability distribution of the number of red balls in the urn containing $r$ balls after $k$ switches have been made.

Theorem 2. If

$$
k=\frac{r}{2}\left(1-\frac{r}{n}\right)[\log n+c] \quad \text { for } c \geqq 0,
$$

then, for a universal constant a,

$$
\left\|P_{k}-\pi_{r}^{n}\right\| \leqq a e^{-c / 2}
$$

Proof. Without loss, take $r \leqq n / 2$. The decomposition of the space $L(X)$ is a standard result in the representation theory of the symmetric group. James (1978, p. 52) proves that $L(X)=V_{0} \oplus V_{1} \oplus \ldots \oplus V_{r}$ where $V_{i}$ are distinct irreducible representations of the symmetric group corresponding to the partition ( $n-i, i$ ). In particular, the pair $S_{n}, S_{r} \times S_{n-r}$ is a Gelfand pair. Since this result holds for all $r \leqq n / 2$, induction gives $\operatorname{dim}\left(V_{i}\right)=\binom{n}{i}-\binom{n}{i-1}$.

The spherical functions have essentially been determined by Karlin and McGregor (1961). Stanton (1984) contains this result in modern language. The spherical functions turn out to be classically studied orthogonal functions called the dual Hahn polynomials. As a function on $X$, the function $s_{i}(x)$ only depends on the
distance $d\left(x, x_{0}\right)$ and is a polynomial in $d$ given by

$$
\begin{equation*}
s_{i}(d)=\sum_{m=0}^{i} \frac{(-i)_{m}(i-n-1)_{m}(-d)_{m}}{(r-n)_{m}(-r)_{m} m!}, \quad 0 \leqq i \leqq r \tag{3.1}
\end{equation*}
$$

where $(j)_{m}=j(j+1) \cdots(j+m-1)$. Thus

$$
\begin{gather*}
s_{0}(d)=1, \quad s_{1}(d)=1-\frac{d n}{r(n-r)}  \tag{3.2}\\
s_{2}(d)=1-\frac{2 d(n-1)}{r(n-r)}+\frac{(n-1)(n-2) d(d-1)}{(n-r)(n-r-1) r(r-1)} .
\end{gather*}
$$

The basic probability $Q$ for this problem may be regarded as the uniform distribution on the $r(n-r)$ sets of distance one from the set $\{1, \cdots, r\}$. Thus, the Fourier transform of $Q$ at the $i$ th spherical function is

$$
\hat{Q}(i)=s_{i}(1)=1-\frac{i(n-i+1)}{r(n-r)}, \quad 0 \leqq i \leqq r .
$$

Using this information in the upper bound lemma (Lemma 3) yields

$$
\begin{equation*}
\left\|P_{k}-\pi_{r}^{n}\right\|^{2} \leqq \frac{1}{4} \sum_{i=1}^{r}\left\{\binom{n}{i}-\binom{n}{i-1}\right\}\left(1-\frac{i(n-i+1)}{r(n-r)}\right)^{2 k} . \tag{3.3}
\end{equation*}
$$

To bound the sum, consider first the term for $i=1$

$$
(n-1)\left(1-\frac{n}{r(n-r)}\right)^{2 k}
$$

This is smaller than

$$
\exp \left(-\frac{2 k n}{r(n-r)}+\log n\right)
$$

Thus $k$ must be at least

$$
\frac{r}{2}\left(1-\frac{r}{n}\right)[\log n+c]
$$

to drive this term to zero. With $k$ of this form, the problem is reduced to bounding

$$
\sum_{i=1}^{r} e^{a(i)+b(i)}
$$

where

$$
a(i)=c i\left(\frac{(i-1)}{n}-1\right), \quad b(i)=\frac{i(i-1) \log n}{n}-\log (i!) .
$$

Calculus shows that $a(i) \leqq a(1)=-c$ for all $i=[2, n / 2]$. Thus, to prove Theorem 1 it suffices to prove

$$
\sum_{i=1}^{n / 2} e^{b(i)} \leqq B \quad \text { independently of } n .
$$

Clearly, the sum of $e^{b(i)}$ over $1 \leqq i \leqq 21$ is uniformly bounded. For the remaining range, upper bound $b(i)$ by $i^{2}(\log n / n)-i \log i+i$. It will be argued that
$i^{2}(\log n / n)-i \log i+i<-i$ for $21 \leqq i \leqq n / 2$, equivalently, $\log n / n<(\log i-2) / i$. Now if $f(x)=(\log x-2) / x, f^{\prime}(x)=(3-\log x) / x^{2}$. This is negative for $x>e^{3}$, so for $i>21>e^{3}$,

$$
\frac{\log i-2}{i}>\frac{\log (n / 2)-2}{n / 2} .
$$

This last is greater than $\log n / n$ for $n \geqq e^{4+2 \log 2}$. Thus,

$$
\sum_{i=22}^{n / 2} e^{b(i)} \leqq \sum_{i=22}^{\infty} e^{-i}<B \quad \text { uniformly in } n .
$$

Remarks. Change $n$ to $2 n$ and take $r=n$. The result becomes $(n / 4) \log n+(c / 2) n$ which gives (1.3) of Theorem 1. If $r=o(n)$, the result becomes $(r / 2) \log n+(c / 2) r$. As usual with approximations, some precision has been lost to get a clean statement. When $r=1$, for example, there is only one term: $(n-1)(1 /(n-1))^{2 k}$. For $k=1$ this gives $\frac{1}{2}(1 / \sqrt{n-1})$ as an upper bound for the variation distance. Elementary considerations show that for this case the correct answer is $1 / n$. Thus, the upper bound lemma gives the right answer for the number of steps required (namely, 1) but an over estimate for the distance.
4. The lower bound. A lower bound for the variation distance will be found by using the easily derived relation

$$
\begin{equation*}
\|P-Q\|=\sup _{A}|P(A)-Q(A)| . \tag{4.1}
\end{equation*}
$$

Any specific set $A$ thus provides a lower bound. Intuitively, if the number of steps $k$ is too small, there will tend to be too many of the original color in the urn. The argument below gives a sharp form of this. For ease of exposition, we only prove the result for $r=n-r$ (for example (1.4)) but the proof works in the general case.

The idea of the proof is to again use spherical functions, but this time as random variables, not transforms. Thus for any Gelfand pair ( $G, K$ ) with $X=G / K$, consider $s_{j}: X \rightarrow \mathbb{R}$ as a random variable. If $Z$ is a point chosen uniformly in $X$, the orthogonality relations (as in Stanton (1984, eq. (2.9))) give

$$
\begin{equation*}
E\left\{s_{j}(Z)\right\}=\delta_{0 j}, \quad \operatorname{Var}\left(s_{j}(Z)\right)=\frac{1}{\operatorname{dim}\left(V_{j}\right)} . \tag{4.2}
\end{equation*}
$$

If $Z_{k}$ denotes an $X$ valued random variable with distribution $P^{* k}$ for $P$ a bi-invariant probability on $X$ the basic convolution property of spherical functions becomes

$$
\begin{equation*}
E\left\{s_{j}\left(Z_{k}\right)\right\}=E\left\{s_{j}\left(Z_{1}\right)\right\}^{k} . \tag{4.3}
\end{equation*}
$$

On $S_{2 n} / S_{n} \times S_{n}$ the first three spherical functions, as functions of the distance $d$ are given (from (3.1)) as

$$
\begin{gathered}
s_{0}(d)=1, \quad s_{1}(d)=1-\frac{2 d}{n}, \\
s_{2}(d)=1-\frac{2(2 n-1) d}{n^{2}}+\frac{(2 n-1)(2 n-2) d(d-1)}{[n(n-1)]^{2}} .
\end{gathered}
$$

Since these are polynomials in $d$, it follows that for some $a, b, c, s_{1}^{2}=a+b s_{1}+c s_{2}$. After a computation

$$
\begin{equation*}
s_{1}^{2}=\frac{1}{2 n-1}+\frac{2 n-2}{2 n-1} s_{2} . \tag{4.4}
\end{equation*}
$$

Remark. When working with general $r, n-r$ values the term $s_{1}$ appears in the expression for $s_{1}^{2}$.

To lower bound the variation distance, consider the normalized spherical function $f(x) \stackrel{d}{=} \sqrt{n-1} s_{1}(x)$. Now (4.2) implies for $Z$ uniform on $x$,

$$
E\{f(Z)\}=0, \quad \operatorname{Var}\{f(Z)\}=1 .
$$

Under the convolution measure

$$
\begin{equation*}
E\left\{f\left(Z_{k}\right)\right\}=\sqrt{n-1}\left(1-\frac{2}{n}\right)^{k} \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}\left\{f\left(Z_{k}\right)\right\}=\frac{n-1}{2 n-1}+\frac{(n-1)(2 n-2)}{(2 n-1)}\left(1-\frac{2(2 n-1)}{n^{2}}\right)^{k}-(n-1)\left(1-\frac{2}{n}\right)^{2 k} . \tag{4.6}
\end{equation*}
$$

For $k$ of the form $\frac{1}{4} n \log n-c n$, the mean becomes

$$
\begin{equation*}
E\left\{f\left(Z_{k}\right)\right\}=\exp \left(2 c+O\left(\frac{\log n}{n}\right)+O\left(\frac{c}{n}\right)\right) \tag{4.7}
\end{equation*}
$$

where $c>0$, and all error terms are uniform in both $n$ and $c$. Thus, for $c$ large, the mean is large. Similarly

$$
\begin{aligned}
\operatorname{Var}\left\{f\left(Z_{k}\right)\right\}= & \frac{1}{2}+O\left(\frac{1}{n}\right)+\exp \left(4 c+O\left(\frac{\log n}{n}\right)+O\left(\frac{c}{n}\right)\right) \\
& -\exp \left(4 c+O\left(\frac{\log n}{n}\right)+O\left(\frac{c}{n}\right)\right) \\
= & \frac{1}{2}+e^{4 c}\left\{O\left(\frac{\log n}{n}\right)+O\left(\frac{c}{n}\right)\right\} .
\end{aligned}
$$

Thus, the variance is uniformly bounded for $O \leqq c \leqq \frac{1}{4} \log n$. Now use Chebyshev's inequality: if $A_{\alpha}=\{x:|f(x)| \leqq \alpha\}, \pi_{n}\left(A_{\alpha}\right) \geqq 1-1 / \alpha^{2}$ while $P_{k}\left(A_{\alpha}\right)<B /\left(e^{2 c}-\alpha\right)^{2}$ where $B$ is uniformly bounded for $c \leqq \frac{1}{4} \log n$. Thus, for any fixed $\alpha$ and $c$, for all sufficiently large $n$,

$$
\left\|P_{k}-\pi_{n}\right\| \geqq 1-\frac{1}{\alpha^{2}}-\frac{B}{\left(e^{2 c}-\alpha\right)^{2}} .
$$

This completes the proof of (1.4), choosing $\alpha=e^{2 c} / 2$, for example.
Remark. From the definition of $s_{1}$, the set $A_{\alpha}$ can be interpreted as the event

$$
\mid \# \text { reds } \left.-\frac{n}{2} \right\rvert\, / \sqrt{n} \geqq \alpha .
$$

5. Other nearest neighbor walks. A class of problems that can be treated by following the steps above involves a connected graph with vertex set $X$ and an edge set $E$. Define a metric on $X$ as

$$
d(x, y)=\text { length of shortest path from } x \text { to } y .
$$

We want to analyze nearest neighbor walks on this graph. An automorphism of the graph is a 1-1 mapping from $X$ to $X$ which preserves the edge set. Let $G$ be the group of automorphisms of $X$. Call the graph 2-point homogeneous if $d(x, y)=d\left(x^{\prime}, y^{\prime}\right)$ implies there is a $g \in G$ such that $g x=x^{\prime}, g y=y^{\prime}$. Taking $x=y, x^{\prime}=y^{\prime}$ shows $G$ operates transitively on $X$, so $X \cong G / K$ where $K=\left\{g \in G: g x_{0}=x_{0}\right\}$ for some fixed point $x_{0}$. Stanton (1984) shows

Theorem. For a 2-point homogeneous graph, ( $G, K$ ) form a Gelfand pair and the spherical functions are orthogonal polynomials.

This means that in principle the analysis above can be carried out for such examples. Here is a list of some of the examples in Stanton:

Example 1. $X=Z_{2}^{n}, d(x, y)=$ number of coordinates where $x$ and $y$ differ. Here the random walk becomes nearest neighbor walk on the $n$ cube. This is a well studied problem equivalent to the well-known model of diffusion known as the Ehrenfest urn model. A wonderful discussion of this model is in Kac (1945). Further references are in Letac and Takacs (1979). The straightforward random walk never converges because of parity-after an even number of steps the walk is at a point at an even distance from 0 . One simple way to get convergence is to stay fixed with probability $1 /(n+1)$ and move to a vertex 1 away with probability $1 /(n+1)$. For this process, the analysis can be carried out just as in $\S \S 3$ and 4 to show $\frac{1}{4} n \log n+c n$ steps suffice and that this many steps are needed.

Theorem 3. Let $X=Z_{2}^{n}$. Let $P(00 \cdots 0)=P(10 \cdots 0)=\cdots=P(00 \cdots 1)=$ $1 /(n+1)$. Let $U$ be the uniform distribution on $X$. Suppose $k=\frac{1}{4}(n+1) \log n+$ $c(n+1)$ for $c>0$. Then

$$
\left\|P^{* k}-U\right\|^{2} \leqq \frac{1}{2}\left(e^{e^{-4 c}}-1\right)
$$

Conversely, for $k=\frac{1}{4}(n+1) \log n-c(n+1)$, for $c>0$, the variation distance does not


Remark. It is curious that the critical rate is precisely the same $\frac{1}{4} n \log n$, for the cube and $n$ sets of a $2 n$ set.

Example 2. Let $F_{q}$ be a finite field with $q$ elements. Let $V$ be a vector space of dimension $n$ over $F_{q}$. Let $X$ be the set of $k$-dimensional subspaces of $V$, with metric $d(x, y)=k-\operatorname{dim}(x \cap y)$. Here, $G=G L_{n}(q)$ operates transitively on $X$. Stanton (1984) gives all the ingredients needed to carry out the analysis.

Example 3. Let $X$ be the set of $(n-r) \times r$ matrices over $F_{q}$ with metric $d(x, y)=$ rank $(x-y)$. Here, $G L_{n-r} \times G L_{r}$ operates transitively on $X$. Again a complete analysis seems in reach using results given by Stanton.

Example 4. For $q$ odd, let $X$ be the set of skew-symmetric matrices over $F_{q^{2}}$ with metric $\frac{1}{2} \operatorname{rank}(x-y)$. Here $G=G L_{n}$ acts on $X$ by $x \rightarrow A^{T} x A$. Again Stanton gives enough information about spherical functions and dimensions to allow a complete analysis.

Stanton also gives results for orthogonal, hermitian, and symplectic matrices over finite fields. He also gives results for a variety of less familiar combinatorial objects. Combinatorialists have also studied such objects: see Biggs (1974, Chaps. 20, 21). Further surveys and examples of Gelfand pairs are given by Heyer (1983) and Sloane (1982).

Finally, there are Gelfand pairs that do not arise from two point homogeneous graphs. An example is the set $X$ of all partitions of $\{1,2, \cdots, 2 n\}$ into $n$ two-element subsets. In graph theoretic language this is the set of all "matchings" of a $2 n$ set. The symmetric group $S_{2 n}$ acts transitively on $X$ and yields a Gelfand pair. A natural
random walk involves picking two elements at random and switching them to form a new partition. This gives an algorithm that converges to a random matching. The spherical functions are "zonal polynomials." It can be shown that $\frac{1}{2} n \log n$ switches suffice.
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# REAL SINGULARITIES OF SINGULAR STURM-LIOUVILLE EXPANSIONS* 
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#### Abstract

Elliptic equations in polar coordinates lead to singular Sturm-Liouville problems on $(0, \infty)$ with equations of the form $y^{\prime \prime}+(\lambda-q) y=0$. Let $\phi(x, \lambda)$ be solutions to the problem satisfying the condition $\phi(0, \lambda)=\sin \beta, \phi^{\prime}(0, \lambda)=-\cos \beta$. The associated generalized Fourier transform $F(\lambda)=$ $\int_{0}^{\infty} f(x) \phi(x, \lambda) d x$ is extended to cases where $F(\lambda)$ is a function of polynomial growth. This enables us to study the location of singularities of the analytic representation $\hat{f}$ of the generalized function $f(x)=$ $\int_{-\infty}^{\infty} F(\lambda) \phi(x, \lambda) d \rho(\lambda)$. We do so by comparing them to the location of the singularities of the analytic representation $\hat{g}$ of the tempered distribution $g$ which is the Fourier transform of $F\left(s^{2}\right)$.
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1. Introduction. In this paper we extend the results of [7] on singularities of Sturm-Liouville expansions to include cases in which the location of the singular points lies on the real axis. This includes many cases of interest in which the function to be expanded is not holomorphic on all of $(0, \infty)$.

Indeed most convergence theorems for Sturm-Liouville expansions involve only real derivatives of the functions to be expanded, or as in the case of $L^{1}$ or $L^{2}$, no derivatives at all. Nonetheless they may be locally holomorphic and it is of interest in some applications to find the location of those real singular points [4].

In order to develop a theory encompassing such points we first introduce a space of generalized functions which will include most ordinary functions of interest. Each element in this space will have a convergent Sturm-Liouville expansion and an analytic representation obtained from a dual system of eigenfunctions. The singular points of these analytic representations are then compared to those of an associated Laplace transform of a tempered distribution [1]. The results obtained are similar to those in [7] whose terminology and results we shall also use.

A similar theory had been developed in [6] for regular Sturm-Liouville series. This in turn was an extension of the results found in [3] to the case of real singularities.
2. Preliminaries. We consider singular Sturm-Liouville problems of the form

$$
\begin{equation*}
y^{\prime \prime}+(\lambda-q(x)) y=0 \tag{2.1}
\end{equation*}
$$

with boundary conditions

$$
\begin{align*}
& y(0) \cos \alpha+y^{\prime}(0) \sin \alpha=0, \\
& |y(\infty)|<\infty . \tag{2.2}
\end{align*}
$$

[^22]Let $\phi(x, \lambda)$ be a solution of (2.1) such that

$$
\phi(0, \lambda)=\sin \alpha, \quad \phi^{\prime}(0, \lambda)=-\cos \alpha .
$$

We shall suppose that $q(x) \in L^{1}(0, \infty)$ and is holomorphic in the right half plane. Hence the negative portion of the spectrum of the problem (2.1), (2.2) is discrete and bounded below, and can be ignored for most of what we shall do.

We shall be interested in Sturm-Liouville expansions of the form

$$
\begin{equation*}
f(x) \sim \int_{-\infty}^{\infty} F(\lambda) \phi(x, \lambda) d \rho(\lambda) \tag{2.3}
\end{equation*}
$$

where $F(\lambda)$ is a continuous function of polynomial growth and where $\rho(\lambda)$ is the spectral measure. In this case the integral in (2.3) does not exist in the usual sense but must be interpreted as a generalized inverse Fourier transform of a generalized function. Similarly $f(x)$ will not necessarily be an ordinary function but rather a generalized function belonging to a particular space.
2.1. A space of generalized functions. Let $A_{0}$ denote $L^{2}(0, \infty)$ and let $A_{1}$ be the space of those functions $\phi \in L^{2}(0, \infty)$ whose derivative is absolutely continuous such that

$$
\phi^{\prime \prime}-q \phi \in L^{2}(0, \infty), \quad \phi(0) \cos \alpha+\phi^{\prime}(0) \sin \alpha=0
$$

and successively,

$$
\begin{aligned}
& A_{n+1}=\left\{\phi \in L^{2}(0, \infty) \mid \phi^{(2 n+1)}\right. \text { is absolutely continuous, } \\
& \left.\quad\left(D^{2}-q\right) \phi \in A_{n}, \phi(0) \cos \alpha+\phi^{\prime}(0) \sin \alpha=0\right\} .
\end{aligned}
$$

Then

$$
A=\bigcap_{n=0}^{\infty} A_{n}
$$

is a linear space contained in $L^{2}(0, \infty)$ topologized by the countable family of seminorms given by

$$
\rho_{k}(\phi)=\left\|\left(D^{2}-q\right)^{k} \phi\right\|_{2} .
$$

Proposition 2.1. Let $\psi$ be in $A$ and let $\Psi(\lambda)$ be its generalized Fourier transform

$$
\begin{equation*}
\Psi(\lambda)=1 . \operatorname{i.m} . \int_{0}^{N} \psi(x) \phi(x, \lambda) d x \tag{2.4}
\end{equation*}
$$

then the eigenfunction expansion of $\psi$

$$
\begin{equation*}
\int_{-\infty}^{\infty} \Psi(\lambda) \phi(x, \lambda) d \rho(\lambda) \tag{2.5}
\end{equation*}
$$

converges to $\psi$ in the sense of $A$. Furthermore

$$
\lambda^{p} \Psi(\lambda) \in L^{2}(\rho), \quad p>0 .
$$

Proof. Let $\psi_{N}$ be given by

$$
\psi_{N}(x)=\int_{-N}^{N} \Psi(\lambda) \phi(x, \lambda) d \rho(\lambda)
$$

Then $\psi_{N} \in L^{2}(0, \infty)\left(\left[5\right.\right.$, p. 131]) as is $\left(D^{2}-q\right)^{k} \psi_{N}$ for each integer $k \geqq 0$, since $\lambda^{k} \Psi(\lambda) \chi_{[-N, N]}$, (where $\chi_{[-N, N]}$ is the characteristic function of [ $\left.-N, N\right]$ ) is also in $L^{2}(\rho)$. By the expansion theorem for Sturm-Liouville problems ([5, p. 130])

$$
\left(D^{2}-q\right)^{k} \psi_{N} \rightarrow\left(D^{2}-q\right)^{k} \psi \quad\left(L^{2}\right)
$$

Hence $\psi_{N} \rightarrow \psi$ in the sense of $A$. The second conclusion follows similarly.
We now consider the dual space $A^{\prime}$ of $A$. Clearly $L^{2}(0, \infty) \subset A^{\prime}$ and $A$ contains $S(0, \infty)$, the space of all $C^{\infty}$-functions with support in a closed half line in $(0, \infty)$ and which with their derivatives are rapidly decreasing at $\infty$. Since convergence in $S$ implies convergence in $A, S^{\prime}$ contains $A^{\prime}$. That is, the elements of $A^{\prime}$ are tempered distributions on $(0, \infty)$. Similarly $A^{\prime}$ contains $E_{+}^{\prime}$ the space of distributions of compact support on $(0, \infty)$.

Proposition 2.2. Let $f \in E_{+}^{\prime}$ and let $F(\lambda)$ be its generalized Fourier transform

$$
\begin{equation*}
F(\lambda)=\langle f, \phi(\cdot, \lambda)\rangle \tag{2.6}
\end{equation*}
$$

then the restriction of $F$ to $(0, \infty)$ is a continuous function of polynomial growth.
Proof. Since $f \in A^{\prime}$, it must belong to the dual space $A_{k}^{\prime}$ of one of the $A_{k}$ 's ( $[2, \mathrm{p}$. 11]). Hence $f=\left(D^{2}-q\right)^{k} G$ for some $G \in L^{2}$ since $\langle f, \varphi\rangle=\left\langle G,\left(D^{2}-q\right)^{k} G\right\rangle$ and $G \in A_{0}^{\prime}$ $=L^{2}$. Since $f$ has compact support, $G$ satisfies

$$
\left(D^{2}-q\right)^{k} G=0
$$

in $(0, a) \cup(b, \infty)$ for some $0<a<b$. Let $\chi$ be the characteristic function of $(a / 2,2 b)$. Then we have

$$
\begin{aligned}
f & =\left(D^{2}-q\right)^{k} G=\left(D^{2}-q\right)^{k}[G \chi]+\left(D^{2}-q\right)^{k}[G(1-\chi)] \\
& =\left(D^{2}-q\right)^{k} G_{1}+\left(D^{2}-q\right)^{k-1}\left[\left(\left(D^{2}-q\right) G\right)(1-\chi)+2 D G D(1-\chi)+G D^{2}(1-\chi)\right] \\
& =\left(D^{2}-q\right)^{k} G_{1}+\sum_{i=0}^{2 k-1}\left(c_{i} \delta_{a / 2}^{(i)}+d_{i} \delta_{2 b}^{(i)}\right)(-1)^{i}
\end{aligned}
$$

where $G_{1}=G \chi$ has compact support and $\delta_{\alpha}^{(i)}(x)=\delta^{(i)}(x-\alpha)$. Therefore we have

$$
\begin{aligned}
F(\lambda) & =\left\langle\left(D^{2}-q\right)^{k} G_{1}, \phi(\cdot, \lambda)\right\rangle+\sum_{i=0}^{2 k-1} c_{i} \phi^{(i)}\left(\frac{a}{2}, \lambda\right)+d_{i} \phi^{(i)}(2 b, \lambda) \\
& =\left\langle G_{1},\left(D^{2}-q\right)^{k} \phi(\cdot, \lambda)\right\rangle+O\left(\lambda^{k-1 / 2}\right) \\
& =(-\lambda)^{k}\left\langle G_{1}, \phi(\cdot, \lambda)\right\rangle+O\left(\lambda^{k-1 / 2}\right)
\end{aligned}
$$

by the asymptotic formula for $\phi$ [5, p. 206]. Thus the conclusion follows.
For $f$ in $A^{\prime}$ we cannot use (2.6) as the definition of the generalized Fourier transform since $\phi(x, \lambda) \notin A$. However we can use another property which is consistent with Parseval's relation.

Definition 2.1. Let $f=\left(D^{2}-q\right)^{k} G$ be an element of $A^{\prime}$ where $G \in L^{2}(0, \infty)$. Then the generalized Fourier transform $F$ of $f$ is given by

$$
\begin{equation*}
F(\lambda)=(-\lambda)^{k} \operatorname{li.i.m.~}_{M \rightarrow \infty} \int_{0}^{M} G(x) \phi(x, \lambda) d x \tag{2.7}
\end{equation*}
$$

If $G \in L^{1}(0, \infty)$ as well, then $f$ is called admissible.

Proposition 2.3. Let $f \in A^{\prime}$ and let $F_{1}(\lambda)$ be the restriction of its generalized Fourier transform to positive values of $\lambda$. Then
(i) for admissible $f F_{1}(\lambda)$ is a continuous function of polynomial growth;
(ii) the eigenfunction expansion of $f$ converges to $f$ in the sense of $A^{\prime}$.

Proof. Since $\phi(x, \lambda)$ is bounded for $x \in(0, \infty), F(\lambda)$ is at most of polynomial growth by (2.7). The continuity follows from the expression ([5, p. 206])

$$
\begin{align*}
\phi(x, \lambda)= & \sin \alpha \cos \sqrt{\lambda} x-\cos \alpha \frac{\sin \sqrt{\lambda} x}{\sqrt{\lambda}}  \tag{2.8}\\
& +\frac{1}{\sqrt{\lambda}} \int_{0}^{x} \sin \sqrt{\lambda}(x-t) q(t) \phi(t, \lambda) d t
\end{align*}
$$

Now we let $F(\lambda)$ be a continuous function of polynomial growth; then $f_{N}$ given by

$$
f_{N}(t)=\int_{-N}^{N} F(\lambda) \phi(t, \lambda) d \rho(\lambda)=\int_{-\infty}^{\infty} F_{N}(\lambda) \phi(t, \lambda) d \rho(\lambda)
$$

belongs to $L^{2}(0, \infty)$ and hence $A^{\prime}$. Furthermore

$$
\begin{equation*}
\left\langle f_{N}, \phi\right\rangle=\int_{-\infty}^{\infty} F_{N}(\lambda) \Phi(\lambda) d \rho(\lambda) \rightarrow \int_{-\infty}^{\infty} F(\lambda) \Phi(\lambda) d \rho(\lambda) \tag{2.9}
\end{equation*}
$$

where the integral converges by Proposition 2.1. But this is just the eigenfunction expansion of $f$ if $F(\lambda)$ is as in (2.7).
2.2. Analytic representations. The analytic representation of a function $h \in$ $L^{2}(-\infty, \infty)$ is given by

$$
\begin{equation*}
\hat{h}(z)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{h(x)}{x-z} d x, \quad \operatorname{Im} z \neq 0 . \tag{2.10}
\end{equation*}
$$

This can be extended to $S^{\prime}$ by using the inverse Fourier transform $\mathscr{F}^{-1}$

$$
\hat{h}(z)= \begin{cases}\int_{0}^{\infty} e^{i z s}\left(\mathscr{F}^{-1} h\right)(s) d s, & \operatorname{Im} z>0 \\ \int_{-\infty}^{0} e^{i z s}\left(\mathscr{F}^{-1} h\right)(s) d s, & \operatorname{Im} z<0\end{cases}
$$

(See [1].) In our case we have, for $\lambda=s^{2}$,

$$
\hat{g}(z)= \begin{cases}\int_{0}^{\infty} e^{i z s} F\left(s^{2}\right) d s, & \operatorname{Im}>0  \tag{2.11}\\ 0, & \operatorname{Im} z<0\end{cases}
$$

This $\hat{g}$ is the analytic representation of a tempered distribution $g \in S^{\prime}$. It is related to the element $f \in A^{\prime}$ through its Fourier transform $F$ which is the same as the generalized Fourier transform of $f$, i.e. $\mathscr{F}(g)=F\left(s^{2}\right)$ and $F\left(s^{2}\right)=\left\langle f, \phi\left(\cdot, s^{2}\right)\right\rangle$.

In order to construct an analytic representation of $f$ we use another solution to (2.1), namely

$$
\psi^{ \pm}(z, \lambda)=\phi(z, \lambda) \int_{ \pm i \infty}^{z} \frac{d(\lambda)}{\phi^{2}\left(z^{\prime}, \lambda\right)} d z^{\prime}
$$

where $+i \infty$ is used for $\operatorname{Im} z>0$, $-i \infty$ for $\operatorname{Im} z<0$, and $d(\lambda)$ is a constant to be determined. We shall assume that the behavior of $\phi(z, \lambda)$ is similar to its upper bound off the real axis.

Assumption 1.

$$
\left|\phi\left(z, s^{2}\right)\right| \sim e^{|\operatorname{IIm} z s|}, \quad s \text { real } \quad(\text { see }[5])
$$

Then $\left|\psi^{+}\left(z, s^{2}\right)\right| \leqq A e^{-s \operatorname{Im} z}, s$ real, $\operatorname{Im} z>0$. Since $q$ is assumed holomorphic in the right half plane, $\psi^{ \pm}$is also holomorphic there. The function $\psi^{+}(x)-\psi^{-}(x)$ is also a solution to (2.1) on the real axis. It is related to $\phi$ by

$$
\begin{aligned}
\psi^{+}(x, \lambda)-\psi^{-}(x, \lambda) & =\phi(x, \lambda)\left\{\int_{i \infty}^{x} \frac{c(\lambda)}{\phi^{2}(x, z)} d z-\int_{-i \infty}^{x} \frac{c(\lambda)}{\phi^{2}(x, z)} d z\right\} \\
& =\phi(x, \lambda)
\end{aligned}
$$

provided

$$
c^{-1}(\lambda)=\int_{+i \infty}^{-i \infty} \frac{1}{\phi^{2}(z, \lambda)} d z
$$

This is independent of the contour since the Wronskian of $\psi^{+}-\psi^{-}$with $\phi$ is zero. Thus we may take $\psi^{+}\left(\psi^{-}\right)$to be the analytic representation of $\phi(x, \lambda)$ in the upper (lower) half plane respectively.

The usual analytic representation of $\phi$ given by (2.10) exists as well provided the integral is l.i.m.

From this we get an analytic representation for $f \in A^{\prime}$ given by

$$
\hat{f}^{ \pm}(z)=\int_{-\infty}^{\infty} F(\lambda) \psi^{ \pm}(z, \lambda) d \rho(\lambda)
$$

which converges for $|\operatorname{Im} z|$ sufficiently large.
3. Associated kernels. It was shown in [7] that the kernels

$$
\begin{equation*}
K(t, z)=\int_{0}^{\infty} \phi\left(t, s^{2}\right) e^{-i s z} d \rho\left(s^{2}\right), \quad \operatorname{Im} z<0, \quad 0<t \tag{3.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
L(t, z)=\int_{0}^{\infty} \phi\left(t, s^{2}\right) e^{i s z} d s, \quad \operatorname{Im} z>0, \quad 0<t \tag{3.1b}
\end{equation*}
$$

are holomorphic in the lower (resp. upper) half plane and may be continued to the real axis except possibly at the point $z= \pm t$. The analytic representations of each, $\hat{K}$ and $\hat{L}$, may be shown to be singular at most at the same values as well. Indeed $K(t, z) \in$ $L^{2}(0, \infty)$ for $\operatorname{Im} z<0$ as a function of $t$ and

$$
\begin{equation*}
\hat{K}(w, z)=\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{K(t, z)}{t-w} d t \tag{3.2}
\end{equation*}
$$

is holomorphic for $\operatorname{Im} z<0, \operatorname{Im} w \neq 0$. It may be continued for $w$ fixed in the upper half plane to any value of $z$ except possibly $z= \pm w$ by deforming the contour of integration.

The same is true for $\hat{L}(w, z)$. Hence both are holomorphic in $C^{2}$ except possibly on $w=0$ and $z= \pm w$.

Another analytic representation of these kernels is obtained by using $\psi^{ \pm}$in place of $\phi$. We have

$$
\hat{K}^{ \pm}(w, z)=\int_{0}^{\infty} \psi^{ \pm}\left(w, s^{2}\right) e^{-i s z} d \rho\left(s^{2}\right)
$$

which differs from $\hat{K}$ by a function holomorphic in $\{(w, z) \mid \operatorname{Re} w>0\}$ and similarly for $\hat{L}^{ \pm}(w, z)$.
4. Relation between $\boldsymbol{f}$ and $\boldsymbol{g}$ and their analytic representations. For the same coefficient function $F(\lambda)$ we have on the one hand, formally,

$$
\begin{equation*}
f(t)=\int_{-\infty}^{\infty} \phi(t, \lambda) F(\lambda) d \rho(\lambda) \tag{4.1}
\end{equation*}
$$

where $f \in A^{\prime}$, and on the other

$$
\begin{equation*}
g(x)=\int_{0}^{\infty} e^{i x s} F\left(s^{2}\right) d s \tag{4.2}
\end{equation*}
$$

where $g \in S^{\prime}$. Both integrals must be interpreted as the limits in an appropriate sense, (namely $A^{\prime}$ and $S^{\prime}$ ) of the functions obtained by truncating $F$ to its value on bounded intervals. But $F(\lambda)$ may be obtained from $f$ by using the fact that $f=\left(\left(D^{2}-q\right)^{2}+1\right)^{p} G$ where $G \in L^{2}$ is given by

$$
G(t)=\int_{-\infty}^{\infty} \phi(t, \lambda) \frac{F(\lambda)}{\left(\lambda^{2}+1\right)^{p}} d \rho(\lambda)
$$

If $p$ is chosen sufficiently large, $F(\lambda) /\left(\lambda^{2}+1\right)^{p} \in L^{2}(\rho)$ and hence $G(t) \in L^{2}$ and the usual inversion theorem holds

$$
\begin{equation*}
\frac{F(\lambda)}{\left(\lambda^{2}+1\right)^{p}}=1 . \mathrm{i.m} . \int_{N \rightarrow \infty}^{N} \phi(t, \lambda) G(t) d t \tag{4.3}
\end{equation*}
$$

The analytic representation of $g(x)$ is also given by (4.2) with $x$ replaced by the complex variable $z$. We now replace $F$ by the expression (4.3)

$$
\hat{g}(z)=\int_{0}^{\infty} e^{i s z}\left(s^{4}+1\right)^{p} \int_{0}^{\infty} \phi\left(t, s^{2}\right) G(t) d t d s
$$

For $\operatorname{Im} z>0, e^{i s z}\left(s^{4}+1\right)^{p} \in L^{2}$ and hence this integral exists. It may also be given by

$$
\begin{align*}
\hat{g}(z) & =\left(D_{z}^{4}+1\right)^{p} \int_{0}^{\infty} \int_{0}^{\infty} e^{i s z} \phi\left(t, s^{2}\right) d s G(t) d t  \tag{4.4}\\
& =\left(D_{z}^{4}+1\right)^{p} \int_{0}^{\infty} L(t, z) G(t) d t \\
& =\left(D_{z}^{4}+1\right)^{p} \int_{0}^{\infty} L(t, z)(\hat{G}(t+i 0)-\hat{G}(t-i 0)) d t \\
& =\left(D_{z}^{4}+1\right)^{p}\left(\int_{c^{+}}-\int_{c^{-}}\right) L(w, z) \hat{G}(w) d w, \quad \operatorname{Im} z>0
\end{align*}
$$

where $\hat{G}$ is the usual analytic representation of $G$ and $c^{+}, c^{-}$are contours from 0 to $\infty$ lying respectively in the upper and lower half plane.

To go in the other direction we first use the fact that

$$
\begin{equation*}
\hat{f}(z)=\int_{0}^{\infty} \psi^{ \pm}\left(z, s^{2}\right) F\left(s^{2}\right) d \rho\left(s^{2}\right) \tag{4.5}
\end{equation*}
$$

Since

$$
F\left(s^{2}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} g(x) e^{-i x s} d x
$$

we have by interchanging the order of integration

$$
\begin{align*}
\hat{f}(z) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} g(x) \int_{0}^{\infty} \psi^{ \pm}\left(z, s^{2}\right) e^{-i x s} d \rho\left(s^{2}\right) d x  \tag{4.6}\\
& =\frac{1}{2 \pi}\left\langle g, \hat{K}^{ \pm}(z, \cdot)\right\rangle \\
& =\frac{1}{2 \pi} \int_{c^{+}} \hat{K}^{ \pm}(z, w) \hat{g}(w) d w
\end{align*}
$$

where $c^{+}$is a contour in the upper half plane.
5. The singularity theorem. The main result can now be given.

Theorem. Let $f \in A^{\prime}$ and admissible, let $F(\lambda)$ be the generalized Fourier transform of $f$; then the analytic representation of $f$ is singular at $t=\alpha>0$ if and only if $\hat{g}(z)$ given by

$$
\hat{g}(z)=\int_{0}^{\infty} e^{i s z} F\left(s^{2}\right) d s
$$

is singular at $\alpha$ or $-\alpha$.
Proof. For $f \in A^{\prime}$ we have

$$
f(t)=1 . \operatorname{i.m} . \int_{-N}^{N} F(\lambda) \phi(t, \lambda) d \rho(\lambda)
$$

where the limit is in the sense of $A^{\prime}$. Since the negative part of the spectrum is discrete and bounded below, we may express $f$ as

$$
\begin{align*}
f(t) & =\int_{-\infty}^{0} F(\lambda) \phi(t, \lambda) d \rho(\lambda)+\int_{0}^{\infty} F(\lambda) \phi(t, \lambda) d \rho(\lambda)  \tag{5.1}\\
& =m(t)+f_{1}(t)
\end{align*}
$$

where $m$ is holomorphic for $\operatorname{Re} t>0$ and $f_{1} \in A^{\prime}$.
Clearly $\hat{f}(z)$ and $\hat{f}_{1}(z)$ the analytic representations of $f$ and $f_{1}$ respectively, are singular at the same points in $\operatorname{Re} z>0$.

Let us suppose that $\hat{f}$ has an isolated singularity at $z=\alpha$ on the positive real axis. Then either $\hat{G}(\alpha+i 0)$ or $\hat{G}(\alpha-i 0)$ of (4.4) is singular there as well, say $\hat{G}(\alpha+i 0)$. Then

$$
\begin{equation*}
\int_{c^{+}} L(w, z) \hat{G}(w) d w \tag{5.2}
\end{equation*}
$$

is holomorphic for $\operatorname{Im} z>0$. It may be continued to Real $z$ for all values except the singularities of $\hat{G}$ or their negatives (since $L(w, z)$ has singularities at most at $z= \pm w$ ) by deforming the contour $c^{+}$. The same is true for $c^{-}$. Hence the only possible singular point of $\hat{g}(z)$ is at $z= \pm \alpha$. Since $\hat{g}(z)=0$ for $\operatorname{Im} z<0$, no possible singularities arise there.

Now suppose $\hat{g}(w)$ has an isolated singularity at $\beta \neq 0$. Then by (4.6) for $\operatorname{Im} z<0$, $\hat{f}(z)$ may be continued to the entire real axis since $\hat{K}^{-}(z, w)$ has singularities only at $w= \pm z$, and the contour lies above the $x$-axis. For $\operatorname{Im} z>0, \hat{f}(z)$ may be continued to the real axis by again deforming the contour except at whichever of $\beta$ or $-\beta$ is positive.

Hence if $\hat{f}$ is singular at $t=\alpha$, $\hat{g}$ must be singular at least at $-\alpha$ and $\alpha$ since if it were not, $\hat{f}$ would not be singular at $t=\alpha$

Example 1. $q(x)=0$.
a) $\alpha=\pi / 2, \phi(x, s)=\cos x s, d \rho(\lambda)=d s$.

For $F\left(s^{2}\right)=e^{i a s} s^{\nu-1}, a, s>0, \operatorname{Re} \nu>0$, we have $f \in A^{\prime}$ given by

$$
f(x)=\int_{0}^{\infty} e^{i a s_{s}^{\nu-1}} \cos x s d s
$$

where the integral converges in the sense of $A^{\prime}$. The integral converges locally as well to the function

$$
f(x)=\frac{\Gamma(\nu)}{2(-1)^{\nu}}\left\{(x-a)^{-\nu}+(x+a)^{-\nu}\right\} .
$$

The analytic representation $\hat{f}$ of $f$ has a singularity on $[0, \infty)$ at most at $x=a$. Since $\psi^{ \pm}(z, s)$ can be calculated explicitly in this case,

$$
\psi^{ \pm}(z, s)= \pm \frac{e^{ \pm i s z}}{2}
$$

we can also find $\hat{f}$ explicitly:

$$
\hat{f}^{ \pm}(z)= \pm \frac{\Gamma(\nu)}{2(-1)^{\nu}}(a \pm z)^{-\nu}
$$

with + or - corresponding to $\operatorname{Im} z>0$ or $\operatorname{Im} z<0$. The corresponding $\hat{g}$ is

$$
\hat{g}(z)=\int_{0}^{\infty} e^{i a s} s^{\nu-1} e^{i s z} d s= \begin{cases}\frac{\Gamma(\nu)}{(-1)^{\nu}}(z+a)^{-\nu}, & \operatorname{Im} z>0 \\ 0, & \operatorname{Im} z<0\end{cases}
$$

which agrees with the theorem of $\S 5$.
b) $0 \neq \alpha \neq \pi / 2, \quad \phi(x, s)=\sin \alpha \cos x s-(\cos \alpha / s) \sin x s, \quad d \rho(\lambda)=2 s \rho^{\prime}(s) d s=$ $(1 / \pi)\left\{2 s^{2} /\left(\cos ^{2} \alpha+s^{2} \sin ^{2} \alpha\right)\right\} d s$.

For $F\left(s^{2}\right)=\pi\left(\cos ^{2} \alpha+s^{2} \sin ^{2} \alpha\right) s^{\mu}, \operatorname{Re} \mu>-2$, we have $f \in A^{\prime}$ given locally by

$$
\begin{aligned}
f(x)= & \frac{1}{\pi} \int_{0}^{\infty} F\left(s^{2}\right) \phi(x, s) 2 s \rho^{\prime}(s) d s \\
= & 2 \int_{0}^{\infty} \sin \alpha \cos x s s^{\mu+2} d s \\
& -2 \cos \alpha \int_{0}^{\infty} \sin x s s^{\mu+1} d s \\
= & 2 \sin \alpha \Gamma(\nu+3) \cos \frac{((\nu+3) \pi)}{2} x^{-\mu-3} \\
& -2 \cos \alpha \Gamma(\nu+2) \sin \frac{((\nu+2) \pi)}{2} x^{-\mu-2}
\end{aligned}
$$

Thus $\hat{f}^{ \pm}(z)$ has singularities at most $z=0$. Similarly $\hat{g}(z)$ can be found to be

$$
\hat{g}(z)=\cos ^{2} \alpha \frac{\Gamma(\mu+1)}{(-1)^{\mu+1}} z^{-\mu-1}+\sin ^{2} \alpha \frac{\Gamma(\mu+3)}{(-1)^{\mu+3}} z^{-\mu-3}
$$

for $\operatorname{Im} z>0$.
Example 2. $q(x)=\left(\nu^{2}-1 / 4\right) / x^{2}, \nu>1, \phi(x, s)=\sqrt{x} J_{\nu}(x s), d \rho(\lambda)=s d s$.
a) $F\left(s^{2}\right)=s^{\mu-2}, \operatorname{Re}(\mu+\nu)-1>0, \mu>1$.

Then $f \in A^{\prime}$ is given locally by

$$
f(x)=\int_{0}^{\infty} s^{\mu-1} \sqrt{x} J_{\nu}(x s) d s=\frac{\Gamma((\mu+\nu) / 2) 2^{\mu-1}}{\Gamma((\nu-\mu) / 2+1) x^{\mu-1 / 2}},
$$

while

$$
\hat{g}(z)= \begin{cases}\frac{\Gamma(\mu-1)}{(-1)^{\mu-1}} z^{1-\mu}, & \operatorname{Im} z>0 \\ 0, & \operatorname{Im} z<0\end{cases}
$$

b) $F\left(s^{2}\right)=s^{\nu-1} \sin a s$.

Then

$$
\begin{aligned}
f(x) & =\int_{0}^{\infty} s^{\nu-1 / 2} \sin a s \sqrt{s x} J_{\nu}(s x) d s \\
& =\frac{\sqrt{\pi} 2^{\nu} x^{\nu+1 / 2}}{\Gamma(1 / 2 \nu)\left(a^{2}-x^{2}\right)^{\nu+1 / 2}} \chi_{[0, a)}(x)
\end{aligned}
$$

where $\chi_{[0, a)}$ is the characteristic function of $[0, a)$. Now

$$
\hat{g}(z)= \begin{cases}\frac{|z+a|^{-\nu}-|z-a|^{-\nu} \operatorname{sgn}(z-a)}{4 \Gamma(1-\nu) \cos (\nu \pi / 2)}+i \frac{|z-a|^{-\nu}|z+a|^{-\nu}}{4 \Gamma(1-\nu) \sin (\nu \pi / 2)}, & \operatorname{Im} z>0 \\ 0, & \operatorname{Im} z<0\end{cases}
$$
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#### Abstract

The $q$-Pollaczek polynomials are orthogonal polynomials having a generating function of the form $A(t) \prod_{k=0}^{\infty} F\left(x, t q^{k}\right)=\sum_{n=0}^{\infty} P_{n}(x) t^{n}$, where $F(x, t)=[1-x H(t)] /[1-x K(t)]$ and $A(t), H(t)$ and $K(t)$ are formal power series with $H(0)=K(0)=0, A(0) H^{\prime}(0) K^{\prime}(0) \neq 0$. We determine all orthogonal polynomials having generating functions of this form. We find that in addition to the $q$-Pollaczek polynomials, there are two other sets that are closely related to the $q$-Pollaczek polynomials.
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1. Introduction. In the characterization of a class of orthogonal polynomials having a certain "convolution structure" [2], we were led to generating functions of the form

$$
\begin{equation*}
\prod_{k=0}^{\infty} \frac{1-a t q^{k}+b t^{2} q^{2 k}}{1-x t q^{k}+c t^{2} q^{2 k}}=\sum_{n=0}^{\infty} P_{n}(x) t^{n} \tag{1.1}
\end{equation*}
$$

in which the $P_{n}(x)$ are orthogonal polynomials. These polynomials are special cases of certain orthogonal ${ }_{4} \phi_{3}$ polynomials (" $q$-Askey-Wilson polynomials") studied by Askey and Wilson and the orthogonality relations for $|q|<1$ can be obtained from those given in [6]. These relations are rederived by Askey and Ismail in [5] and the orthogonality relations are also given for $|q|>1$ in those cases where the associated Hamburger moment problem is determined. Andrews and Askey [4] have recently conjectured that the only generating functions of the form

$$
\begin{equation*}
A(t) \prod_{k=0}^{\infty}\left[1-x K\left(t q^{k}\right)\right]^{-1}=\sum_{n=0}^{\infty} P_{n}(x) t^{n} \tag{1.2}
\end{equation*}
$$

in which $\left\{P_{n}(x)\right\}$ is a sequence of orthogonal polynomials are (after change of variables and renormalization) the ones we found in [2].

Independently, in a private communication, Askey suggested to one of us that it would be interesting to characterize those orthogonal polynomials that have generating functions of the form

$$
\begin{equation*}
A(t) \prod_{k=0}^{\infty}\left[1-x H\left(t q^{k}\right)\right]=\sum_{n=0}^{\infty} P_{n}(x) t^{n} . \tag{1.3}
\end{equation*}
$$

[^23]Al-Salam was able to find all orthogonal polynomials of the latter class and this suggested to him the further characterization problem of finding all orthogonal polynomials having generating functions of the form

$$
\begin{equation*}
A(t) \prod_{m=0}^{\infty} \frac{1-\delta x H\left(q^{m} t\right)}{1-\theta x K\left(q^{m} t\right)}=\sum_{n=0}^{\infty} P_{n}(x) t^{n} . \tag{1.4}
\end{equation*}
$$

When apprised of the latter, Askey noted that the $q$-Pollaczek polynomials have a generating function of this type. He pointed out that the $q$-Pollaczek polynomials can be defined (after a scale change of the independent variable: $x \rightarrow x / 2$ ) by the recurrence relation

$$
\begin{equation*}
\left(1-q^{n+1}\right) P_{n+1}(x)=\left[\left(1-a q^{n}\right) x+b q^{n}\right] P_{n}(x)-\left(1-c q^{n-1}\right) P_{n-1}(x), \tag{1.5}
\end{equation*}
$$

$P_{n}(x)=P_{n}(x ; a, b, c)$. They have the generating function

$$
\begin{equation*}
F(x ; q ; a, b, c ; t)=\prod_{k=0}^{\infty} \frac{1-(a x+b) t q^{k}+c t^{2} q^{2 k}}{1-x t q^{k}+t^{2} q^{2 k}}=\sum_{n=0}^{\infty} P_{n}(x) t^{n} . \tag{1.6}
\end{equation*}
$$

This can be written in the form (1.4) with

$$
\begin{aligned}
& A(t)=\prod_{k=0}^{\infty} \frac{1-b t q^{k}+c t^{2} q^{2 k}}{1+t^{2} q^{2 k}} \\
& H(t)=\left(1-b t+c t^{2}\right)^{-1} \\
& K(t)=\left(1+t^{2}\right)^{-1}
\end{aligned}
$$

Askey suggested that these were essentially the only orthogonal polynomials having such generating functions. These polynomials were initially studied by Askey and Ismail and the orthogonality measures have now been found in most cases. The special case of the symmetric polynomials $(b=0)$ is discussed thoroughly for $0<q<1$ by Askey and Ismail in their memoir [5]. For the general case, weight functions have been obtained for all cases where the spectrum is continuous by Charris and Ismail [8]. These authors also discuss a sieved version of the Pollaczek polynomials which can be obtained from the $q$-Pollaczek polynomials by letting $q \rightarrow$ a root of unity.

In this paper, we will investigate Askey's suggestion by looking for all cases where (1.4) generates orthogonal polynomials. We will show that the initial conjecture of Andrews and Askey concerning (1.2) is correct and that in the general case (1.4) with $\delta \boldsymbol{\theta} \neq 0$, Askey's conjecture is nearly right. However there are two exceptional cases closely related to the $q$-Pollaczek polynomials. We mention that the different but related generating function

$$
A(t) \prod_{n=0}^{\infty}\left[1-x K(t) q^{n}\right]^{-1}=\sum_{n=0}^{\infty} P_{n}(x) t^{n}
$$

was studied by Ismail [11] who found all cases where the $P_{n}(x)$ are orthogonal polynomials.
2. General necessary conditions. We study the polynomial generating function

$$
\begin{equation*}
G(x, t)=A(t) \prod_{k=0}^{\infty} \frac{1-\delta x H\left(t q^{k}\right)}{1-\theta x K\left(t q^{k}\right)}=\sum_{n=0}^{\infty} Q_{n}(x) t^{n} \tag{2.1}
\end{equation*}
$$

where $0<|q|<1,|\delta|+|\theta|>0$, and

$$
\begin{align*}
& A(t)=\sum_{m=0}^{\infty} a_{m} t^{m}  \tag{2.2}\\
& H(t)=\sum_{m=1}^{\infty} h_{m} t^{m} \\
& K(t)=\sum_{m=1}^{\infty} k_{m} t^{m}
\end{align*}
$$

and we assume that $\left\{Q_{n}(x)\right\}$ is a sequence of orthogonal polynomials. In particular, $Q_{n}(x)$ must be of precise degree $n$ and there is no loss of generality if we take

$$
\begin{equation*}
a_{0}=1, \quad h_{1}=k_{1}=1 \tag{2.3}
\end{equation*}
$$

and for convenience we also write

$$
\begin{equation*}
h_{0}=k_{0}=0 . \tag{2.4}
\end{equation*}
$$

Now considering (2.1), replace $x$ by $x^{-1}, t$ by $x t$. Upon letting $x \rightarrow 0$, we obtain

$$
A(0) \prod_{m=0}^{\infty} \frac{1-\delta q^{m} t}{1-\theta q^{m} t} \sum_{n=0}^{\infty} b_{n} t^{n}
$$

where $b_{n}$ denotes the leading coefficient of $Q_{n}(x)$. This yields

$$
\begin{equation*}
b_{n}=\frac{(\delta / \theta ; q)_{n} \theta^{n}}{(q ; q)_{n}} \tag{2.5}
\end{equation*}
$$

Here we use the usual notation,

$$
(a ; q)_{0}=1, \quad(a ; q)_{n}=(1-a)(1-a q) \cdots\left(1-a q^{n-1}\right) \quad \text { for } n>0
$$

It then follows that the three-term recurrence relation for these polynomials has the form

$$
\begin{equation*}
\left(1-q^{n+1}\right) Q_{n+1}(x)=\left[\left(\theta-\delta q^{n}\right) x+\beta_{n}\right] Q_{n}(x)-\gamma_{n} Q_{n-1}(x) \tag{2.6}
\end{equation*}
$$

From (2.1), we have that $Q_{n}(0)=a_{n}$ so

$$
\begin{equation*}
\left(1-q^{n+1}\right) a_{n+1}=\beta_{n} a_{n}-\gamma_{n} a_{n-1}, \quad n \geqq 1 \tag{2.7}
\end{equation*}
$$

Next we set

$$
\mathscr{A}(t)=\frac{A(q t)}{A(t)}=\sum_{n=0}^{\infty} \alpha_{n} t^{n} .
$$

We then have

$$
G(x, q t)=\mathscr{A}(t) \frac{1-\theta x K(t)}{1-\delta x H(t)} G(x, t)
$$

from which we obtain

$$
[1-\theta x K(t)] \sum_{m=0}^{\infty} \alpha_{m} t^{m} \sum_{n=0}^{\infty} Q_{n}(x) t^{n}=[1-\delta x H(t)] \sum_{n=0}^{\infty} Q_{n}(x) q^{n} t^{n}
$$

This can be expanded to

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{j=0}^{n} \alpha_{j} Q_{n-j}(x) t^{n}-\sum_{n=0}^{\infty} Q_{n}(x) q^{n} t^{n} \\
&=x\left[\theta K(t) \sum_{n=0}^{\infty} \sum_{j=0}^{n} \alpha_{j} Q_{n-j}(x) t^{n}-\delta H(t) \sum_{n=0}^{\infty} Q_{n}(x) q^{n} t^{n}\right]
\end{aligned}
$$

and this yields for $n>0$
(2.8) $q^{n} Q_{n}(x)-\sum_{j=0}^{n} \alpha_{j} Q_{n-j}(x)$

$$
=x\left[\delta \sum_{m=0}^{n-1} h_{m+1} Q_{n-m-1}(x) q^{n-m-1}-\theta \sum_{m=0}^{n-1} k_{m+1} \sum_{j=0}^{n-m-1} \alpha_{j} Q_{n-m-j-1}(x)\right] .
$$

We use the recurrence formula (2.6) to eliminate $\delta x q^{s} Q_{s}(x)$ from the right side of (2.8). The result is

$$
\begin{aligned}
q^{n} Q_{n}(x)- & \sum_{j=0}^{n} \alpha_{j} Q_{n-j}(x) \\
= & \sum_{i=0}^{n-1} h_{i+1}\left[\beta_{n-i-1} Q_{n-i-1}(x)-\gamma_{n-i-1} Q_{n-i-2}(x)-\left(1-q^{n-i}\right) Q_{n-i}(x)\right] \\
& -\theta x \sum_{r=0}^{n-1}\left[k_{r+1} \sum_{j=0}^{n-r-1} \alpha_{j} Q_{n-r-j-1}(x)-h_{r+1} Q_{n-r-1}(x)\right]
\end{aligned}
$$

which in turn yields
(2.9) $\quad \sum_{i=0}^{n} \alpha_{i} Q_{n-i}(x)=\theta x \sum_{i=0}^{n-1} F_{n, i}(x)-\beta_{n-1} Q_{n-1}(x)+\left(1-q^{n-1}\right) h_{2} Q_{n-1}(x)$

$$
-\sum_{j=0}^{n}\left[h_{j} \beta_{n-j}-h_{j-1} \gamma_{n-j+1}-h_{j+1}\left(1-q^{n-j}\right)\right] Q_{n-j}(x)
$$

where

$$
F_{n, i}(x)=k_{i+1} \sum_{j=0}^{n-i-1} \alpha_{j} Q_{n-i-j-1}(x)-h_{i+1} Q_{n-i-1}(x)
$$

Once again using (2.8), we eliminate the $x Q_{s}(x)$ terms from $x F_{n, i}(x)$ and obtain

$$
\begin{align*}
x F_{n, i}(x)= & \frac{k_{i+1}-h_{i+1}}{\theta-\delta q^{n-i-1}}\left(1-q^{n-i}\right) Q_{n-i}(x)  \tag{2.10}\\
& +\left[\frac{\alpha_{1} k_{i+1}\left(1-q^{n-i-1}\right)}{\theta-\delta q^{n-i-2}}-\frac{k_{i+1}-h_{i+1}}{\theta-\delta q^{n-i-1}} \beta_{n-i-1}\right] Q_{n-i-1}(x) \\
& +\left[\frac{\alpha_{2} k_{i+1}\left(1-q^{n-i-2}\right)}{\theta-\delta q^{n-i-3}}-\frac{\alpha_{1} k_{i+1} \beta_{n-i-2}}{\theta-\delta q^{n-i-2}}+\frac{k_{i+1}-h_{i+1}}{\theta-\delta q^{n-i-1}} \gamma_{n-i-1}\right] Q_{n-i-2}(x) \\
& +k_{i+1} \sum_{s=3}^{n-i} D_{s}(n, i) Q_{n-i-s}(x)
\end{align*}
$$

where

$$
D_{s}(n, i)=\frac{\alpha_{s}\left(1-q^{n-i-s}\right)}{\theta-\delta q^{n-i-s-1}}-\frac{\alpha_{s-1} \gamma_{n-i-s}}{\theta-\delta q^{n-i-+s}}+\frac{\alpha_{s-2} \gamma_{n-i-s+1}}{\theta-\delta q^{n-i-s+1}} .
$$

We next compare the coefficients of $Q_{n-1}(x)$ in (2.9) with the aid of (2.10) and find

$$
\alpha_{1}=\frac{\theta\left(\alpha_{1}+k_{2}-h_{2}\right)\left(1-q^{n-1}\right)}{\theta-\delta q^{n-2}}-\beta_{n-1}+\left(1-q^{n-1}\right) h_{2}, \quad n \geqq 1,
$$

so that

$$
\begin{equation*}
\beta_{n}=\frac{\theta\left(\alpha_{1}+k_{2}\right)-\delta h_{2} q^{n-1}}{\theta-\delta q^{n-1}}\left(1-q^{n}\right)-\alpha_{1}, \quad n \geqq 0 \tag{2.11}
\end{equation*}
$$

Similarly, comparison of the coefficients of $Q_{n-2}(x)$ yields

$$
\begin{align*}
\gamma_{n}= & \frac{\theta\left(\alpha_{1}+k_{2}\right)-\delta h_{2} q^{n-1}}{\theta-\delta q^{n-1}} \beta_{n-1}  \tag{2.12}\\
& \quad-\frac{\theta\left(\alpha_{2}+\alpha_{1} k_{2}+k_{3}\right)-\delta h_{3} q^{n-2}}{\theta-\delta q^{n-2}}\left(1-q^{n-1}\right)+\alpha_{2}, \quad n \geqq 1 .
\end{align*}
$$

As derived, (2.12) does not necessarily hold for $n=1$ but (2.7) can be used to obtain

$$
\gamma_{1}=-\frac{\alpha_{1}\left(\beta_{1}+\alpha_{1}\right)}{(1-q)}+\alpha_{2}
$$

and if (2.11) is used to eliminate $\beta_{1}$, this reduces to (2.12) for $n=1$. Finally, we equate coefficients of $Q_{n-s}(x)$ and obtain

$$
\begin{align*}
\alpha_{s}= & \left\{\theta \sum_{i=0}^{s} \alpha_{i} k_{s-i+1}-\delta h_{s+1} q^{n-s-1}\right\} \frac{1-q^{n-s}}{\theta-\delta q^{n-s-1}}  \tag{2.13}\\
& -\left\{\theta \sum_{i=0}^{s-1} \alpha_{i} k_{s-i}-\delta h_{s} q^{n-s}\right\} \frac{\beta_{n-s}}{\theta-\delta q^{n-s}} \\
& +\left\{\theta \sum_{i=0}^{s-2} \alpha_{i} k_{s-i-1}-\delta h_{s-1} q^{n-s+1}\right\} \frac{\gamma_{n-s+1}}{\theta-\delta q^{n-s+1}} .
\end{align*}
$$

One can verify directly that (2.13) remains valid for $n \geqq 1$ provided we interpret an empty sum as 0 .
3. The special cases where $\delta \boldsymbol{\delta}=\mathbf{0}$. We first take up the case $\delta=0$. We can then set $\theta=1$ without loss of generality so that (2.11) and (2.12) can be written

$$
\begin{equation*}
\beta_{n}=\beta-b q^{n}, \quad \gamma_{n}=\gamma-c q^{n-1} \tag{3.1}
\end{equation*}
$$

where

$$
\beta=k_{2}, \quad \gamma=k_{2}^{2}-k_{3}, \quad b=\alpha_{1}+k_{2}, \quad c=\alpha_{1}^{2}+\alpha_{1} k_{2}-\alpha_{2}-k_{3} .
$$

Setting $Q_{n}^{*}(x)=(q ; q)_{n} Q_{n}(x-\beta)$, we can write the recurrence formula (2.6) as

$$
\begin{equation*}
Q_{n+1}^{*}(x)=\left(x-b q^{n}\right) Q_{n}^{*}(x)-\left(\gamma-c q^{n-1}\right) Q_{n-1}^{*}(x) \tag{3.2}
\end{equation*}
$$

Thus the $Q_{n}^{*}(x)$ are the polynomials found by us in [2], the ones whose orthogonality relations were first found by Askey and Wilson (see the introduction). If $\gamma \neq 0$, these polynomials are special cases of the $q$-Pollaczek polynomials. If $\gamma=0$, these polynomials are the Al-Salam and Carlitz $q$-polynomials $U_{n}^{(a)}(x)$ (see [1], [8, p. 196]). The generating function given in [2] is

$$
\begin{equation*}
\phi(x, t)=\prod_{k=0}^{\infty} \frac{1-b t q^{k}+c t^{2} q^{2 k}}{1-x t q^{k}+t^{2} q^{2 k}}=\sum_{n=0}^{\infty} Q_{n}(x-\beta) t^{n} \tag{3.3}
\end{equation*}
$$

which is one of the right form.
It remains to show that the product representation in (3.3) is the only one of the form (2.1). We let $n \rightarrow \infty$ in (2.13) and obtain

$$
\begin{aligned}
& \alpha_{s}=\sum_{i=0}^{s} \alpha_{i} k_{s-i+1}-\beta \sum_{i=0}^{s-1} \alpha_{i} k_{s-i}+\gamma \sum_{i=0}^{s-2} \alpha_{i} k_{s-i-1}, \\
& \sum_{i=0}^{s-1} \alpha_{i}\left(k_{s-i+1}+\beta k_{s-i}-\gamma k_{s-i-1}\right)=0, \quad s \geqq 1 .
\end{aligned}
$$

Since $\alpha_{0} \neq 0$, it follows that

$$
k_{s+1}-\beta k_{s}+\gamma k_{s-1}=0, \quad s \geqq 1 .
$$

Together with the initial conditions $k_{0}=0, k_{1}=1$, this yields

$$
\begin{equation*}
K(t)=\frac{t}{1-\beta t+\gamma t^{2}} \tag{3.4}
\end{equation*}
$$

Thus

$$
1-x K(t)=\frac{1-(x+\beta) t+\gamma t^{2}}{1-\beta t+\gamma t^{2}}
$$

and this shows that the generating function (2.1) must be (3.3).
Next we let $\theta=0$ and take $\delta=1$. Now (2.11) and (2.12) reduce to

$$
\begin{equation*}
\beta_{n}=\beta-b q^{n}, \quad \gamma_{n}=\gamma-c q^{n-1} \tag{3.5}
\end{equation*}
$$

where

$$
b=h_{2}, \quad c=h_{2}^{2}-h_{3}, \quad \beta=h_{2}-\alpha_{1}, \quad \gamma=h_{2}^{2}-h_{3}-\alpha_{1} h_{2}+\alpha_{2} .
$$

Now (2.13) reads

$$
\alpha_{s}=-\left(1-q^{n-s}\right)\left[h_{s+1}-b h_{s}+c h_{s-1}\right]-\alpha_{1}\left(h_{s}-b h_{s-1}\right)-\alpha_{2} h_{s-1},
$$

from which we conclude

$$
\begin{align*}
& h_{s+1}-b h_{s}+c h_{s-1}=0, \quad s \geqq 1,  \tag{3.6}\\
& \alpha_{s}=-\alpha_{1} h_{s}+\left(b \alpha_{1}-\alpha_{2}\right) h_{s-1}, \quad s \geqq 1 . \tag{3.7}
\end{align*}
$$

For $s=1$ and 2 , (3.6) yields $\alpha_{1}=\alpha_{2}=0$; hence $\alpha_{s}=0$ for all $s \geqq 1$. Thus $A(t)=1$ and from (3.7) we find,

$$
\begin{equation*}
H(t)=\frac{t}{1-b t+c t^{2}} . \tag{3.8}
\end{equation*}
$$

The recurrence formula (2.6) becomes

$$
\begin{equation*}
\left(1-q^{n+1}\right) Q_{n+1}(x)=\left[-x q^{n}+\beta-b q^{n}\right] Q_{n}(x)-\left(\gamma-c q^{n-1}\right) Q_{n-1}(x) \tag{3.9}
\end{equation*}
$$

Comparing (3.9) with the recurrence formula (3.68) in Askey and Ismail's memoir [5], we see that (using their notation)

$$
\begin{equation*}
Q_{n}(x)=v_{n}(x+b ; q ; \beta, \gamma, c) \tag{3.10}
\end{equation*}
$$

For $\gamma \neq 0$ these polynomials are special cases of the $q$-Pollaczek polynomials. For $\gamma=0$, they can be transformed to the Al-Salam and Carlitz polynomials $V_{n}^{(a)}(x)$ ( $[1]$, [8, p. 196]). The generating function (2.1) determined by (3.8) is the one given by Askey and Ismail.
4. The case $\delta \theta \neq 0$. Turning now to the case $\delta \theta \neq 0$, we take $\theta=1$ without loss of generality.

Referring to (2.11) and (2.12), we first note the limits

$$
\begin{align*}
& \beta \equiv \lim _{n \rightarrow \infty} \beta_{n}=k_{2},  \tag{4.1}\\
& \gamma \equiv \lim _{n \rightarrow \infty} \gamma_{n}=k_{2}^{2}-k_{3} . \tag{4.2}
\end{align*}
$$

We let $n \rightarrow \infty$ in (2.13) and get exactly as we did in $\S 3$

$$
\begin{equation*}
K(t)=\frac{t}{1-\beta t+\gamma t^{2}} . \tag{4.3}
\end{equation*}
$$

Next we note that if we write $x=q^{n}$, (2.13) can be rewritten as

$$
\begin{align*}
\alpha_{s}= & \left(A_{s}-\delta q^{-s-1} h_{s+1} x\right) \frac{1-x q^{-s}}{1-\delta q^{-s-1} x}  \tag{4.4}\\
& -\left(B_{s}-\delta q^{-s} h_{s} x\right) \frac{\beta(x)}{1-\delta q^{-s} x} \\
& +\left(C_{s}-\delta q^{-s+1} h_{s-1} x\right) \frac{\gamma(x)}{1-\delta q^{-s+1} x}
\end{align*}
$$

where $A_{s}, B_{s}$, and $C_{s}$ are independent of $x, \beta(x)$ is obtained from (2.11):

$$
\begin{equation*}
\beta(x)=\frac{\left(\alpha_{1}+k_{2}-\delta h_{2} q^{-s-1} x\right)\left(1-q^{-s} x\right)}{1-\delta q^{-s-1} x}-\alpha_{1} \tag{4.5}
\end{equation*}
$$

and $\gamma(x)$ is similarly obtained from (2.12). Since $|q| \neq 0,1$, (4.4) is valid for infinitely many values of $x$ and hence it must be an identity in $x$. We therefore multiply both sides of (4.4) by $x^{-1}$ and let $x \rightarrow \infty$. We have

$$
\lim _{x \rightarrow \infty} \frac{\beta(x)}{1-\delta q^{-s} x}=\frac{h_{2}}{\delta}, \quad \lim _{x \rightarrow \infty} \frac{\gamma(x)}{1-\delta q^{-s+1} x}=\frac{h_{2}^{2}-h_{3}}{q^{2}}
$$

so (4.4) gives

$$
0=h_{s+1}-h_{2} h_{s}+\left(h_{2}^{2}-h_{3}\right) h_{s-1}, \quad s \geqq 1 .
$$

Letting

$$
\begin{equation*}
b=h_{2}, \quad c=h_{2}^{2}-h_{3}, \tag{4.6}
\end{equation*}
$$

we conclude

$$
\begin{equation*}
H(t)=\frac{t}{1-b t+c t^{2}} . \tag{4.7}
\end{equation*}
$$

The generating function (2.1) thus has the form

$$
\begin{equation*}
G(x, t)=D(t) \prod_{k=0}^{\infty} \frac{1-(\delta x+b) t q^{k}+c t^{2} q^{2 k}}{1-(x+\beta) t q^{k}+\gamma t^{2} q^{2 k}} \tag{4.8}
\end{equation*}
$$

where

$$
D(t)=A(t) \prod_{k=0}^{\infty} \frac{1-\beta t q^{k}+\gamma t^{2} q^{2 i} k}{1-b t q^{k}+c t^{2} q^{2 k}}=\sum_{n=0}^{\infty} d_{n} t^{n} .
$$

At this point we can see that there will be no loss of generality if we assume henceforth that $\beta=0$ and $\gamma=1$ since this amounts to a translation in $x$ and a scale change in $t$. With this convention adopted, comparison of (4.8) with (1.6) shows that we have

$$
\begin{equation*}
Q_{n}(x)=\sum_{k=0}^{n} d_{k} P_{n-k}(x ; q ; a, b, c) \quad\left(a=\delta, d_{0}=1\right) \tag{4.9}
\end{equation*}
$$

We will complete the characterization problem by determining all sequences $\left\{d_{n}\right\}$ such that the $Q_{n}(x)$ determined by (4.9) will be orthogonal polynomials. To this end, we recall the recurrence formula (2.6) which now reads

$$
\begin{equation*}
\left(1-q^{n+1}\right) Q_{n+1}(x)=\left[\left(1-a q^{n}\right) x+\beta_{n}\right] Q_{n}(x)-\gamma_{n} Q_{n-1}(x) \tag{4.10}
\end{equation*}
$$

Now we use (4.9) to eliminate $Q_{k}(x)$ from (4.10). We also use the recurrence relation (1.5) to linearize the $x P_{k}(x)$ terms. The result is

$$
\begin{aligned}
& \left(1-q^{n+1}\right) \sum_{k=0}^{n+1} d_{k} P_{n+1-k}(x) \\
& \quad=\beta_{n} \sum_{k=0}^{n} d_{k} P_{n-k}(x)-\gamma_{n} \sum_{k=0}^{n-1} d_{k} P_{n-k-1}(x) \\
& \quad+\left(1-a q^{n}\right) \sum_{k=0}^{n} \frac{d_{k}}{1-a q^{n-k}}\left[\left(1-q^{n-k+1}\right) P_{n+1-k}(x)-b q^{n-k} P_{n-k}(x)\right. \\
& \left.+\left(1-c q^{n-k-1}\right) P_{n-k-1}(x)\right] .
\end{aligned}
$$

Note that (4.10) shows that $a$ is restricted by the condition that

$$
\begin{equation*}
1-a q^{n} \neq 0, \quad n \geqq 0 \tag{4.11}
\end{equation*}
$$

Equating coefficients of $P_{n-k}(x)$ now yields

$$
\begin{aligned}
\left(1-q^{n+1}\right) d_{k+1}= & d_{k} \beta_{n}-d_{k-1} \gamma_{n}+\frac{\left(1-a q^{n}\right)\left(1-q^{n-k}\right)}{1-a q^{n-k-1}} d_{k+1} \\
& -\frac{b q^{n-k}\left(1-a q^{n}\right)}{1-a q^{n-k}} d_{k}+\frac{\left(1-a q^{n}\right)\left(1-c q^{n-k}\right)}{1-a q^{n-k+1}} d_{k-1}
\end{aligned}
$$

and this can be written

$$
\begin{align*}
\frac{q^{n-k-1}\left(1-q^{k+1}\right)(q-a)}{1-a q^{n-k-1}} d_{k+1}= & \left\{\beta_{n}-\frac{b q^{n-k}\left(1-a q^{n}\right)}{1-a q^{n-k}}\right\} d_{k}  \tag{4.12}\\
& +\left\{\frac{\left(1-a q^{n}\right)\left(1-c q^{n-k}\right)}{1-a q^{n-k+1}}-\gamma_{n}\right\} d_{k-1}
\end{align*}
$$

Setting $k=0$ and $k=1$ yields, respectively,

$$
\begin{equation*}
\beta_{n}=b q^{n}+\frac{d_{1} q^{n-1}(1-q)(q-a)}{1-a q^{n-1}} \tag{4.13}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{n}=1-c q^{n-1}-\frac{d_{1} b(1-q) q^{n-1}}{1-a q^{n-1}}+\frac{d_{1}^{2}(1-q)(q-a) q^{n-1}}{1-a q^{n-1}}-\frac{d_{2}\left(1-q^{2}\right)(q-a) q^{n-2}}{1-a q^{n-2}} \tag{4.14}
\end{equation*}
$$

Because of (4.10), (4.13) and (4.14) are valid for $n \geqq 0$ and $n \geqq 1$, respectively, except in the special case $a=q$. In the latter case, (4.13) need not hold for $n=0$ and (4.14) need not hold for $n=1$.

Using (4.13) and (4.14) in (4.10) now gives

$$
\begin{align*}
\frac{\left(1-q^{k+1}\right)(q-a)}{1-a q^{n-k-1}} d_{k+1} & +\left\{\frac{b q\left(1-q^{k}\right)}{1-a q^{n-k}}-\frac{d_{1}(1-q)(q-a) q^{k}}{1-a q^{n-1}}\right\} d_{k}  \tag{4.15}\\
& +\left\{\frac{q(c-a q)\left(1-q^{k-1}\right)}{1-a q^{n-k+1}}-\frac{d_{1} b(1-q) q^{k}}{1-a q^{n-1}}\right. \\
& \left.\quad+\frac{d_{1}^{2}(1-q)(q-a) q^{k}}{1-a q^{n-1}}-\frac{d_{2}\left(1-q^{2}\right)(q-a) q^{k-1}}{1-a q^{n-2}}\right\} d_{k-1}=0 .
\end{align*}
$$

5. The case $\delta \theta \neq 0$ continued. Referring to (4.15), we note as before that we can formally replace $q^{n}$ by $x$ and observe that the result must be an identity involving a rational function with poles at $x=a^{-1} q^{s}, s=1,2, k-1, k, k+1$. Taking $k \geqq 2$, the residue at $x=a^{-1} q^{k+1}$ gives us the condition

$$
\begin{equation*}
(q-a) d_{k}=0, \quad k \geqq 3 . \tag{5.1}
\end{equation*}
$$

Let us first consider the case $a \neq q$. In this case, $d_{m}=0$ for $m \geqq 3$. Now take $k=2$ and look at the residue at $x=a^{-1} q^{2}$. We find

$$
d_{2}\left[a-(q-a) d_{1}\right]=0
$$

If $d_{2} \neq 0$, then

$$
\begin{equation*}
d_{1}=\frac{a}{q-a} . \tag{5.2}
\end{equation*}
$$

Then let $k=3$ and consider the pole $x=a^{-1} q^{2}$. We find

$$
\begin{equation*}
\left[q\left(1-q^{2}(c-a q)-d_{2} q^{2}\left(1-q^{2}\right)(q-a)\right)\right] d_{2}=0 \tag{5.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
d_{2}=\frac{c-a q}{q(q-a)} \tag{5.4}
\end{equation*}
$$

Thus for the case $a \neq q, c \neq a q$, we will have

$$
\begin{equation*}
Q_{n}(x)=P_{n}(x)+\frac{a}{q-a} P_{n-1}(x)+\frac{c-a q}{q(q-a)} P_{n-2}(x) \tag{5.5}
\end{equation*}
$$

and the corresponding recurrence formula will read

$$
\begin{align*}
& \left(1-q^{n+1}\right) Q_{n+1}(x)  \tag{5.6}\\
& \quad=\left\{\left(1-a q^{n}\right) x+\frac{b\left(1-a q^{n}\right) q^{n-1}}{1-a q^{n-1}}\right\} Q_{n}(x)-\frac{\left(1-c q^{n-3}\right)\left(1-a q^{n}\right)}{1-a q^{n-2}} Q_{n-1}(x) .
\end{align*}
$$

If we set

$$
Q_{n}^{\#}(x)+\frac{1-a q^{-1}}{1-a q^{n-1}} Q_{n}(x)
$$

it is easily seen from (5.6) that $Q_{n}^{\#}(x)$ satisfies the Pollaczek recurrence (1.5) with parameters $a q^{-1}, b q^{-1}, c q^{-2}$. Thus

$$
\begin{equation*}
Q_{n}(x)=\frac{1-a q^{n-1}}{1-a q^{-1}} P_{n}\left(x ; q ; a q^{-1}, b q^{-1}, c q^{-2}\right), \quad a \neq q, \quad c \neq a q . \tag{5.7}
\end{equation*}
$$

Still keeping $a \neq q$, suppose next that $d_{2}=0$ so that

$$
\begin{equation*}
Q_{n}(x)=P_{n}(x)+d_{1} P_{n-1}(x) \tag{5.8}
\end{equation*}
$$

We then take $k=2$ in (4.15) and consider $x=a^{-1} q$. This time we get

$$
\begin{equation*}
q(q-a) d_{1}^{2}-b q d_{1}+c-a q=0 \tag{5.9}
\end{equation*}
$$

as the condition determining the value of $d_{1}$. The coefficients for the recurrence formula can be written

$$
\begin{align*}
& \beta_{n}=b q^{n}+\frac{d_{1}(1-q)(q-a) q^{n-1}}{1-a q^{n-1}}, \\
& \gamma_{n}=\frac{\left(1-c q^{n-2}\right)\left(1-a q^{n}\right)}{1-a q^{n-1}} . \tag{5.10}
\end{align*}
$$

We will identify these polynomials in terms of their orthogonality relations in the next section. Here we turn to the remaining cases which occur when $a=q$. When $a=q$, (4.15) reduces to

$$
\begin{equation*}
\frac{b q\left(1-q^{k}\right)}{1-q^{n-k+1}} d_{k}+\left\{\frac{q\left(c-q^{2}\right)\left(1-q^{k-1}\right)}{1-q^{n-k+2}}-\frac{d_{1} b(1-q) q^{k}}{1-q^{n}}\right\} d_{k-1}=0 \tag{5.11}
\end{equation*}
$$

If $b=0,(5.11)$ yields the condition

$$
\left(c-q^{2}\right) d_{n}=0, \quad n \geqq 1
$$

Thus if $c \neq q^{2}$, we have $d_{k}=0$ for $k \geqq 1$. Therefore when $a=q, b=0, c \neq q^{2}$,

$$
\begin{equation*}
Q_{n}(x)=P_{n}(x ; q ; q, 0, c) . \tag{5.12}
\end{equation*}
$$

If, however, $c=q^{2}$, the recursion coefficients (4.13), (4.14) become

$$
\beta_{n}=0, \quad n \geqq 1, \quad \gamma_{n}=1-q^{n+1}, \quad n \geqq 2 .
$$

Thus the recurrence relation reduces to

$$
\begin{align*}
& Q_{n+1}(x)=x Q_{n}(x)-Q_{n-1}(x), \quad n \geqq 2 . \\
& Q_{2}(x)=x Q_{1}(x)-\gamma Q_{0}(x),  \tag{5.13}\\
& Q_{1}(x)=x+\beta, \quad Q_{0}(x)=1 .
\end{align*}
$$

It follows that for the case $a=q, b=0, c=q^{2}$, the generating function is

$$
\begin{equation*}
\frac{1+\beta t+\gamma t^{2}}{1-x t+t^{2}}=\sum_{n=0}^{\infty} Q_{n}(x) t^{n} \tag{5.14}
\end{equation*}
$$

where $\beta$ and $\gamma>0$ are arbitrary. The polynomials are

$$
\begin{equation*}
Q_{n}(x)=U_{n}(x / 2)+\beta U_{n-1}(x / 2)+\gamma U_{n-2}(x / 2) \tag{5.15}
\end{equation*}
$$

where $U_{n}(x)=P_{n}\left(2 x ; q ; q, 0, q^{2}\right)$ are the Chebyshev polynomials of the second kind (with $U_{-2}(x)=U_{-1}(x)=0$ ). The orthogonality of these polynomials is included in studies of a more general situation by Geronimus (see [10, p. 52]). The distribution functions (including any isolated mass points that occur) are given explicitly for all cases by Allaway [3]. (Note that $Q_{n}^{*}(x)=\gamma^{-1} Q_{n}(x)$ satisfies (5.13) for $n>1$.) They can also be found in [6] where Askey and Wilson have given a further extension of Allaway's work.

The remaining cases occur when $a=q, b \neq 0$. To handle this case, first take $k \geqq 2$ in (5.11). The residue at $x=q^{k-1}$ then tells us that $d_{k}=0$ for $k \geqq 2$. When $k=2$, (5.11) then yields the condition

$$
\left(c-q^{2}-b q d_{1}\right) d_{1}=0
$$

If $d_{1}=0$, we have $Q_{n}(x)=P_{n}(x ; q ; q, b, c)(b \neq 0)$ so take $d_{1} \neq 0$. Then

$$
\begin{equation*}
d_{1}=\frac{c-q^{2}}{b q}, \quad c \neq q^{2} . \tag{5.16}
\end{equation*}
$$

The recursion coefficients now become

$$
\begin{equation*}
\beta_{n}=b q^{n}, \quad \gamma_{n}=\frac{\left(1-c q^{n-2}\right)\left(1-q^{n+1}\right)}{1-q^{n}}, \quad n \geqq 1 \tag{5.17}
\end{equation*}
$$

According to the remarks made following (4.14), the formula for $\gamma_{n}$ is valid for $n \geqq 2$ but it can be verified directly that (5.17) gives $\gamma_{1}$ correctly also. Also, it is easy to verify directly that

$$
\begin{equation*}
\beta_{0}=b+d_{1}(1-q) . \tag{5.18}
\end{equation*}
$$

When these formulas are compared with (5.9) and (5.10), we see that this case is included in (5.8) as the limiting case $a=q, b \neq 0, c \neq q^{2}$. Thus (5.8) with $d_{1}$ determined by (5.9) remains the only case for which orthogonality relations are not known.
6. Orthogonality relations. We will now find orthogonality relations for the polynomials given by (5.8) and (5.9) with $P_{n}(x)=P_{n}(x ; q ; a, b, c)$ and with $a=q$ now allowed. We set

$$
\begin{equation*}
\sigma=d_{1}+\frac{1}{d_{1}}, \tag{6.1}
\end{equation*}
$$

translate: $x \rightarrow x-\sigma$, and then consider the monic polynomials

$$
\begin{equation*}
\hat{Q}_{n}(x)=\frac{(q ; q)_{n}}{(a ; q)_{n}} Q_{n}(x-\sigma) \tag{6.2}
\end{equation*}
$$

With reference to (5.10), we find these polynomials satisfy

$$
\begin{align*}
& \hat{Q}_{n}(x)=\left(x-c_{n}\right) \hat{Q}_{n-1}(x)-\lambda_{n} \hat{Q}_{n-2}(x), \quad n \geqq 1,  \tag{6.3}\\
& c_{n}=\sigma-\frac{b q^{n-1}}{1-a q^{n-1}}-\frac{d_{1}(1-q)(q-a) q^{n-2}}{\left(1-a q^{n-2}\right)\left(1-a q^{n-1}\right)}, \\
& \lambda_{n+1}=\frac{\left(1-c q^{n-2}\right)\left(1-q^{n}\right)}{\left(1-a q^{n-1}\right)^{2}}
\end{align*}
$$

Note that when $a=q, c_{1}=d_{1}^{-1}-b /(1-q)$.
Now define

$$
\begin{equation*}
\Gamma_{2 n+1}=\frac{\left(1-q^{n}\right) d_{1}}{1-a q^{n-1}}, \quad \Gamma_{2 n+2}=\frac{1-c q^{n-1}}{\left(1-a q^{n}\right) d_{1}}, \quad n \geqq 0 \tag{6.6}
\end{equation*}
$$

With the aid of (5.9), one can now verify directly (but tediously) that

$$
\begin{equation*}
c_{n}=\Gamma_{2 n-1}+\Gamma_{2 n}, \quad \lambda_{n+1}=\Gamma_{2 n} \Gamma_{2 n+1}, \quad n \geqq 1 \tag{6.7}
\end{equation*}
$$

On the other hand, the corresponding monic $q$-Pollaczek polynomials,

$$
\hat{P}_{n}(x)=\left[(q ; q)_{n} /(a ; q)_{n}\right] P_{n}(x-\sigma ; q ; a, b, c),
$$

satisfy

$$
\begin{align*}
& \hat{P}_{n}(x)=\left(x-d_{n}\right) \hat{P}_{n-1}(x)-\nu_{n} \hat{P}_{n-2}(x), \quad n \geqq 1  \tag{6.8}\\
& d_{n}=\sigma-\frac{b q^{n-1}}{1-a q^{n-1}}, \quad \nu_{n+1}=\frac{\left(1-c q^{n-1}\right)\left(1-q^{n}\right)}{\left(1-a q^{n-1}\right)\left(1-a q^{n}\right)} \tag{6.9}
\end{align*}
$$

Now one can verify that

$$
\begin{equation*}
d_{n}=\Gamma_{2 n}+\Gamma_{2 n+1}, \quad \nu_{n+1}=\Gamma_{2 n+1} \Gamma_{2 n+2}, \quad n \geqq 1 \tag{6.10}
\end{equation*}
$$

It follows from (6.6) and (6.10) that the $\hat{P}_{n}(x)$ are kernel polynomials (with $K$ parameter 0 ) corresponding to $\hat{Q}_{n}(x)$. That is, if $\left\{\hat{Q}_{n}(x)\right\}$ is an orthogonal polynomial sequence (OPS) with respect to a measure $d \mu(x)$, then the existence of $\Gamma_{n}$ such that (6.6) and (6.10) hold is necessary and sufficient for $\left\{P_{n}(x)\right\}$ to be the OPS with respect to $x d \mu(x)$ (see $[9, \mathrm{p} .46])$. Therefore, if $d \varphi(x)$ denotes the measure with respect to which the $q$-Pollaczek polynomials are orthogonal, then the polynomials given by (5.8) are orthogonal with respect to the measure given by

$$
\begin{equation*}
d \psi(x)=(x+\sigma)^{-1} d \varphi(x+\sigma) \tag{6.11}
\end{equation*}
$$

together with a possible positive mass at $x=-\sigma$. All of this is subject to restricting the parameters $a, b, c$ and $d_{1}$ so that the $\Gamma_{n}$ are positive for $n \geqq 2$. If they are not all positive but are all nonzero, then corresponding relations still hold formally with integrals replaced by moment functionals (see [9]). We will here assume we have the positive definite case:

$$
\begin{aligned}
d_{1}>0 \text { and either } & \text { (i) } 0<q<1, \quad a<1, \quad c<q ; \\
\text { or } & \text { (ii) } \quad-1<q<0, \quad q^{-1}<a<1, \quad 0<c<1 .
\end{aligned}
$$

We will complete the analysis by determining the cases where $d \psi$ has positive mass at $x=-\sigma$.

First note that we have not lost any generality by the assumption that $|q|<1$ since the case $|q|>1$ can be handled by setting $q=p^{-1},|p|<1$. The resulting recurrence formula written in terms of $p$ can be reduced after a linear change of variable to the original form and the generating function would remain of the same type. Now in any case, the coefficients in the recurrence formula are bounded so the corresponding Hamburger moment problem is determined. We consider the corresponding orthonormal polynomials

$$
\begin{equation*}
\hat{q}_{n}(x)=\left(\lambda_{1} \lambda_{2} \cdots \lambda_{n+1}\right)^{-1 / 2} \hat{Q}_{n}(x) \tag{6.12}
\end{equation*}
$$

where $\lambda_{1}$ denotes the total mass of the measure $d \psi$. Now $\left[\hat{q}_{n}(0)\right]^{2}=$ $\left(\Gamma_{2} \cdots \Gamma_{2 n}\right) /\left(\lambda_{1} \Gamma_{3} \cdots \Gamma_{2 n+1}\right)$ (see [9, p. 49]). Hence we have

$$
\begin{equation*}
\left[\hat{q}_{n}(0)\right]^{2}=\frac{\left(c q^{-1} ; q\right)_{n}}{\lambda_{1}(q ; q)_{n} d_{1}^{2 n}} \sim d_{1}^{-2 n} \tag{6.13}
\end{equation*}
$$

Now it is a classical result from the problem of moments [12] that when the Hamburger moment problem is determined, the mass at $x$ is $\rho(x)=\left\{\Sigma\left[\hat{q}_{n}(x)\right]^{2}\right\}^{-1}$. Thus when $d_{1}>1$, at the point $x=-\sigma, d \psi(x)$ will have the mass $\rho(0)=\lambda_{1} J$, where

$$
\begin{equation*}
J=\left\{{ }_{1} \phi_{0}\left(c q^{-1} ;-; r\right)\right\}^{-1}=\prod_{n=0}^{\infty} \frac{1-r q^{n}}{\left(1-r c q^{n-1}\right)}, \quad r=d_{1}^{-1} \tag{6.14}
\end{equation*}
$$

and $\psi$ will be continuous at $\sigma$ in all other cases.
Finally, we note that the total mass of $d \psi(x)$ is given by

$$
\begin{equation*}
\lambda_{1}=(1-J)^{-1} \int_{-\infty}^{\infty} \frac{d \varphi(x+\sigma)}{x+\sigma} \tag{6.15}
\end{equation*}
$$

In those cases where the $q$-Pollaczek polynomials have a continuous spectrum, the measure $d \varphi(x)$ is given by Charris and Ismail [8, §6]. They denote the $q$-Pollaczek polynomial by $F_{n}(x ; u, v, w ; q)$ where

$$
\begin{equation*}
F_{n}(x ; u, v, w ; q)=P_{n}\left(2 x ; q ; u w, 2 v, w^{2}\right) \tag{6.16}
\end{equation*}
$$

7. Summary and remarks. For the special case $\delta=0$ of (2.1), the Andrews-Askey conjecture is verified: the only OPS generated are the so-called Al-Salam-Chihara polynomials (apart from trivial changes of variable and renormalizations). When $\theta=0$, the only OPS generated are the " $q$-duals" $v_{n}(x)$ which correspond to the formal replacement of $q$ by $q^{-1}$ in the first set.

In the general case $\delta \theta \neq 0$, the OPS generated are the $q$-Pollaczek polynomials together with two closely related classes. The first consists of the most general orthogonal solutions of the Chebyshev recurrence (coefficients independent of $n$ ), and the second is the class of "inverse kernel" polynomials discussed in §6. An interesting near exception is provided by the polynomials given by (5.5). According to (5.7), these polynomials are also $q$-Pollaczek polynomials which satisfy the interesting identity (5.5). Additionally these results say that if $\alpha \neq 1, \gamma \neq \alpha$, then $P_{n}(x ; q ; \alpha, \beta, \gamma)$ and $\left(1-\alpha q^{n}\right) P_{n}(x ; q ; \alpha, \beta, \gamma)$ are each generated by different generating functions having the general form (2.1).

The relations involving $\Gamma_{n}$ obtained in §6 are quite general and provide a number of formal identities involving $q$-Pollaczek polynomials. In particular, we obtain the symmetric OPS $\left\{S_{n}(x)\right\}$ defined by

$$
\begin{equation*}
S_{2 n}(x)=\hat{Q}_{n}\left(x^{2}\right), \quad S_{2 n+1}(x)=x \hat{P}_{n}\left(x^{2}\right) \tag{7.1}
\end{equation*}
$$

In the positive-definite case, these are the polynomials orthogonal with respect to the symmetrization of the measure $d \psi(x)$ (6.11).

Finally, we observe that the $q$-Pollaczek polynomials enjoy a convolution property. Using here the normalization of Askey and Ismail [5, p. 17], consider the generating function for the Al-Salam-Chihara polynomials $Q_{n}(x)=Q_{n}(x ; q ; a, b, c)$ :

$$
Q(x q ; a, b, c c ; t)=\prod_{k=0}^{\infty} \frac{1-a t q^{k}+b t^{2} q^{2 k}}{1-x t q^{k}+c t^{2} q^{2 k}}=\sum_{n=0}^{\infty} Q_{n}(x) t^{n}
$$

and for their $q$-duals, $v_{n}(x)=v_{n}(x ; q ; \alpha, \beta, \gamma)$ :

$$
V(x ; q ; \alpha, \beta, \gamma ; t)=\prod_{k=0}^{\infty} \frac{1-x t q^{k}+\gamma t^{2} q^{2 k}}{1-\alpha t q^{k}+\beta t^{2} q^{2 k}}=\sum_{n=0}^{\infty} v_{n}(x) t^{n}
$$

Referring to (1.6), we see that

$$
Q(x ; q ; \alpha, \beta, 1 ; t) V(a x+b ; q ; \alpha, \beta, c ; t)=G(x ; q ; a, b, c ; t)
$$

Thus we have the convolution formula

$$
\begin{equation*}
P_{n}(x ; q ; a, b, c)=\sum_{k=0}^{n} Q_{k}(x ; q ; \alpha, \beta, 1) v_{n-k}(a x+b ; q ; \alpha, \beta, c) \tag{7.2}
\end{equation*}
$$

Note that $P_{n}(x)$ is independent of $\alpha$ and $\beta$.
Thus the polynomials of one orthogonal sequence are expressed as the convolution of polynomials from two other orthogonal sequences in the same independent variable. Other examples of this phenomenon are given by setting $y=x$ in all examples found by
us in our characterization problem [2] while another class of examples is furnished by the associated Legendre polynomials which are expressible as a convolution of ordinary Legendre polynomials [7]. These include the Chebyshev polynomials of the second kind as a limiting case. All of this of course suggests a characterization problem. Indeed, it was this characterization problem we originally considered before we followed Polya's dictum and looked for an "easier problem we couldn't solve" (which eventually led to [2]). We suspect that the solution of the more difficult characterization problem with only one independent variable would lead to the discovery of new, important classes of orthogonal polynomials.
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#### Abstract

We study the spectrum of the Jacobi matrix $\left(\delta_{m, n+1}+\delta_{m, n-1}+a q^{n} \delta_{m, n}\right), m, n=0,1, \cdots$ and the corresponding orthogonal polynomials. The spectral measure is computed when $q \in(-1,1)$ and sufficient conditions are given to guarantee the absolute continuity of the spectral measure. When $q>1$ or $<-1$ the measure is purely discrete. The case $q=-1$ leads to a set of polynomials orthogonal on the union of two disjoint intervals. When $q=1$, the polynomials are essentially the Chebyshev polynomials $\left\{U_{n}(x)\right\}$.
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1. Introduction. The Chebyshev polynomials $U_{n}(x):=\sin [(n+1) \theta] / \sin \theta, x=$ $\cos \theta$, satisfy the three term recursion formula

$$
\begin{equation*}
x p_{n}(x)=\frac{1}{2} p_{n+1}(x)+\frac{1}{2} p_{n-1}(x), \quad n>0, \tag{1.1}
\end{equation*}
$$

and the initial conditions $p_{0}(x)=1, p_{1}(x)=2 x$. The associated Jacobi matrix is

$$
\begin{equation*}
A=\frac{1}{2}\left(\delta_{m, n+1}+\delta_{m+1, n}\right), \quad m, n=0,1,2, \cdots . \tag{1.2}
\end{equation*}
$$

The spectrum of $A$ is $[-1,1]$. Avron and Simon [5] considered the doubly infinite Jacobi matrix

$$
\begin{equation*}
B=\frac{1}{2}\left(\delta_{m, n+1}+\delta_{m+1, n}\right)+\left(\lambda \cos (2 \pi n \alpha+\varepsilon) \delta_{m, n}\right), \quad m, n=0, \pm 1, \cdots, \tag{1.3}
\end{equation*}
$$

where $\alpha$ is an irrational number belonging to $(0,1)$ and $\varepsilon>0$. They conjectured that the spectrum of $B$ is a Cantor set when $\lambda>1$. The spectrum of the semi-infinite Jacobi matrix

$$
\begin{equation*}
B_{+}=\frac{1}{2}\left(\delta_{m, n+1}+\delta_{m+1, n}\right)+\left(\lambda \cos (2 \pi n \alpha+\varepsilon) \delta_{m, n}\right), \quad m, n=0,1, \cdots \tag{1.4}
\end{equation*}
$$

where $\alpha$ and $\varepsilon$ are as before, is not known but is also very likely to be a Cantor set when $\lambda>1$. The orthogonal polynomials associated with $B_{+}$are generated by

$$
\begin{align*}
& 2 x p_{n}(x)=p_{n+1}(x)+p_{n-1}(x)+2 \lambda \cos (2 \pi n \alpha+\varepsilon) p_{n}(x), \quad n>0, \\
& p_{0}(x)=1, \quad p_{1}(x)=2 x-2 \lambda \cos \varepsilon, \tag{1.5}
\end{align*}
$$

and are very interesting. The limiting distribution of their zeros coincides with the spectrum of $B_{+}$. Even the special case $\varepsilon=0$ is very interesting. When $\varepsilon=0$ the term $2 \lambda \cos (2 \pi \alpha n)$ is $\lambda\left(q^{n}+q^{-n}\right)$, where $q$ now lies on the unit circle and $\arg q$ is not a rational multiple of $\pi$. This problem, or rather our inability to solve it, motivated us to

[^24]study the polynomials $\theta_{n}^{(a)}(x ; q)$ generated by
\[

$$
\begin{equation*}
2 x \theta_{n}^{(a)}(x ; q)=\theta_{n+1}^{(a)}(x ; q)+\theta_{n-1}^{(a)}(x ; q)+a q^{n} \theta_{n}^{(a)}(x ; q), \quad n>0 \tag{1.6}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\theta_{0}^{(a)}(x ; q)=1, \quad \theta_{1}^{(a)}(x ; q)=2 x-a . \tag{1.7}
\end{equation*}
$$

When $a=0$ the $\theta_{n}$ 's reduce to the Chebyshev polynomials $U_{n}(\cos \theta)=\sin [(n+1) \theta] / \sin \theta$. Since the $\theta_{n}$ 's generalize the Chebyshev polynomials it is appropriate to call them the generalized Chebyshev polynomials. The associated Jacobi matrix is

$$
\begin{equation*}
J=A+D, \tag{1.8}
\end{equation*}
$$

where $D$ is the diagonal matrix

$$
\begin{equation*}
D=\frac{1}{2}\left(a q^{n} \delta_{m, n}\right), \quad m, n=0,1,2, \cdots, \tag{1.9}
\end{equation*}
$$

and $A$ is as in (1.2). When $-1<q<1, J$ is the sum of the self-adjoint operator $A$ and the compact operator $D$; hence the essential spectra of $J$ and $A$ are identical, i.e. the essential spectrum of $J$ is $[-1,1]$ since $2 A$ is the forward shift plus the backward shift. When $q>1$ or $q<-1$ the matrix operator $A$ is unbounded (on $l^{2}$ ).

In §2 we treat the case $-1<q<1$. We derive a generating function for the $\theta_{n}$ 's and apply Darboux's method to the generating function in order to determine the asymptotic behavior of $\theta_{n}^{(a)}(x ; q)$ for fixed $x$ and large $n$. This asymptotic result is then used to compute the resolvent of the operator $J$ in the case $-1<q<1$. The resolvent and some recent results of $P$. Nevai [12] are used in $\S 3$ to compute the absolutely continuous component of the spectral measure of $J$ explicitly. In the rest of $\S 3$ and all of $\S 4$ we give some necessary and some sufficient conditions for the absence of a discrete singular component of the spectral measure. In $\S 5$ an explicit representation of $\theta_{n}^{(a)}(x ; q)$ is derived and the sign of the linearization coefficients is determined. Section 6 contains an analysis of the spectrum for $q>1$ and $q<-1$. We show that the continuous spectrum is empty, hence the spectral measure is purely singular. In §7, we treat the case $q=-1$.

The present work is a sequel to Askey and Ismail's work [4] and uses their approach which is originally due to Pollaczek [14].

The following well-known theorem will be used in the text.
Theorem 1.1. Let $\left\{P_{n}(x)\right\}$ be a sequence of monic polynomials generated by

$$
\begin{align*}
& P_{0}(x)=1, \quad P_{1}(x)=x-c_{1},  \tag{1.10}\\
& P_{n}(x)=\left(x-c_{n}\right) P_{n-1}(x)-\lambda_{n} P_{n-2}(x), \quad n>1 . \tag{1.11}
\end{align*}
$$

The positivity condition $\lambda_{n}>0$ is satisfied if and only if there exists a nondecreasing function $\sigma(x)$ of bounded variation on $(-\infty, \infty)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} P_{n}(x) P_{m}(x) d \sigma(x)=\lambda_{1} \lambda_{2} \lambda_{3} \cdots \lambda_{n+1} \delta_{m, n} \tag{1.12}
\end{equation*}
$$

where $\sigma$ is normalized by

$$
\lambda_{1}:=\int_{-\infty}^{\infty} d \sigma(x)=1
$$

For a proof, see Chihara [8, pp. 16-22 and 56-58]. Akhiezer [1] gives an account of the role played by orthogonal polynomials in the spectral theory of Jacobi matrices.
2. The resolvent when $\mathbf{- 1}<\boldsymbol{q}<\mathbf{1}$. We first establish the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} \theta_{n}^{(a)}(x ; q) t^{n}=\sum_{n=0}^{\infty} \frac{(-a t)^{k} q^{k(k-1) / 2}}{(t / A ; q)_{k+1}(t / B ; q)_{k+1}} \tag{2.1}
\end{equation*}
$$

where $A$ and $B$ are roots of $1-2 x t+t^{2}=0$ and the $q$-shifted factorial $(\sigma ; q)_{n}$ is

$$
\begin{equation*}
(\sigma ; q)_{0}=1, \quad(\sigma ; q)_{n}=\prod_{j=1}^{n}\left(1-\sigma q^{j-1}\right), \quad n=1,2, \cdots \tag{2.2}
\end{equation*}
$$

The case $n=\infty$ is also allowed in (2.2) since the infinite product converges for $q \in(-1,1)$. To fix the notation we set

$$
\begin{equation*}
A, B=x \pm \sqrt{x^{2}-1}, \quad|B| \leqq|A| \tag{2.3}
\end{equation*}
$$

Proof of (2.1). Denote the left side of (2.1) by $H(x, t)$. Multiplying (1.6) by $t^{n+1}$ and adding the resulting equalities for $n=1,2, \cdots$, we see that $H(x, t)$ satisfies the functional equation

$$
\begin{equation*}
H(x, t)=\left(1-2 x t+t^{2}\right)^{-1}[1-a t H(x, q t)] . \tag{2.4}
\end{equation*}
$$

We also used the initial conditions (1.7). Iterating (2.4) formally leads to (2.1). This formal argument can be justified. Observe that the right side of (2.1) is analytic in $t$ in a neighborhood of $t=0$ and it satisfies (2.4). Let $\sum_{0}^{\infty} w_{n} t^{n}$ be its Taylor series about $t=0$. It is easily verified that $w_{j}$ and $\theta_{j}^{(a)}(x ; q)$ agree when $j=0,1$ and that $w_{n}$ satisfies (1.6). This identifies $w_{n}$ as $\theta_{n}^{(a)}(x ; q)$ since both satisfy the same three term recurrence relation and the same initial conditions. This completes the proof of (2.1).

The polynomials of the second kind $\phi_{n}^{(a)}(x ; q)$ satisfy the recursion (1.6) and the initial conditions

$$
\begin{equation*}
\phi_{0}^{(a)}(x ; q)=0, \quad \phi_{1}^{(a)}(x ; q)=2 . \tag{2.5}
\end{equation*}
$$

It is not difficult to identify the $\phi_{n}$ 's as

$$
\begin{equation*}
\phi_{n}^{(a)}(x ; q)=2 \theta_{n-1}^{(a q)}(x ; q), \quad n>0, \quad \phi_{0}^{(a)}(x ; q)=0 . \tag{2.6}
\end{equation*}
$$

We now investigate the asymptotic behavior of $\theta_{n}^{(a)}(x ; q)$ and $\phi_{n}^{(a)}(x ; q)$ for large $n$ and fixed $x$. The reason is that if $d \psi$ is the spectral measure of $A+D$ then the $\theta_{n}$ 's are orthogonal with respect to $d \psi^{(a)}(t ; q)$ and $d \psi^{(a)}(t ; q)$, normalized by

$$
\int_{-\infty}^{\infty} d \psi^{(a)}(t ; q)=1
$$

satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\phi_{n}^{(a)}(x ; q)}{\theta_{n}^{(a)}(x ; q)}=\int_{-\infty}^{\infty} \frac{d \psi^{(a)}(t ; q)}{x-t}, \quad \operatorname{Im} x \neq 0 \tag{2.7}
\end{equation*}
$$

see [4, Thm. 2.4]. The relationships (2.6) and (2.7) identify the resolvent

$$
\int_{-\infty}^{\infty}\left(d \psi^{(a)}(t ; q) /(x-t)\right)
$$

in terms of the asymptotic behavior of $\theta_{n}^{(a)}(x ; q)$.

Theorem 2.1. The asymptotic behavior of $\theta_{n}^{(a)}(x ; q)$ is given by

$$
\begin{align*}
& \theta_{n}^{(a)}(x ; q) \sim A^{n} \sum_{0}^{\infty} \frac{(-a B)^{k} q^{k(k-1) / 2}}{(B / A ; q)_{k+1}(q ; q)_{k}}, \quad x \notin[-1,1],  \tag{2.8}\\
& \theta_{n}^{(a)}(x ; q) \sim A^{n} \sum_{0}^{\infty} \frac{(-a B)^{k} q^{k(k-1) / 2}}{(B / A ; q)_{k+1}(q ; q)_{k}}+\text { conjugate }, \quad x \in(-1,1),  \tag{2.9}\\
& \theta_{n}^{(a)}(1 ; q) \sim(n+1) \sum_{0}^{\infty} \frac{(-a)^{k} q^{k(k-1) / 2}}{(q ; q)_{k}^{2}},  \tag{2.10}\\
& \theta_{n}^{(a)}(-1, q) \sim(-1)^{n}(n+1) \sum_{0}^{\infty} \frac{a^{k} q^{k(k-1) / 2}}{(q ; q)_{k}^{2}} . \tag{2.11}
\end{align*}
$$

Note that $A$ and $B$ are complex conjugates when $x$ belongs to $[-1,1]$. An essential tool in proving (2.8)-(2.11) is the following asymptotic method of Darboux.

Theorem 2.2 (Darboux's method). Assume that $f(z)=\sum_{0}^{\infty} f_{n} z^{n}$ is analytic in $|z|<r$ and has a finite number of algebraic singularities on $|z|=r$. Let $g(z)=\sum_{0}^{\infty} g_{n} z^{n}$ be a comparison function, that is $g$ is also analytic in $|z|<r$, has a finite number of algebraic singularities on $|z|=r$ and $f-g$ is continuous on $|z|=r$. Then $f_{n}=g_{n}+o\left(r^{-n}\right)$.

Olver [13] used the Riemann-Lebesgue lemma to prove Theorem 2.2, see also Szegö [18].

Proof of Theorem 2.1. Apply Darboux's method with the comparison functions

$$
\begin{aligned}
& (1-t / B)^{-1} \sum_{k=0}^{\infty} \frac{(-a B)^{k} q^{k(k-1) / 2}}{(B / A ; q)_{k+1}(q ; q)_{k}} \quad \text { if } x \notin[-1,1], \\
& (1-t / B)^{-1} \sum_{k=0}^{\infty} \frac{(-a B)^{k} q^{k(k-1) / 2}}{(B / A ; q)_{k+1}(q ; q)_{k}}+(1-t / A)^{-1} \sum_{k=0}^{\infty} \frac{(-a A)^{k} q^{k(k-1) / 2}}{(A / B ; q)_{k+1}(q ; q)_{k}} \\
& \text { if } x \in(-1,1), \\
& (1 \pm t)^{-2} \sum_{0}^{\infty} \frac{( \pm a)^{k} q^{k(k-1) / 2}}{(q ; q)_{k}^{2}} \quad \text { if } x=\mp 1 .
\end{aligned}
$$

The details are straightforward and will be omitted.
Theorem 2.3. The polynomials $\left\{\theta_{n}^{(a)}(x ; q)\right\}$ satisfy the orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{\infty} \theta_{n}^{(a)}(x ; q) \theta_{m}^{(a)}(x ; q) d \psi^{(a)}(x ; q)=\delta_{m, n}, \tag{2.12}
\end{equation*}
$$

where $d \psi$ is a positive measure with bounded support. Furthermore the Stieltjes transform of $d \psi$ is given by

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \psi^{(a)}(t ; q)}{x-t}=2 B F_{a q}(x) / F_{a}(x) \tag{2.13}
\end{equation*}
$$

when $\operatorname{Im} x \neq 0$, where

$$
\begin{equation*}
F_{a}(x):=\sum_{k=0}^{\infty} \frac{(-a B)^{k} q^{k(k-1) / 2}}{\left(B^{2} ; q\right)_{k+1}(q ; q)_{k}} \tag{2.14}
\end{equation*}
$$

Proof. The monic polynomials associated with the $\theta_{n}$ 's are

$$
\begin{equation*}
p_{n}(x):=2^{-n} \theta_{n}^{(a)}(x ; q) . \tag{2.15}
\end{equation*}
$$

The $p$ 's satisfy

$$
\begin{equation*}
p_{n+1}(x)=\left(x-\frac{1}{2} a q^{n}\right) p_{n}(x)-\frac{1}{4} p_{n-1}(x), \tag{2.16}
\end{equation*}
$$

so the coefficients in Chihara's notation [8, see Thm. 1.1] are given by

$$
\begin{equation*}
c_{n}=\frac{1}{2} a q^{n-1}, \quad n \geqq 1, \quad \lambda_{n}=\frac{1}{4} \quad \text { for } n>1 . \tag{2.17}
\end{equation*}
$$

Combining Theorems 4.2 (p. 19) and 4.4 (p. 21) in Chihara [8], we establish (2.12). The boundedness of the support of $d \psi^{(a)}$ follows from Theorem 2.2 in [8, p. 109]. Now Markoff's theorem [8, pp. 89-90] implies (2.7) which when combined with (2.6) and the asymptotic formula (2.8) establishes (2.13). This completes the proof.

Note that (2.13) actually holds for $x$ off the support of $d \psi^{(a)}$.
3. Absolutely continuous component of the spectral measure. We first compute the absolutely continuous component of $d \psi$. If $\left\{p_{n}(x)\right\}$ is a sequence of orthonormal polynomials,

$$
\gamma_{n}:=\text { coefficient of } x^{n} \text { in } p_{n}(x)
$$

then $\left\{p_{n}(x)\right\}$ satisfies a three term recursion of the type

$$
\begin{equation*}
x p_{n}(x)=\frac{\gamma_{n}}{\gamma_{n+1}} p_{n+1}(x)+\alpha_{n} p_{n}(x)+\frac{\gamma_{n-1}}{\gamma_{n}} p_{n-1}(x) . \tag{3.1}
\end{equation*}
$$

Combining Corollaries 36 (p. 141) and 40 (p. 143) in Nevai [12], we get
Theorem 3.1 (Nevai). If

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left\{\left|\alpha_{k}\right|+\left|\frac{\gamma_{k-1}}{\gamma_{k}}-\frac{1}{2}\right|\right\}<\infty \tag{3.2}
\end{equation*}
$$

then

$$
d \psi(t)=\psi^{\prime}(t) d t+d \psi_{j}(t)
$$

where $\psi^{\prime}$ is continuous and positive in $(-1,1), \operatorname{supp} \psi^{\prime}=[-1,1]$ and $\psi_{j}$ is a step function constant on $(-1,1)$. Furthermore

$$
\begin{equation*}
\underset{n}{\limsup } \psi^{\prime}(x) \sqrt{1-x^{2}} p_{n}^{2}(x)=\frac{2}{\pi}, \tag{3.3}
\end{equation*}
$$

holds for almost every $x \in \operatorname{supp} d \psi$.
In the case of the $\theta_{n}$ 's, $\gamma_{n}=2^{n}, \alpha_{n}=\frac{1}{2} a q^{n}$, so (3.2) is satisfied. The $\theta$ 's are orthonormal. The asymptotic formula (2.9) can be written in the form

$$
\begin{equation*}
\theta_{n}(\cos \theta ; q) \sim 2\left|\sum_{0}^{\infty} \frac{\left(-a e^{i \theta}\right)^{k} q^{k(k-1) / 2}}{\left(e^{2 i \theta} ; q\right)_{k+1}(q ; q)_{k}}\right| \cos (n \theta+\varphi) \tag{3.4}
\end{equation*}
$$

holding for $0<\theta<\pi$, where

$$
\begin{equation*}
\varphi=\arg \left(\sum_{k=0}^{\infty} \frac{\left(-a e^{-i \theta}\right)^{k} q^{k(k-1) / 2}}{\left(e^{-2 i \theta} ; q\right)_{k+1}(q ; q)_{k}}\right) . \tag{3.5}
\end{equation*}
$$

This analysis and Nevai's theorem establish the following.

Theorem 3.2. We have

$$
\begin{equation*}
\psi^{\prime}(x)=\frac{2}{\pi} \sqrt{1-x^{2}}\left|\sum_{0}^{\infty} \frac{\left(-a e^{i \theta}\right)^{k} q^{k(k-1) / 2}}{\left(q e^{2 i \theta} ; q\right)_{k}(q ; q)_{k}}\right|^{-2}, \quad x=\cos \theta, \tag{3.6}
\end{equation*}
$$

holding for $q \in(-1,1)$.
We now analyse the discrete measure $d \psi_{j}$. Recall that

$$
\begin{equation*}
F_{a}(x):=\sum_{j=0}^{\infty} \frac{(-a B)^{j} q^{j(j-1) / 2}}{\left(B^{2} ; q\right)_{j+1}(q ; q)_{j}} \tag{3.7}
\end{equation*}
$$

where $A, B$ are as in (2.13). These functions, as functions of $a$, are essentially basic Bessel functions, see Al-Salam and Ismail [2] and Ismail [10]. Furthermore $F_{a}(x)$ and $F_{a q}(x)$ have no common zeros. A jump $J$ in $\psi(t)$ at $t=\xi$ contributes $J(x-\xi)^{-1}$ to the left side of (2.13). Hence the location of the discrete masses coincides with the poles of the right side of (2.13), i.e. $F_{a q}(x) / F_{a}(x)$. These poles are the zeros of $F_{a}(x)$. Since computing the zeros of the transcendental function $F_{a}(x)$ seems impossible, we will make additional assumptions on $a$ and $q$ to guarantee that $F_{a}(x)$ does not vanish. Theorem 3.1 ensures the nonvanishing of $F_{a}(x)$ for $-1<x<1$. The zeros, if any, of $F_{a}(x)$ are all real since for $x, y$ real, $y \neq 0$,

$$
\left|\int_{-\infty}^{\infty} \frac{d \psi^{(a)}(t ; q)}{x+i y-t}\right| \leqq \frac{1}{|y|} \int_{-\infty}^{\infty} d \psi^{(a)}(t ; q)<\infty .
$$

When $x$ is real and lies outside $[-1,1]$ the quantities $A, B$ will take real values and $0<B / A<1$ since $A B=1$. Observe that (3.7) implies the positivity of $F_{a}(x)$ if $a<0$ and $x>1, q>0$ because in this case

$$
B=x-\sqrt{x^{2}-1}>0 .
$$

On the other hand when $a>0$ and $x<-1$ with $q$ still positive $B$ is $x+\sqrt{x^{2}-1}$, which is negative, and $F_{a}(x)$ is strictly positive. This means that when $q>0$ the zeros of $F_{a}(x)$, if any, are to the right of $[-1,1]$ if $a>0$ and to the left of $[-1,1]$ if $a<0$. In general for fixed real $x \notin[-1,1]$ and $q>0$ the function $F_{a}(x)$ as a function of $a$, has infinitely many zeros and all the zeros are real and simple, [2], [10]. So, without restricting $a$ discrete masses will appear. In fact for every prescribed value of $x_{0}>1$ $(<-1)$ of $x$ and $q>0$ there are infinitely many values of $a>0(<0)$ that will make $F_{a}(x)$ vanish at $x=x_{0}$ and, of course, $F_{a q}\left(x_{0}\right) \neq 0$.

Theorem 3.3 (Chihara [9]). In order that $d \psi_{j} \equiv 0$, outside $[-1,1]$, for $-1<q<1$ it is necessary that

$$
\begin{equation*}
-2<a<2 . \tag{3.8}
\end{equation*}
$$

Proof. In Chihara's notation [8, p. 18] the recursion (1.6) is

$$
\begin{equation*}
P_{n+1}(x)=\left(x-\frac{a}{2} q^{n}\right) P_{n}(x)-\frac{1}{4} P_{n-1}(x) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{n}(x):=2^{-n} \theta_{n}^{(a)}(x ; q) \tag{3.10}
\end{equation*}
$$

so

$$
\begin{equation*}
C_{n}=\frac{a}{2} q^{n-1}, \quad \lambda_{n+1}=\frac{1}{4} \quad(n \geqq 1) \tag{3.11}
\end{equation*}
$$

By Theorem 4.1 in $[8, \mathrm{p} .122]$, we see that $\sigma=-1, \tau=1$, that is the zeros of $P_{n}(x)$ are dense in $(-1,1)$ confirming our earlier result that $\operatorname{supp} \psi^{\prime}(t)=[-1,1]$. Thus, the true interval of orthogonality is $\left[\xi_{1}, \eta_{1}\right] \supset[-1,1]$. Theorem 2.1 and Corollary 1 in [8, p. 108] imply that if $\left[\xi_{1}, \eta_{1}\right]=[-1,1]$, i.e. $\psi_{j}$ is constant outside $[-1,1]$, then $-1<c_{n}<1$ ( $n \geqq 1$ ). Clearly $-1<c_{n}<1$ is equivalent to (3.8). This completes the proof.

In particular there will be mass points $<1(>-1)$ if $a \leqq-2(\geqq 2)$.
The results presented so far are valid for $-1<q<1$. In the rest of this section we shall restrict ourselves to the case

$$
\begin{equation*}
1>q>0 . \tag{3.12}
\end{equation*}
$$

The cases $q=0,1$ are essentially the Chebyshev polynomials.
We now prove the following.
Theorem 3.4. The points $t= \pm 1$ are not mass points when $1>q>0$ and $|a| \leqq(1-q)^{2}$.
Proof. From the theory of moment problems [15, pp. 45-46] we know that $\xi$ is a mass point if and only if

$$
\begin{equation*}
\sum_{0}^{\infty}\left[\theta_{n}^{(a)}(\xi ; q)\right]^{2}<\infty \tag{3.13}
\end{equation*}
$$

since the $\theta$ 's are orthonormal. The asymptotic formulas (2.10) and (2.11) imply that the above series diverged at $\xi= \pm 1$ if

$$
\begin{equation*}
\sum_{0}^{\infty} \frac{(-|a|)^{k} q^{k(k-1) / 2}}{(q ; q)_{k}^{2}} \neq 0 \tag{3.14}
\end{equation*}
$$

We rewrite (3.14) in the form

$$
\sum_{0}^{\infty} \frac{a^{2 k} q^{k(2 k-1)}}{(q ; q)_{2 k+1}^{2}}\left\{\left(1-q^{2 k+1}\right)^{2}-|a| q^{2 k}\right\}
$$

which will be positive if $\left(1-q^{2 k+1}\right)^{2}-|a| q^{2 k}$ is positive. Let $w$ be $q^{2 k}$, so $w \in[0,1]$. The function ( $1-w q)^{2}-|a| w$ is positive when $w=0,1$ and its global minimum (on $(-\infty, \infty)$ ) is at $w=\frac{1}{2}(2 q+|a|) q^{-2}$ which lies outside $[-1,1]$. This establishes the positivity of the series (3.14) when $|a| \leqq(1-q)^{2}$ and completes the proof.

For completeness we include the definition of a chain sequence.
Definition. A sequence $\left\{a_{n}\right\}_{1}^{\infty}$, is a chain sequence if there is a parameter sequence $\left\{g_{n}\right\}$ such that $0 \leqq g_{0}<1,0<g_{n}<1,(n \geqq 1)$ and $a_{n}=g_{n}\left(1-g_{n-1}\right)(n \geqq 1)$.

Chihara kindly communicated the following theorem and its proof to us.
Theorem 3.5 (Chihara [9]). A necessary condition for $\psi^{(a)}(t ; q)$ to be continuous outside $[-1,1]$ is

$$
\begin{equation*}
|a|<\left(1+q-\sqrt{1+q^{2}}\right) q^{-1} \tag{3.15}
\end{equation*}
$$

when $q \in(0,1)$.
Proof. Recall the notation (3.9), (3.10), (3.11). Theorem 2.1 and Corollary 1 in [8, p. 108] characterize the true interval of orthogonality to be [ $-1,1$ ] if and only if $-1<c_{n}<1$ and $\left\{\alpha_{n}(-1)\right\}$ and $\left\{\alpha_{n}(1)\right\}$ are both chain sequences, where

$$
\alpha_{n}(x)=\lambda_{n+1}\left[\left(c_{n}-x\right)\left(c_{n+1}-x\right)\right]^{-1}
$$

$c_{n}, \lambda_{n}$ are as in (3.11). As we saw in Theorem 3.3, $-1<c_{n}<1$ is equivalent to (3.8). It is clear from (1.6) that

$$
\begin{equation*}
\theta_{n}^{(-a)}(-x ; q)=(-1)^{n} \theta_{n}^{(a)}(x ; q), \tag{3.16}
\end{equation*}
$$

so in the rest of the proof we shall assume $0<a<2$, from (3.8). Clearly,

$$
\alpha_{n}(-1)=\left[\left(2+a q^{n-1}\right)\left(2+a q^{n}\right)\right]^{-1} \in\left(0, \frac{1}{4}\right),
$$

so $\left\{\alpha_{n}(-1)\right\}$ is a chain sequence because it is dominated by the chain sequence $\left\{\frac{1}{4}, \frac{1}{4}, \cdots\right\}$, see [8, pp. 91, 97]. This implies that there are no mass points to the left of -1 . Clearly $q>0$ implies

$$
\alpha_{n}(1)=\frac{1}{\left(2-a q^{n-1}\right)\left(2-a q^{n}\right)}>\frac{1}{4} .
$$

Now $\left\{\frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \cdots\right\}$ is a chain sequence that determines its parameters uniquely, see [8, Exercise 5.1, p. 99], so no chain sequence can dominate it [8, p. 97]. Thus $\alpha_{1}(1)<\frac{1}{2}$ is necessary for $\psi^{(a)}(t ; q)$ to be continuous to the right of 1 . The condition $\alpha_{1}(1)<\frac{1}{2}$ is

$$
q a^{2}-2(1+q) a+2>0,
$$

which is equivalent to (3.15) and the proof is complete.
4. The singular component of the spectral measure. The purpose of the present section is to define conditions sufficient for the absence of the point spectrum, that is $\psi^{(a)}(x ; q)$ is constant outside $[-1,1]$. Since the point spectrum coincides with the zeros of $F_{a}(x)$ we now study the function $F_{a}(x)$.

Theorem 4.1. When $0<q<1$ and

$$
\begin{equation*}
|a| \leqq(1-q)^{2} \tag{4.1}
\end{equation*}
$$

the function $F_{a}(x)$ will have no zeros and the discrete spectrum will be empty.
Proof. We know that the zeros of $F_{a}(x)$, if any, are real and lie outside $(-1,1)$. The definition (3.7) of $F_{a}(x)$ clearly implies the positivity of $F_{a}$ when $a B<0$, so we shall concentrate on the case $a B>0$. We express $F_{a}(x)$ in the form

$$
\begin{align*}
F_{a}(x)= & \sum_{j=0}^{\infty} \frac{(a B)^{2 j} q^{j(2 j-1)}}{\left(B^{2} ; q\right)_{2 j+2}(q ; q)_{2 j+1}}  \tag{4.2}\\
& \cdot\left[\left(1-B^{2} q^{2 j+1}\right)\left(1-q^{2 j+1}\right)-a B q^{2 j}\right]
\end{align*}
$$

Observe that the positivity of $F_{a}(x)$ will follow from (4.2) if

$$
\begin{equation*}
\left(1-B^{2} q^{2 j+1}\right)\left(1-q^{2 j+1}\right)-a B q^{2 j} \geqq 0, \quad j=0,1, \cdots \tag{4.3}
\end{equation*}
$$

holds with strict inequality for at least one $j$. The cases $x \geqq 1$ and $x \leqq-1$ will be considered separately.

Case (i). $x \geqq 1$. In this case $B=x-\sqrt{x^{2}-1} \in(0,1]$ for finite $x \geqq 1$, and we need only to consider the case $a>0$. Clearly we have

$$
\begin{equation*}
1-B^{2} q^{2 j+1} \geqq 1-q^{2 j+1} \tag{4.4}
\end{equation*}
$$

hence (4.3) will hold if

$$
\begin{equation*}
(1-q y)^{2}-a y \geqq 0, \quad 0 \leqq y \leqq 1 \tag{4.5}
\end{equation*}
$$

where $y=q^{2 j}$. The polynomial on the left side of (4.5) has a local minimum at

$$
y=\frac{1}{q}+\frac{a}{2 q^{2}}
$$

which is outside $[0,1]$. Thus $(1-q y)^{2}-a y$ is monotone on $[0,1]$ and takes the value 1 at $y=0$. Therefore (4.5) holds for $y \in[0,1]$ if and only if it holds at $y=1$, that is

$$
(1-q)^{2}-a \geqq 0
$$

which is (4.1).
Case (ii). $x \leqq-1$. Now $B$ is $x+\sqrt{x^{2}-1}$, so $0>B \geqq-1$ and we need only to consider the case $a<0$. The analysis in case $i$ goes through until (4.3). In (4.3) we replace $a B$ by $|a B|$ then use $|B| \leqq 1$ and the rest will follow in the same way but $a$ is now replaced by $|a|$.

Theorem 4.2. The function $F_{a}(x)$ does not vanish for $x$ real when $0<q<1$ and

$$
\begin{equation*}
|B| \leqq(1-q)^{2} /|a| . \tag{4.6}
\end{equation*}
$$

Proof. The proof is similar to our proof of Theorem 4.1. In Case (i) we use (4.4) to replace (4.3) by

$$
\begin{equation*}
(1-q y)^{2}-a B y \geqq 0, \quad y \in[0,1] \tag{4.7}
\end{equation*}
$$

In the proof of Theorem 4.1 we used $0<B \leqq 1$ to essentially replace (4.7) by the stronger condition (4.5). Repeating the same argument we establish (4.3) from (4.6). Case (ii) can be handled in a similar fashion.

Corollary 4.3. If $|a|>(1-q)^{2}, 0<q<1$ and $F_{a}(\xi)$ vanishes then

$$
\begin{equation*}
|\xi|<\frac{d^{2}+1}{2 d} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
d:=(1-q)^{2} /|a| \tag{4.9}
\end{equation*}
$$

Proof. If $\xi>0$ then $\xi>1$ and $B=\xi-\sqrt{\xi^{2}-1}>0$. The inequality (4.6) should be violated at $\xi$, so

$$
\xi-\sqrt{\xi^{2}-1}>d
$$

Thus $\xi-d>\sqrt{\xi^{2}-1}$ which is equivalent to (4.8) because $\xi-d>0$ due to the fact $d<1<\xi$. The case $\xi<0$ can be treated similarly.

Observe that (4.8) provides a bound for the spectrum in general. We now treat the case $-1<q<0$. Define $Q$ by

$$
\begin{equation*}
Q:=\frac{q^{-1}}{2}\left[1-q^{2}-\sqrt{\left(1-q^{2}\right)^{2}-4 q}\right], \quad 0>q>-1 \tag{4.10}
\end{equation*}
$$

It is easy to see that $Q>0$.
Theorem 4.4. Let $0>q>-1$. The zeros, if any, of $F_{a}(x)$ lie outside the region

$$
\begin{equation*}
|B| \leqq\left(1-q^{2}\right) Q /|a| . \tag{4.11}
\end{equation*}
$$

In particular if

$$
\begin{equation*}
|a| \leqq\left(1-q^{2}\right) Q \tag{4.12}
\end{equation*}
$$

then $F_{a}(x)$ has no zeros and the discrete spectrum is empty.

Proof. There is no loss of generality in assuming $a>0$ because

$$
\theta_{n}^{(-a)}(-x ; q)=(-1)^{n} \theta_{n}^{(a)}(x ; q),
$$

see (3.16), and the $\theta_{n}$ 's reduce to Chebyshev polynomials when $a=0$.
We express the series (3.7) defining $F_{a}(x)$ as the sum of four series according to whether the summation index $k$ is $\equiv 0,1,2$ or $3(\bmod 4)$. We then regroup the series in the form

$$
\begin{equation*}
F_{a}(x)=\sum_{j=0}^{\infty} \frac{(a B)^{4 j} q^{2 j(4 j-1)} H_{j}}{\left(B^{2} ; q\right)_{4 j+4}(q ; q)_{4 j+3}}, \tag{4.13}
\end{equation*}
$$

where

$$
\begin{align*}
H_{j}:= & \prod_{l=1}^{3}\left(1-q^{4 j+l}\right)\left(1-B^{2} q^{4 j+l}\right)  \tag{4.14}\\
& -a B q^{4 j} \prod_{l=2}^{3}\left(1-q^{4 j+l}\right)\left(1-B^{2} q^{4 j+l}\right) \\
& +a^{2} B^{2} q^{8 j+1}\left(1-q^{4 j+3}\right)\left(1-B^{2} q^{4 j+3}\right)-a^{3} B^{3} q^{12 j+3} .
\end{align*}
$$

The cases $x \geqq 1$ and $x \leqq-1$ require separate treatment.
Case (i). $x \geqq 1$. Now $B=x-\sqrt{x^{2}-1} \in(0,1]$, so $a B>0$ and the last term in $H_{j}$ is positive. From (4.14) we get

$$
\begin{equation*}
H_{j}>\left(1-q^{3}\right)\left(1-B^{2} q^{3}\right) \varphi\left(q^{4 j}\right), \tag{4.15}
\end{equation*}
$$

if $\varphi\left(q^{4 j}\right)>0$, where

$$
\begin{equation*}
\varphi(y)=\left(1-q^{2}\right)^{2}-a B\left(1-q^{2}\right)^{2} y+a^{2} B^{2} q y^{2} . \tag{4.16}
\end{equation*}
$$

The quadratic polynomial $\varphi(y)$ has a local maximum at the point

$$
y=(2 a B q)^{-1}\left(1-q^{2}\right)^{2}<0,
$$

and $\varphi(0)=\left(1-q^{2}\right)^{2}>0$, hence $\varphi(y)$ is monotone on $(0,1)$ and (4.13) and (4.15) will imply the positivity of $F_{a}(x)$ if we show that $\varphi(1) \geqq 0$. It is not difficult to see that $\varphi(1) \geqq 0$ is equivalent to (4.11).

Case (ii). $x \leqq-1$. In this case $B=x+\sqrt{x^{2}-1} \in[-1,0)$ and $a B<0$, so the first and second terms in $H_{j}$ are positive while the third and fourth terms are negative. The sum of the first and third terms is bounded below by

$$
\left(1-q^{4 j+3}\right)\left(1-B^{2} q^{4 j+3}\right)\left[\left(1-q^{2}\right)^{2}+a^{2} B^{2} q\right]
$$

which is nonnegative if

$$
\begin{equation*}
-a B \leqq\left(1-q^{2}\right) / \sqrt{-q} . \tag{4.17}
\end{equation*}
$$

Similarly we prove that (4.17) implies the nonnegativity of the sum of the second and fourth terms in $H_{j}$. Finally observe that the condition (4.17) is weaker than (4.11), so (4.11) implies the positivity of $F_{a}(x)$ in all cases.

Corollary 4.5. If $|a|>\left(1-q^{2}\right) Q, 0>q>-1$ and $F(\xi)=0$ then

$$
\begin{equation*}
|\xi|<\frac{c^{2}+1}{2 c} \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\left(1-q^{2}\right) Q /|a| . \tag{4.19}
\end{equation*}
$$

The proof of Corollary 4.5 is very similar to the proof of Corollary 4.3 and will be omitted.
5. Explicit representation and linearization of products. The present section contains two additional results concerning the $\theta_{n}$ 's. The first is the following explicit representation for $\theta_{n}^{(a)}(\cos \theta ; q)$ as a trigonometric polynomial of degree $n$.

Theorem 5.1. We have

$$
\begin{equation*}
\theta_{n}^{(a)}(\cos \theta ; q)=\sum_{\substack{j, k \geqq 0 \\ j+k \leqq n}} \frac{q^{k(k-1) / 2}(q ; q)_{n-j}(q ; q)_{j+k}}{(q ; q)_{k}^{2}(q ; q)_{j}(q ; q)_{n-k-j}}(-a)^{k} \cos [(n-k-2 j) \theta] . \tag{5.1}
\end{equation*}
$$

Proof. We use the $q$-binomial theorem

$$
\frac{(a z ; q)_{\infty}}{(z ; q)_{\infty}}=\sum_{0}^{\infty} \frac{(a ; q)_{n}}{(q ; q)_{n}} z^{n}
$$

(Slater [16, p. 92]) to expand $(t / A ; q)_{k+1}^{-1}$ and $(t / B ; q)_{k+1}^{-1}$ in the generating function (2.1) in the form

$$
\begin{aligned}
(t / c ; q)_{k+1}^{-1} & =\left(q^{k+1} t / c ; q\right)_{\infty} /(t / c ; q)_{\infty}=\sum_{j=0}^{\infty} \frac{\left(q^{k+1} ; q\right)_{j}}{(q ; q)_{j}} t^{j} c^{-j} \\
& =\sum_{j=0}^{\infty} \frac{(q ; q)_{k+j}}{(q ; q)_{k}(q ; q)_{j}} t^{j} c^{-j} .
\end{aligned}
$$

This identity, the substitutions $A=e^{i \theta}, B=e^{-i \theta}$ and some simple manipulations establish (5.1) and the proof is complete.

In the process of proving Theorem 5.1, we essentially proved the following.
Corollary 5.2. The $\theta_{n}$ 's have the explicit representation

$$
\begin{equation*}
\theta_{n}^{(a)}(x ; q)=\sum_{\substack{k, l, m \geqq 0 \\ k+l+m=n}} \frac{(-a)^{k} q^{k /(k-1) / 2}(q ; q)_{k+l}(q ; q)_{k+m}}{(q ; q)_{k}^{2}(q ; q)_{l}(q ; q)_{m}} A^{-l} B^{-m} \tag{5.2}
\end{equation*}
$$

where $A$ and $B$ are as in (2.3).
The second result in this section concerns coefficients in the linearization of a product of two $\theta_{n}$ 's as a sum of $\theta_{n}$ 's. We shall show that these linearization coefficients are nonnegative. Our proof of the nonnegativity of the linearization coefficients depends on the following key lemma of Askey [3].

Lemma 5.3. Let $\left\{P_{n}(x)\right\}$ be a sequence of monic polynomials, that is

$$
P_{n}(x)=x^{n}+a \text { polynomial of degree at most } n-1,
$$

that satisfies

$$
\begin{equation*}
P_{1}(x) P_{n}(x)=P_{n+1}(x)+a_{n} P_{n}(x)+b_{n} P_{n-1}(x) \tag{5.3}
\end{equation*}
$$

If $a_{n} \geqq 0, b_{n}>0$ and $a_{n+1} \geqq a_{n}, b_{n+1} \geqq b_{n}$, then

$$
\begin{equation*}
P_{n}(x) P_{m}(x)=\sum_{k=|m-n|}^{m+n} \alpha_{k} P_{k}(x) \tag{5.4}
\end{equation*}
$$

with $\alpha_{k} \geqq 0$.
Theorem 5.4. The coefficients $\alpha(k, m, n)$ in

$$
\theta_{m}^{(a)}(x ; q) \theta_{n}^{(a)}(x ; q)=\sum_{k=|m-n|}^{m+n} \alpha(k, m, n) \theta_{k}^{(a)}(x ; q)
$$

are nonnegative for $a \leqq 0$.
Proof. The associated monic set is $P_{n}(x):=2^{-n} \theta_{n}^{(a)}(x ; q)$. Hence $P_{1}(x)=x-\frac{1}{2} a$. Therefore

$$
P_{1}(x) P_{n}(x)=P_{n+1}(x)+\frac{1}{4} P_{n-1}(x)-\frac{a}{2}\left(1-q^{n}\right) P_{n}(x)
$$

since the $P$ 's satisfies (3.9), i.e. $b_{n}=\frac{1}{4}, a_{n}=-\frac{a}{2}\left(1-q^{n}\right)$. If $a \leqq 0$ then $a_{n} \geqq 0$ and $a_{n+1} \geqq a_{n}$, so by Lemma 5.3 we establish the nonnegativity of the linearization coefficients in this case.

Corollary 5.5. If $a>0$ then $(-1)^{k+m+n} \alpha(k, m, n) \geqq 0$.
Proof. This follows from

$$
(-1)^{n} \theta_{n}^{(a)}(-x ; q)=\theta_{n}^{(a)}(x ; q),
$$

see (3.16).
6. The case $|\boldsymbol{q}|>1$. In this case the generating function (2.1) no longer holds but the explicit formula (5.2) remains valid because both sides of (5.2) are well defined for $q>1$ or $q<-1$ and computing any $\theta_{n}$ involves only a finite number of steps. We now determine the asymptotic behavior of $\theta_{n}$ for large $n$ and fixed $x$. We set

$$
\begin{equation*}
p:=1 / q \tag{6.1}
\end{equation*}
$$

Theorem 6.1. The following asymptotic formula

$$
\begin{equation*}
\theta_{n}^{(a)}(x ; q) \sim(-a)^{n} q^{n(n-1) / 2}\left(\frac{A}{a} ; p\right)_{\infty} \sum_{k=0}^{\infty} \frac{p^{k(k-1) / 2}(-B / a)^{k}}{(p ; p)_{k}(A / a ; p)_{k}} \tag{6.2}
\end{equation*}
$$

holds for $x$ off the support of $d \psi^{(a)}$.
Proof. We replace $q$ in (5.2) by $1 / p$, use the observation

$$
(q ; q)_{l}=(-1)^{l} q^{l(l+1) / 2}(p ; p)_{l},
$$

and replace the summation index $k$ in (5.2) by $n-k$ to obtain

$$
\begin{equation*}
(-a)^{-n} q^{-n(n-1) / 2} \theta_{n}^{(a)}=\sum_{0 \leqq l \leqq k \leqq n} \frac{p^{k(k-1) / 2}(-a)^{-k}(p ; p)_{n+l-k}(p ; p)_{n-l} A^{-l} B^{l-k}}{(p ; p)_{l}(p ; p)_{k-l}(p ; p)_{n-k}^{2}} \tag{6.3}
\end{equation*}
$$

We now apply Tannery's theorem, a discrete and earlier version of the Lebesgue dominated convergence theorem, see Bromwich [6], to the right side of (6.3). The pointwise limit exists and since the infinite product $(p ; p)_{\infty}$ exists the right side of (6.3)
is bounded by a constant multiple of

$$
\sum_{k, l=0}^{\infty} \frac{p^{(k+l)(k+l-1) / 2}|A|^{-l}|B|^{-k}|a|^{-k-l}}{(p ; p)_{k}(p ; p)_{l}}
$$

which is a convergent double series. Thus

$$
\lim _{n \rightarrow \infty}(-a)^{-n} p^{n(n-1) / 2} \theta_{n}^{(a)}(x ; a)=\sum_{l=0}^{\infty} \frac{(-a A)^{-l} p^{l(l-1) / 2}}{(p ; p)_{l}} \sum_{k=0}^{\infty} \frac{p^{k(k-1) / 2}\left(-a B p^{-l}\right)^{-k}}{(p ; p)_{k}} .
$$

The inner sum can be evaluated by Euler's formula

$$
\sum_{0}^{\infty} \frac{(-x)^{n} q^{n(n-1) / 2}}{(q ; q)_{n}}=(x ; q)_{\infty}
$$

Slater [16, p. 93], and we get

$$
(-a)^{-n} p^{n(n-1) / 2} \theta_{n}^{(a)}(x ; q) \sim \sum_{l=0}^{\infty} \frac{(-a A)^{-l} p^{l(l-1) / 2}}{(p ; p)_{l}}\left(\frac{p^{l}}{a B} ; p\right)_{\infty},
$$

which can be easily reduced to (6.2) since $A B=1$ and ( $\left.\sigma p^{\prime} ; p\right)_{\infty}$ is nothing but $(\sigma ; p)_{\infty} /(\sigma ; p)_{l}$. This completes the proof.

We define

$$
\begin{equation*}
G(r, s):=(s ; p)_{\infty} \sum_{k=0}^{\infty} \frac{p^{k(k-1) / 2} r^{k}}{(p ; p)_{k}(s ; p)_{k}} . \tag{6.4}
\end{equation*}
$$

Theorem 6.2. There exists a unique measure $d \psi^{(a)}(x ; q)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \theta_{n}^{(a)}(x ; q) \theta_{m}^{(a)}(x ; q) d \psi^{(a)}(x ; q)=\delta_{m n} . \tag{6.5}
\end{equation*}
$$

The support of $d \psi^{(a)}$ is unbounded and the Stieltjes transform of $d \psi^{(a)}$ is given by

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \psi^{(a)}(t ; q)}{x-t}=-2 a^{-1} G\left(-\frac{B}{a} q, \frac{A}{a}\right) / G\left(-\frac{B}{a}, \frac{A}{a}\right) \tag{6.6}
\end{equation*}
$$

valid for $x \notin \operatorname{supp}\left\{d \psi^{(a)}\right\}$. Furthermore $d \psi^{(a)}$ is singular with respect to the Lebesgue measure, that is its absolutely continuous component vanishes almost everywhere.

Proof. The existence of $d \psi^{(a)}$ follows from Theorem 1.1 because the positivity condition $\lambda_{n}>0$, (2.15) and (2.17) remain valid when $|q|>1$. In the terminology of the moment problem, [15], the uniqueness of $d \psi^{(a)}$ is called the determinacy of the moment problem. Theorem 2.9 in Shohat and Tamarkin [15, p. 50] insures the uniqueness of $d \psi^{(a)}$ if the series

$$
\begin{equation*}
\sum_{0}^{\infty}\left|\theta_{n}^{(a)}(x ; q)\right|^{2} \tag{6.7}
\end{equation*}
$$

diverges at one point $x$, real or complex. The existence of an $x$ that makes the series (6.7) diverge when $a \neq 0$ is clear from (6.2) because $G(-B / a, A / a)$ does not vanish identically and $|q|>1$. This proves (6.5). The polynomials of the second kind are $\left\{\theta_{n-1}^{(a q)}(x ; q)\right\}_{1}^{\infty}$, so the continued fraction

$$
\begin{equation*}
\frac{2}{2 x-a}-\frac{2}{\sqrt{2 x-a q}}-\cdots-\frac{2}{\sqrt{2 x-a q^{n}}}-\cdots \tag{6.8}
\end{equation*}
$$

converges to the left side of (6.6), see the discussion in [15, p. 46]. On the other hand the continued fraction (6.8) is

$$
\lim _{n \rightarrow \infty} \theta_{n-1}^{(a q)}(x, q) / \theta_{n}^{(a)}(x ; q)
$$

which, in view of (6.2), is the right side of (6.6). It only remains to show that $d \psi^{(a)}$ is singular. Recall that (Stone [17])

$$
\begin{equation*}
F(z)=\int_{-\infty}^{\infty} \frac{d \mu(t)}{z-t}, \quad z \notin\{\operatorname{supp} d \mu\} \tag{6.9}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\mu\left(t_{2}\right)-\mu\left(t_{1}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{t_{1}}^{t_{2}}\{F(t-i \varepsilon)-F(t+i \varepsilon)\} d t \tag{6.10}
\end{equation*}
$$

where $\mu$ is normalized by $\mu(-\infty)=0, \mu(t)=\frac{1}{2}\{\mu(t+)+\mu(t-)\}$. Therefore the absolutely continuous component of $d \mu$ is

$$
\begin{equation*}
\mu^{\prime}(t)=\frac{1}{2 \pi i}\{F(t-i 0)-F(t+i 0)\} \quad \text { a.e. } \tag{6.11}
\end{equation*}
$$

so if $F(z)$ is single-valued across the $x$-axis $\mu^{\prime}$ will vanish almost everywhere. The functions $G(-B / a, A / a)$ appearing in the right side of (6.6) is

$$
\sum_{k, l=0}^{\infty} \frac{p^{(k+l)(k+l-1) / 2}}{(p ; p)_{k}(p ; p)_{l}}\left(-\frac{B}{a}\right)^{l}\left(-\frac{A}{a}\right)^{k}
$$

hence both $G(-B / a, A / a)$ and $G(-B p / a, A / a)$ are uniform limits of polynomials symmetric in $A, B$. We now show that the polynomials symmetric in $A$ and $B$ are single-valued functions of $x$. Any such polynomial is a sum of terms of the type

$$
a_{m n}\left\{A^{m} B^{n}+B^{m} A^{n}\right\}, \quad m \geqq n
$$

But

$$
A^{m} B^{n}+B^{m} A^{n}=(A B)^{n}\left(A^{m-n}+B^{m-n}\right)=A^{m-n}+B^{m-n}
$$

since $A B=1$. Therefore

$$
\begin{aligned}
A^{m} B^{n}+B^{m} A^{n} & =(A+B)^{m-n}-\sum_{j=1}^{m-n-1}\binom{m-n}{j} A^{j} B^{m-n-j} \\
& =(A+B)^{m-n}-\sum_{j=1}^{m-n-1}\binom{m-n}{j} A^{j-1} B^{m-n-j-1}
\end{aligned}
$$

where we used $A B=1$. Recall that $A+B=2 x$. The above relationship expresses $B^{m} A^{n}+B^{n} A^{m}$ as $(2 x)^{m-n}$ plus some symmetric lower degree polynomial. Repeating this process shows that $A^{m} B^{n}+B^{m} A^{n}$ is a polynomial in $x$ of degree $m-n$; hence is single-valued. Therefore both $G(-B / a, A / a)$ and $G(-B q / a, A / a)$ are entire functions of $x$, hence single-valued across the $x$-axis. This completes the proof.

The idea of using Tannery's theorem to derive asymptotic expansions for certain polynomials has been used successfully in other cases, see [2], [10] and [11].
7. The case $q=-1$. When $q=-1$ the generating function

$$
\begin{equation*}
G(x, t):=\sum_{0}^{\infty} t^{n} \theta_{n}^{(a)}(x ;-1) \tag{7.1}
\end{equation*}
$$

satisfies the functional equation, see (2.4),

$$
\begin{equation*}
\left(1-2 x t+t^{2}\right) G(x, t)=1-a t G(x,-t) \tag{7.2}
\end{equation*}
$$

We now iterate (7.2), that is replace $t$ by $-t$, then use the result and (7.2) to eliminate $G(x,-t)$. The result is

$$
\begin{equation*}
\sum_{0}^{\infty} t^{n} \theta_{n}^{(a)}(x ;-1)=\left\{1+(2 x-a) t+t^{2}\right\}\left\{\left(1+t^{2}\right)^{2}+\left(a^{2}-4 x^{2}\right) t^{2}\right\}^{-1} \tag{7.3}
\end{equation*}
$$

Theorem 7.1. For fixed $x$, let $\alpha, \beta$ be the roots of

$$
\begin{equation*}
(1+u)^{2}+\left(a^{2}-4 x^{2}\right) u=0 \quad \text { with }|\beta| \leqq|\alpha| . \tag{7.4}
\end{equation*}
$$

The polynomials $\left\{\theta_{n}^{(a)}(x ;-1)\right\}$ can be expressed explicitly as

$$
\begin{align*}
& \theta_{2 n}^{(a)}(x ;-1)=(\alpha-\alpha)^{-1}\left[(\alpha+\beta) \alpha^{n}-(\beta+1) \beta^{n}\right], \quad n=0,1,2, \cdots . \\
& \theta_{2 n+1}^{(a)}(x ;-1)=(2 x-a)(\alpha-\beta)^{-1}\left(\alpha^{n+1}-\beta^{n+1}\right), \tag{7.5}
\end{align*}
$$

Proof. Rewrite the right side of (7.3) in the form

$$
\frac{1}{\alpha-\beta}\left[\frac{\alpha+1}{1-t^{2} \alpha}-\frac{\beta+1}{1-t^{2} \beta}+(2 x-a) t\left(\frac{\alpha}{1-t^{2} \alpha}-\frac{\beta}{1-t^{2} \beta}\right)\right]
$$

then expand $\left(1-t^{2} \alpha^{-1}\right)$ and $\left(1-t^{2} \beta^{-1}\right)$ in powers of $t^{2}$ and equate coefficients of like powers of $t$. A simple calculation yields (7.5) and the proof is complete.

Theorem 7.2. The polynomial $\left\{\theta_{n}^{(a)}(x ;-1)\right\}$ satisfies the orthogonality relation

$$
\begin{equation*}
\int_{E}\left[\frac{2 x+a}{2 x-a}\left(1+\frac{a^{2}}{4}-x^{2}\right)\right]^{1 / 2} \theta_{n}^{(a)}(x ;-1) \theta_{m}^{(a)}(x ;-1) d x=\pi \delta_{m, n} \tag{7.6}
\end{equation*}
$$

where $E$ is given by

$$
\begin{equation*}
E=\left[-\frac{1}{2} \sqrt{4+a^{2}},-\frac{|a|}{2}\right] \cup\left[\frac{|a|}{2}, \frac{1}{2} \sqrt{a^{2}+4}\right] \tag{7.7}
\end{equation*}
$$

Proof. The corresponding continued fraction $\chi(x)$ is periodic and satisfies

$$
\chi(x)=\frac{1}{2 x-a-1 /\left(2 x+a-\frac{1}{2} \chi(x)\right)}
$$

Therefore

$$
\begin{equation*}
\chi(x)=\int_{-\infty}^{\infty} \frac{d \psi^{(a)}(t,-1)}{x-t}=2(\beta+1)(2 x-a)^{-1} \tag{7.8}
\end{equation*}
$$

We now invert (7.8) to compute $d \psi^{(a)}$. It is clear from (7.8) that $d \psi^{(a)}$ is absolutely continuous because $\beta=-1$ when $x=\frac{1}{2} a$. We now apply (6.9), (6.10) and (6.11) to get

$$
\begin{equation*}
\frac{d}{d x} \psi^{(a)}(x,-1)=\lim _{\varepsilon \rightarrow 0^{+}} 2\left(\beta_{1}-\beta_{2}\right) \frac{(2 \pi i)^{-1}}{2 x-a} \tag{7.9}
\end{equation*}
$$

where $\beta_{1}$ and $\beta_{2}$ are the values of $\beta$ when $x=x-i 0$ and $x=x+i 0$, respectively. It is not difficult to see from (7.8) and (7.4) that $\psi^{(a)}$ is constant outside $E$ and

$$
\begin{equation*}
\frac{d}{d x} \psi^{(a)}(x,-1)=\left\{4-\left(2+a^{2}-4 x^{2}\right)^{2}\right\}^{1 / 2}\{\pi(2 x-a)\}^{-1}, \quad x \in E \tag{7.10}
\end{equation*}
$$

which implies the orthogonality relation (7.6) because $\psi^{(a)}$ is normalized by

$$
\int_{-\infty}^{\infty} d \psi^{(a)}(x ;-1)=1
$$

Remark 7.3. The fact that $d / d x \psi^{(a)}(x ;-1)$ vanishes outside $E$ is predicted in Chihara [8, Thm. 4.1, p. 122].

Observe that as $a \rightarrow 0$ the orthogonality relation (7.6) reduces to the orthogonality relation for $\left\{U_{n}(x)\right\}$. The results obtained here also follow from Chihara's work [7].
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#### Abstract

On a circle, the Fejér kernel is nonnegative and is useful for approximating positive densities, and the Lanczos kernel is an approximate identity and gives rapid convergence when applied to discontinuous functions. These kernels are easy to construct from trigonometric functions because the Dirichlet kernel is invariant under translations. This paper uses the invariance under rotations of the Dirichlet kernel constructed from spherical harmonics to construct Fejér and Lanczos kernels on a sphere. On a $(q+2)$ dimensional sphere, the $k$ th order Lanczos kernel is an approximate identity for $q<2 k$. The corresponding Fejér and Lanczos kernels in Euclidean space can be constructed by a simple mapping.
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1. Introduction. One sometimes wants to approximate a function which is everywhere nonnegative. For example, Smoothed Particle Hydrodynamics [5] fits a mass density to discrete masses at points $x_{1} \ldots x_{J}$, and in statistical estimation the kernel method [12] fits a frequency density to a sample $x_{1} . . x_{J}$. These methods generally use something like a Gaussian for a nonnegative kernel, but a more economic representation is obtained if the kernel is constructed from a set $\left\{\phi_{n}\right\}$ of orthonormal functions:

$$
\begin{equation*}
K_{N}(x, y)=\sum_{n=0}^{N} \sigma_{n} \phi_{n}(x) \phi_{n}(y) . \tag{1.1}
\end{equation*}
$$

The problem is, how do we choose the sigma factors $\sigma_{n}$ so that the kernel (1.1) is everywhere nonnegative?

The best known nonnegative kernel is the Fejér kernel $F_{N}(x, y)$ constructed from trigonometric functions with

$$
\begin{equation*}
\sigma_{n}=1-n(N+1) . \tag{1.2}
\end{equation*}
$$

It can be derived from the Dirichlet kernel either as the $(C, 1)$ mean or by squaring the Dirichlet kernel of order $N / 2$ and normalizing. These methods work essentially because the trigonometric functions are invariant under translation so that the Dirichlet kernel $D_{N}(x, y)$ is a function of $x-y$ only. Now spherical harmonics are invariant under rotations, so the Dirichlet kernel $D_{N}(A, B)$ on a sphere is a function only of the angle $\widehat{A B}$. Because of this it is possible to construct a Fejér kernel on the sphere, as we see in §3. How to do this using Cesàro means is already known: the $(C, q+1)$ mean of the Dirichlet kernel on a $(q+2)$-dimensional sphere is everywhere nonnegative (Kogbetlianz [9], Askey and Pollard [3]). For even $N$, however, the $(C, q+1)$ mean is everywhere greater than zero and is not the sharpest possible kernel. It may therefore be better for even $N$ to use the kernel obtained by squaring the Dirichlet kernel of order $N / 2$ and normalizing, and in $\S 3$ we derive the corresponding sigma factors.

In practical problems we more often want kernels in Euclidean space. It is easy, however, to map Euclidean space $E_{q+1}$ onto the surface $S_{q+1}$ of a ( $q+2$ )-dimensional sphere; we discuss this briefly in $\S 6$. The case $q=2$ is especially important because it

[^25]corresponds to 3-dimensional Euclidean space, and fortunately the ultraspherical polynomials from which the Dirichlet kernel on a 4-dimensional sphere is constructed are especially simple.

The Fejér kernel has many desirable properties apart from being nonnegative: it captures all continuous functions, and it avoids the notorious Gibbs oscillations. The Gibbs oscillations induced when the Dirichlet kernel is applied to a discontinuous function get worse as the number of dimensions increases, and in 3 dimensions they can be very serious indeed. Of course, if the function we are approximating is smooth enough, there is no trouble, and the Dirichlet kernel will converge rapidly. But in practical problems functions are not always smooth; compressible flows develop discontinuities, and in particle methods of simulating fluids and plasmas the data is noisy. In these circumstances some form of smoothing is essential.

The Fejér kernel, however, may provide too much smoothing. The $N$ th order Fejér kernel is about as sharp as the Dirichlet kernel of order $N / 2$, and in 3 dimensions the Fejér kernel needs about 8 times as many terms to achieve the same sharpness as the Dirichlet kernel. We therefore want a kernel which is better behaved than the Dirichlet kernel but is sharper than the Fejér kernel.

Lanczos [10], [11] showed how to construct a kernel for trigonometric functions that gives rapid convergence when applied to a discontinuous function. The Lanczos kernel $L_{N}(x, y)$ is obtained from the Dirichlet kernel $D_{N}(x, z)$ by integrating over a window in $z$ :

$$
\begin{equation*}
L_{N}(x, y)=\frac{1}{\Delta} \int_{y-\Delta / 2}^{y+\Delta / 2} D_{N}(x, z) d z \tag{1.3}
\end{equation*}
$$

In other words, the Lanczos kernel is a moving average of the Dirichlet kernel. This provides the same amount of smoothing for all $x$ because the Dirichlet kernel is a function of $x-z$ only. Because the Dirichlet kernel $D_{N}(A, B)$ on a sphere is a function of the angle $\widehat{A B}$ only, we can also construct a Lanczos kernel on the sphere, and we derive the Lanczos sigma factors in $\S 4$.

The Lanczos kernel constructed from trigonometric functions is well behaved because it is an approximate identity, that is, it fulfills the following conditions:

$$
\begin{gather*}
\int_{\text {all }} L_{N}(x, y) d y=1,  \tag{1.4}\\
\sup _{N} \int_{\text {all } y}\left|L_{N}(x, y)\right| d y<\infty,  \tag{1.5}\\
\lim _{N \rightarrow \infty} \int_{|x-y|>\varepsilon}\left|L_{N}(x, y)\right| d y=0 . \tag{1.6}
\end{gather*}
$$

An approximate identity captures all continuous functions and avoids Gibbs oscillations. Many of the troubles of the Dirichlet kernel stem from the fact that it is not an approximate kernel. On a $(q+2)$-dimensional sphere, for example, we have

$$
\int_{\text {all } B}\left|D_{N}(A, B)\right| d \Omega(B)= \begin{cases}O(\ln N) & \text { for } q=0(\text { a circle })  \tag{1.7}\\ O\left(N^{q / 2}\right) & \text { for } q>0\end{cases}
$$

which shows how a Dirichlet kernel gets worse behaved and farther from being an approximate identity as the number of dimensions increases.

In $\S 5$ we show that the Lanczos kernel is an approximate identity for $q=1$ (the 2-dimensional surface of a 3-dimensional sphere), but not for $q=2$. To obtain an approximate identity for $q \geqq 2$, we must use higher order Lanczos kernels, which are obtained by repeated Lanczos averaging, that is, by repeated integration over the window. The second order Lanczos kernel is an approximate identity for $q=2$ or 3 , and the $k$ th order Lanczos kernel is an approximate identity for $q<2 k$.

For ease of reference and to define the notation §2 gives the most important formulae involving spherical harmonics in ( $q+2$ )-dimensions. An excellent account is given by Hochstadt [6].
2. Notation and useful formulae for spherical harmonics. In terms of the angular coordinates $\left(\theta_{0}, \theta_{1} \cdots \theta_{q}\right)$ the element of area of a $(q+2)$-dimensional sphere can be written

$$
\begin{equation*}
d \Omega_{q}=\left(\sin \theta_{0}\right)^{q} d_{0} \times\left(\sin \theta_{1}\right)^{q-1} d \theta_{1} \times \cdots \times d \theta_{q} \tag{2.1}
\end{equation*}
$$

This suggests representing a $(q+2)$-dimensional spherical harmonic in terms of ultraspherical polynomials $C\left({ }_{n}^{\lambda} \mid \cos \theta\right)$ orthogonal under the weight function $(\sin \theta)^{2 \lambda}$

$$
\begin{equation*}
Y\binom{k_{1} \ldots k_{q} \mid \theta_{0} \theta_{1} \ldots \theta_{q}}{n} \tag{2.2}
\end{equation*}
$$

$$
=\left\{H\binom{k_{1} \ldots k_{q}}{n}\right\}^{-1} C\left(\left.\begin{array}{c}
k_{1}+q / 2 \\
n-k_{1}
\end{array} \right\rvert\, \cos \theta_{0}\right)\left(\sin \theta_{0}\right)^{k_{1}} \times C\left(\left.\begin{array}{c}
k_{2}+(q-1) / 2 \\
k_{1}-k_{2}
\end{array} \right\rvert\, \cos \theta_{1}\right)\left(\sin \theta_{1}\right)^{k_{2}}
$$

$$
\times \cdots \times C\left(\left.\begin{array}{c}
\left|k_{q}\right|+1 / 2 \\
k_{q-1}-\left|k_{q}\right|
\end{array} \right\rvert\, \cos \theta_{q-1}\right)\left(\sin \theta_{q-1}\right)^{\left|k_{q}\right|} \times \exp \left(i k_{q} \theta_{q}\right)
$$

where $H$ is the normalizing integral

$$
\begin{equation*}
H\binom{k_{1} . . k_{q}}{n}=h\binom{k_{1}+q / 2}{n-k_{1}} \times h\binom{k_{2}+(q-1) / 2}{k_{1}-k_{2}} \times \cdots \times h\binom{\left|k_{q}\right|+1 / 2}{k_{q-1}-\left|k_{q}\right|} \times 2 \pi \tag{2.3}
\end{equation*}
$$

and $h$ is the normalizing integral for ultraspherical polynomials

$$
h\binom{\lambda}{n}=\int_{0}^{\pi}\left\{C\left(\left.\begin{array}{l}
\lambda  \tag{2.4}\\
n
\end{array} \right\rvert\, \cos \theta\right)\right\}^{2}(\sin \theta)^{2 \lambda} d \theta=\frac{C\left(\left.\begin{array}{l}
\lambda \\
n
\end{array} \right\rvert\, 1\right)}{(1+n / \lambda)} h\binom{\lambda}{0}
$$

with

$$
\begin{equation*}
h\binom{\lambda}{0}=\frac{\pi 2^{1-2 \lambda} \Gamma(2 \lambda)}{\lambda\{\Gamma(\lambda)\}^{2}}, \tag{2.5}
\end{equation*}
$$

and the ultraspherical polynomials are standardised so that

$$
C\left(\left.\begin{array}{l}
\lambda \mid  \tag{2.6}\\
n
\end{array} \right\rvert\,\right)=\binom{n+2 \lambda-1}{n} .
$$

The Dirichlet kernel on a sphere is

$$
\begin{equation*}
\left.D_{N}(A, B)=\sum_{n=0}^{N} \sum_{k_{1} \cdots k_{q}} Y\binom{k_{1} \ldots k_{q}}{n} A\binom{k_{1} \ldots k_{q}}{n} B\right) . \tag{2.7}
\end{equation*}
$$

The sum over $k_{1} . . k_{q}$ is invariant under rotations [6], and on rotating $B$ to the pole $(0,0 \ldots 0)$ and $A$ to the point $(\widehat{A B}, 0 \ldots 0)$, all terms vanish except those with $k_{1} . . k_{q}=0$. We therefore obtain the addition formula

$$
\begin{align*}
& \sum_{k_{1} \cdots k_{q}} Y\left(\left.\begin{array}{c}
k_{1} . . k_{q} \\
n
\end{array} \right\rvert\, A\right) Y\left(\left.\begin{array}{c}
k_{1} . . k_{q} \\
n
\end{array} \right\rvert\, B\right)=Y\left(\left.\begin{array}{c}
0 \ldots 0 \\
n
\end{array} \right\rvert\, \widehat{A B}, 0 \ldots 0\right) Y\left(\left.\begin{array}{c}
0 \ldots 0 \\
n
\end{array} \right\rvert\, 0,0 \ldots 0\right)  \tag{2.8}\\
& =\left\{H\binom{0.00}{n}\right\}^{-1} C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, 1\right) C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right) .
\end{align*}
$$

Recalling (2.3) and (2.4), we have

$$
H\binom{0 . .0}{n}=\Omega_{q} C\left(\left.\begin{array}{c}
q / 2  \tag{2.9}\\
n
\end{array} \right\rvert\, 1\right) /(1+2 n / q)
$$

where

$$
\begin{equation*}
\Omega_{q}=h\binom{q / 2}{0} \times h\binom{(q-1) / 2}{0} \times \cdots \times h\binom{1 / 2}{0} \times 2 \pi \tag{2.10}
\end{equation*}
$$

is the surface area of a $(q+2)$-dimensional sphere. The Dirichlet kernel is therefore

$$
D_{N}(A, B)=\Omega_{q}^{-1} \sum_{n=0}^{N}(1+2 n / q) C\left(\left.\begin{array}{c}
q / 2  \tag{2.11}\\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right)
$$

Our task is now to find the sigma factors in the Fejér and Lanczos kernels which take the form

$$
\begin{align*}
K_{N}(A, B) & =\sum_{n=0}^{N} \sigma_{n} \sum_{k_{1} . . k_{q}} Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q} \\
n
\end{array} \right\rvert\, A\right) Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q} \\
n
\end{array} \right\rvert\, B\right)  \tag{2.12}\\
& =\Omega_{q}^{-1} \sum_{n=0}^{N} \sigma_{n}(1+2 n / q) C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right)
\end{align*}
$$

3. The Fejér sigma factors. The simplest way to obtain a nonnegative kernel is to use Cesàro means. Recall that the ( $C, \beta$ ) mean of $\sum t_{n}$ is

$$
\begin{equation*}
S_{N}(C, \beta ; t)=\sum_{n=0}^{N} \frac{[N]_{n}}{[N+\beta]_{n}} t_{n} \tag{3.1}
\end{equation*}
$$

where $[\alpha]_{n}$ is the $n$th descending factorial of $\alpha$. Kogbetianz [9] first stated that the $(C, 2 \lambda+1)$ means of

$$
\sum_{n}(1+n / \lambda) C\left(\left.\begin{array}{l}
\lambda  \tag{3.2}\\
n
\end{array} \right\rvert\, x\right)
$$

are nonnegative. Askey and Pollard [3] gave a simple proof, which is also outlined in Askey's book [1]. Now (3.2) is simply proportional to the Dirichlet kernel (2.11) with $q=2 \lambda$, so it is clear that the ( $C, q+1$ ) means of the Dirichlet kernel should be nonnegative. The corresponding Fejér sigma factors are

$$
\begin{equation*}
\sigma_{n}=\frac{[N]_{n}}{[N+q+1]_{n}} . \tag{3.3}
\end{equation*}
$$

It is desirable that the Fejér kernel should be as sharp as possible consistent with being nonnegative. The smallest value of $\beta$ which will make the ( $C, \beta$ ) mean of the Dirichlet kernel nonnegative is $q+1$ for odd $N$, but less than $q+1$ for even $N$. For example, with $q=2, N=6$, the $(C, \beta)$ mean of the Dirichlet kernel is positive for

$$
\begin{equation*}
\beta=2.28<q+1=3 . \tag{3.4}
\end{equation*}
$$

Thus, for even $N$ the optimum value of $\beta$ which will give the sharpest nonnegative Fejér kernel is less than $q+1$. I would like to be able to find the optimum value of $\beta$ by using the elegant methods in Chapters 8 and 9 of Askey's book [1], or perhaps to extend Askey's results [2] for positive radial functions on a sphere, but I am not clever enough.

For even $N$ we can obtain another nonnegative kernel by squaring the Dirichlet kernel of order $N / 2$ and normalizing. The square of the Dirichlet kernel (2.11) is

$$
\begin{align*}
\left\{D_{N / 2}(A, B)\right\}^{2}= & \Omega_{q}^{-2} \sum_{n, m=0}^{N / 2}(1+2 n / q)(1+2 m / q)  \tag{3.5}\\
& \times C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right) C\left(\left.\begin{array}{c}
q / 2 \\
m
\end{array} \right\rvert\, \cos \widehat{A B}\right) .
\end{align*}
$$

The product of two ultraspherical polynomials can be linearized:

$$
C\left(\left.\begin{array}{c}
q / 2  \tag{3.6}\\
n
\end{array} \right\rvert\, x\right) C\left(\left.\begin{array}{c}
q / 2 \\
m
\end{array} \right\rvert\, x\right)=\sum_{l} \Pi(n, m ; l) C\left(\left.\begin{array}{c}
q / 2 \\
l
\end{array} \right\rvert\, x\right)
$$

The product linearization coefficients are given by the explicit formula

$$
\begin{align*}
\Pi(n, m ; n+m-2 k)= & \frac{(m+n+q / 2-2 k)}{(m+n+q / 2-k)}  \tag{3.7}\\
& \times \frac{(q / 2)_{k}(q / 2)_{m-k}(q / 2)_{n-k}(q)_{m+n-k}(m+n-2 k)!}{k!(m-k)!(n-k)!(q / 2)_{m+n-k}(q)_{m+n-2 k}}
\end{align*}
$$

where $(\alpha)_{n}$ is the $n$th ascending factorial of $\alpha$. This result was first stated by Dougall [4] and proved by Hsü [7]; see also Askey's book. We can see from (3.7) that all the coefficients are nonnegative, and the only nonzero coefficients in (3.6) are those for which $n+m+l$ is even and $|n-m| \leqq l \leqq n+n$.

When many product linearizations are needed, it is easier to generate them using a recurrence relation such as the one found by Hyllaraas [8] or, more simply still, using the one found directly from the recurrence relation for the ultraspherical polynomials:

$$
\begin{equation*}
a_{n} \Pi(n+1, m ; l)+b_{n} \Pi(n-1, m ; l)=a_{l-1} \Pi(n, m ; l-1)+b_{l+1} \Pi(n, m ; l+1) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}=(n+1) /(2 n+q) \quad \text { and } \quad b_{n}=(n+q-1) /(2 n+q) \tag{3.9}
\end{equation*}
$$

are the coefficients in the recurrence relation

$$
x C\left(\left.\begin{array}{c}
q / 2  \tag{3.10}\\
n
\end{array} \right\rvert\, x\right)=a_{n} C\left(\left.\begin{array}{c}
q / 2 \\
n+1
\end{array} \right\rvert\, x\right)+b_{n} C\left(\left.\begin{array}{c}
q / 2 \\
n-1
\end{array} \right\rvert\, x\right)
$$

Linearizing the square (3.5) of the Dirichlet kernel gives

$$
\begin{align*}
\left\{D_{N / 2}(A, B)\right\}^{2}= & \Omega_{q}^{-2} \sum_{m, n=0}^{N / 2}(1+2 n / q)(1+2 m / q)  \tag{3.11}\\
& \times \sum_{\substack{|n-m| \leqq l \leqq n+m \\
n+m+l \text { even }}}^{N} \Pi(n, m ; l) C\left(\left.\begin{array}{c}
q / 2 \\
l
\end{array} \right\rvert\, \cos \widehat{A B}\right)
\end{align*}
$$

The Fejér kernel has the form

$$
F_{N}(A, B)=\Omega_{q}^{-1} \sum_{l=0}^{N} \sigma_{l}(1+2 l / q) C\left(\left.\begin{array}{c}
q / 2  \tag{3.12}\\
l
\end{array} \right\rvert\, \cos \widehat{A B}\right)
$$

with $\sigma_{0}=1$ for proper normalization. Comparing (3.11) and (3.12), we see that the Fejér sigma factors are

$$
\begin{equation*}
\sigma_{l}=\frac{S_{l} / S_{0}}{(1+2 l / q)} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{l}=\sum_{\substack{0 \leqq n, m \leqq N / 2 \\|n-m| \leqq l \leqq n+m \\ n+m+l \text { even }}}(1+2 n / q)(1+2 m / q) \Pi(n, m ; l) . \tag{3.14}
\end{equation*}
$$

For even $N$, the Fejér kernel with sigma factors (3.13) should be sharper than the Fejér kernel with sigma factors (3.3). The sigma factors (3.3) are easier to obtain, and of course there may be some purposes for which the resulting kernel is actually better. For the important case $q=2$ the sigma factors (3.13) are, however, easy to obtain.

For $q=2$ the ultraspherical polynomials are Chebyshev polynomials of the second kind, and all the nonzero product linearization coefficients are unity, as may be seen directly from the explicit formula (3.7). Then (3.14) becomes

$$
\begin{equation*}
S_{l}=\sum_{\substack{0 \leqq n, m \leqq N / 2 \\|n-m| \leqq l \leqq n+m \\ n+m+l \text { even }}}(1+n)(1+m) . \tag{3.15}
\end{equation*}
$$

On evaluating these sums we obtain

$$
\begin{align*}
S_{2 l}= & \left(\frac{2 l+1}{6} N-\frac{2 l^{2}-1}{2}\right)(N / 2+1)(N / 2+2)  \tag{3.16}\\
& +\left(\frac{l(l+2)}{3}-\frac{2 l+1}{6}\right) l(l+1), \tag{3.17}
\end{align*}
$$

In particular

$$
\begin{equation*}
S_{0}=(N / 6+1 / 2)(N / 2+1)(N / 2+2), \quad S_{N+1}=0 \tag{3.18}
\end{equation*}
$$

4. The Lanczos sigma factors. The Lanczos kernel on a sphere is obtained by integrating the Dirichlet kernel $D_{N}(A, C)$ over a window in $C$ centered at $B$ with radius $\Delta$ :

$$
\begin{equation*}
L_{N}(A, B)=\int_{\overparen{C B} \leqq \Delta} D_{N}(A, C) d \Omega(C) / \int_{\overparen{C B} \leqq \Delta} d \Omega(C) . \tag{4.1}
\end{equation*}
$$

The second order Lanczos kernel is formed by integrating again over the window:

$$
\begin{equation*}
L_{N}^{(2)}(A, B)=\int_{\widehat{C B} \leqq \Delta} L_{N}(A, C) d \Omega(C) / \int_{\overparen{C B} \leqq \Delta} d \Omega(C) . \tag{4.2}
\end{equation*}
$$

Higher order Lanczos kernels are obtained similarly by integrating repeatedly over the window.

To obtain the Lanczos sigma factors, we expand the Dirichlet kernel in spherical harmonics as in (2.7), so that

$$
\int_{\overparen{C B} \leqq \Delta} D_{N}(A, C) d \Omega(C)=\sum_{n=0}^{N} \sum_{k_{1} \cdots k_{q}} Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q}  \tag{4.3}\\
n
\end{array} \right\rvert\, A\right) \int_{\overparen{C B} \leqq \Delta} Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q} \\
n
\end{array} \right\rvert\, C\right) d \Omega(C)
$$

We put $B$ at the pole ( $0,0 . .0$ ), $A$ at $(\widehat{A B}, 0 \ldots 0)$, and give to $C$ coordinates $\left(\gamma_{0}, \gamma_{1} . . \gamma_{q}\right)$ where $\gamma_{0}=\widehat{C B}$. In the representation (2.7) all spherical harmonics vanish at $A$ unless $k_{2} . . k_{q}=0$. The integral over the window $\gamma_{0}=\widehat{C B} \leqq \Delta$ then vanishes unless $k_{1}=0$, because the part of the spherical harmonic which depends on $\gamma_{1}$ is

$$
\left(\left.\begin{array}{c}
k_{1}, 0 \ldots 0  \tag{4.4}\\
n
\end{array} \right\rvert\, C\right) \propto C\left(\left.\begin{array}{c}
(q-1) / 2 \\
k_{1}
\end{array} \right\rvert\, \cos \gamma_{1}\right)
$$

and the integral over the window is proportional to

$$
\begin{equation*}
\left.\int_{0}^{\pi} C\binom{(q-1) / 2}{k_{1}} \cos \gamma_{1}\right)\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1}=0 \quad \text { if } k_{1} \neq 0 \tag{4.5}
\end{equation*}
$$

The integral (4.3) of the Dirichlet kernel then becomes

$$
\begin{align*}
& \int_{\widehat{C B} \leqq \Delta} D_{N}(A, C) d \Omega(C)  \tag{4.6}\\
& \quad=\sum_{n=0}^{N} Y\left(\left.\begin{array}{c}
0 . .0 \\
n
\end{array} \right\rvert\, A\right) \int Y\left(\left.\begin{array}{c}
0 . .0 \\
n
\end{array} \right\rvert\, C\right) d \Omega(C) \\
& \quad=\sum_{n=0}^{N}\left\{H\binom{0 . .0}{n}\right\}^{-1} C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right) \times \Omega_{q-1} \int_{0}^{\Delta} C\left(\left.\begin{array}{c}
q / 2 \\
n
\end{array} \right\rvert\, \cos \gamma_{0}\right)\left(\sin \gamma_{0}\right)^{q} d \gamma_{0} .
\end{align*}
$$

Since

$$
\begin{equation*}
\int_{\overparen{C B} \leqq \Delta} d \Omega(C)=\Omega_{q-1} \int_{0}^{\Delta}\left(\sin \gamma_{0}\right)^{q} d \gamma_{0} \tag{4.7}
\end{equation*}
$$

we find, using (2.9) for $H$, that the Lanczos kernel becomes

$$
L_{N}(A, B)=\Omega_{q}^{-1} \sum_{n=0}^{N} \sigma_{n}(1+2 n / q) C\left(\left.\begin{array}{c}
q / 2  \tag{4.8}\\
n
\end{array} \right\rvert\, \cos \widehat{A B}\right)
$$

with

$$
\sigma_{n}=\frac{\int_{0}^{\Delta} C\left(\begin{array}{c}
q / 2  \tag{4.9}\\
n
\end{array} \cos \gamma_{0}\right)\left(\sin \gamma_{0}\right)^{q} d \gamma_{0}}{C\left(\begin{array}{c}
q / 2 \\
n
\end{array} 1\right) \int_{0}^{\Delta}\left(\sin \gamma_{0}\right)^{q} d \gamma_{0}}
$$

From the Rodrigues formula

$$
C\left(\left.\begin{array}{c}
q / 2  \tag{4.10}\\
n
\end{array} \right\rvert\, \cos \theta\right)=\frac{A_{n}^{q}}{(\sin \theta)^{q-1}}\left(\frac{1}{\sin \theta} \frac{d}{d \theta}\right)^{n}(\sin \theta)^{2 n+q-1},
$$

with

$$
\begin{equation*}
A_{n}^{q}=\frac{\Gamma((q+1) / 2) \Gamma(n+q)}{2^{n} n!\Gamma(n+(q+1) / 2) \Gamma(q)} \tag{4.11}
\end{equation*}
$$

we find for $n>0$ that

$$
\left.\int_{0}^{\Delta} C\left(\left.\begin{array}{c}
q / 2  \tag{4.12}\\
n
\end{array} \right\rvert\, \cos \gamma_{0}\right)\left(\sin \gamma_{0}\right)^{q} d \gamma_{0}=\frac{q(\sin \Delta)^{q+1}}{n(q+n)} C\binom{q / 2+1}{n-1} \cos \Delta\right) .
$$

Since

$$
C\left(\left.\begin{array}{c}
q / 2  \tag{4.13}\\
n
\end{array} \right\rvert\, 1\right)=\binom{n+q-1}{n}=\frac{q(q+1)}{n(q+n)} C\left(\left.\begin{array}{c}
q / 2+1 \\
n-1
\end{array} \right\rvert\, 1\right),
$$

we have for $n>0$

$$
\sigma_{n}=\frac{(\sin \Delta)^{q+1} /(q+1)}{\int_{0}^{\Delta}\left(\sin \gamma_{0}\right)^{q} d \gamma_{0}} \times \frac{C\left(\left.\begin{array}{c}
q / 2+1  \tag{4.14}\\
n-1
\end{array} \right\rvert\, \cos \Delta\right)}{C\left(\left.\begin{array}{c}
q / 2+1 \\
n-1
\end{array} \right\rvert\, 1\right)}
$$

We shall fix $\Delta$ by the requirement that

$$
\begin{equation*}
\sigma_{N+1}=0, \tag{4.15}
\end{equation*}
$$

or

$$
C\left(\left.\begin{array}{c}
q / 2+1  \tag{4.16}\\
N
\end{array} \right\rvert\, \cos \Delta\right)=0
$$

For the important case $q=2$, the ultraspherical polynomials are Chebyshev polynomials of the second kind, $U_{n}(\cos \theta)=\sin ((n+1) \theta) / \sin \theta$. It is then easiest to obtain the sigma factors by direct integration of (4.9):

$$
\begin{align*}
\sigma_{n} & =\frac{\int_{0}^{\Delta} \sin \left((n+1) \gamma_{0}\right)\left(\sin \gamma_{0}\right) d \gamma_{0}}{(n+1) \int_{0}^{\Delta}\left(\sin \gamma_{0}\right)^{2} d \gamma_{0}}  \tag{4.17}\\
& =\frac{1}{(n+1)}\left[\frac{\sin (n \Delta)}{n}-\frac{\sin ((n+2) \Delta)}{(n+2)}\right] /(\Delta-\sin (2 \Delta) / 2)
\end{align*}
$$

The condition $\sigma_{N+1}=0$ gives

$$
\begin{equation*}
\tan ((N+2) \Delta)-(N+2) \tan \Delta=0 \tag{4.18}
\end{equation*}
$$

which is easily solved by the iteration

$$
\begin{equation*}
\Delta=\frac{\pi+\arctan ((N+2) \tan \Delta)}{(N+2)} \tag{4.19}
\end{equation*}
$$

with the starting value

$$
\begin{equation*}
\Delta=\frac{Z}{N+2} \tag{4.20}
\end{equation*}
$$

where $Z=4.4934$ is the solution of

$$
\begin{equation*}
Z=\pi+\arctan (Z) \text { or } J_{3 / 2}(Z)=0 \tag{4.21}
\end{equation*}
$$

with $\pi<Z<3 \pi / 2$.
On integrating again over the window, each spherical harmonic in the expansion (2.7) is simply multiplied by another factor of $\sigma_{n}$, so that the $m$ th order Lanczos kernel is

$$
L_{N}^{(m)}(A, B)=\sum_{n=0}^{N} \sigma_{n}^{m} \sum_{k_{1} \ldots k_{q}} Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q}  \tag{4.22}\\
n
\end{array} \right\rvert\, A\right) Y\left(\left.\begin{array}{c}
k_{1} \ldots k_{q} \\
n
\end{array} \right\rvert\, B\right) .
$$

5. The Lanczos kernel as an approximate identity. To show that the Lanczos kernel $L_{N}(A, B)=L_{N}(\cos \widehat{A B})$ is an approximate identity it is sufficient to show that

$$
\begin{gather*}
\int_{\text {all } B}\left|L_{N}(\cos \widehat{A B})\right| d \Omega(B)=O(1),  \tag{5.1}\\
\int_{\widehat{A B} \supseteq \varepsilon}\left|L_{N}(\cos \widehat{A B})\right| d \Omega(B)=O\left(N^{-\alpha}\right) \quad \text { with } \alpha>0 . \tag{5.2}
\end{gather*}
$$

Over most of the interval $0 \leqq \widehat{A B} \leqq \pi$ the Lanczos kernel for large $N$ oscillates rapidly, but to get the asymptotic behavior of the integrals (5.1) and (5.2) we need only concern ourselves with the amplitude of the oscillations. We get this amplitude from the integral

$$
\begin{equation*}
L_{N}(\cos \widehat{A B})=\int_{\widehat{C B} \leqq \Delta} D_{N}(\cos \widehat{A C}) d \Omega(C) / \int_{\widehat{C B} \leqq \Delta} d \Omega(C) \tag{5.3}
\end{equation*}
$$

by substituting the asymptotic form of the Dirichlet kernel.
The angle $\widehat{A C}$ is

$$
\begin{equation*}
\cos \widehat{A C}=\cos \widehat{A B} \cos \widehat{C B}+\sin \widehat{A B} \sin \widehat{C B} \cos \widehat{A B C} . \tag{5.4}
\end{equation*}
$$

As before we put $B$ at $(0,0 \ldots 0), A$ at $(\theta, 0 \ldots 0)$ where $\theta=\widehat{A B}$, and $C$ at $\left(\gamma_{0}, \gamma_{1} . . \gamma_{q}\right)$ where $\gamma_{0}=\widehat{C B}$ and $\gamma_{1}=\widehat{A B C}$. Then

$$
\begin{align*}
\cos \widehat{A C} & =\cos (\theta-\delta)=\cos \theta \cos \delta+\sin \theta \sin \delta  \tag{5.5}\\
& =\cos \theta \cos \gamma_{0}+\sin \theta \sin \gamma_{0} \cos \gamma_{1}
\end{align*}
$$

Now $\gamma_{0}=\widehat{C B} \leqq \Delta$ in the integral (5.3), and we saw in the last section that $\Delta$ is $O\left(N^{-1}\right)$, so $\gamma_{0}$ is $O\left(N^{-1}\right)$ also. Then

$$
\begin{align*}
\delta & =\tan \theta-\left[(\tan \theta)^{2}+\gamma_{0}^{2}-2 \gamma_{0} \tan \theta \cos \gamma_{1}\right]^{1 / 2}+O\left(N^{-3}\right)  \tag{5.6}\\
& =\gamma_{0} \cos \gamma_{1}-\frac{1}{2} \gamma_{0}^{2} \cot \theta\left(\sin \gamma_{1}\right)^{2}+O\left(N^{-3}(\cot \theta)^{2}\right)
\end{align*}
$$

We have to include factors of $\cot \theta$ when $\theta$ is near 0 or $\pi$. To accuracy $O\left(N^{-2}\right)$, we can replace $\sin \gamma_{0}$ by $\gamma_{0}$, and (5.3) becomes

$$
\begin{equation*}
L_{N}(\cos \theta)=\frac{O(1)}{\Delta^{q+1}} \int_{0}^{\Delta} \gamma_{0}^{q} d \gamma_{0} \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} D_{N}(\cos (\theta-\delta)) \tag{5.7}
\end{equation*}
$$

We can obtain the asymptotic forms for the Dirichlet kernel by starting with a simple closed expression in terms of Jacobi polynomials (Szegö [14, 4.5.3]):

$$
D_{N}(\cos \theta)=O\left(N^{(q+1) / 2}\right) P\left(\begin{array}{c}
(q+1) / 2,(q-1) / 2  \tag{5.8}\\
N
\end{array} \cos \theta\right)
$$

For the interval $c / N \leqq \theta \leqq \pi-c / N$ with fixed $c$, the Jacobi polynomials have the following asymptotic form (Szegö [14, 8.21.12 and 8.21.18]; see also [15]):

$$
\begin{align*}
P\left(\left.\begin{array}{c}
\alpha, \beta \\
N
\end{array} \right\rvert\, \cos \theta\right)= & O\left(N^{-1 / 2}\right)(\sin \theta / 2)^{-\alpha-1 / 2}(\cos \theta / 2)^{-\beta-1 / 2}  \tag{5.9}\\
& \times\left\{\cos \left(N_{0} \theta-\phi_{0}\right)+\frac{O\left(N^{-1}\right)}{\sin \theta} \cos \left(N_{1} \theta-\phi_{1}\right)+\cdots\right\}
\end{align*}
$$

with $N_{0}, N_{1}=N+O(1)$ and $\phi_{0}, \phi_{1}=O(1)$. For the interval $0 \leqq \theta \leqq c / N$ we have (Szegö [14, 8.21.17]):

$$
P\left(\left.\begin{array}{c}
\alpha, \beta  \tag{5.10}\\
N
\end{array} \right\rvert\, \cos \theta\right)=O(1) \theta^{-\alpha} J_{\alpha}\left(N_{0} \theta\right)+\theta^{2} O\left(N^{\alpha}\right) .
$$

We will consider first the interval $c / N \leqq \theta \leqq \pi-c / N$. Combining (5.8) with (5.9), we have

$$
\begin{align*}
D_{N}(\cos \theta)= & O\left(N^{q / 2}\right)(\sin \theta / 2)^{-q / 2-1}(\cos \theta / 2)^{-q / 2}  \tag{5.11}\\
& \times\left\{\cos \left(N_{0} \theta-\phi_{0}\right)+\frac{O\left(N^{-1}\right)}{\sin \theta} \cos \left(N_{1} \theta-\phi_{1}\right)+\cdots\right\}
\end{align*}
$$

When we substitute the asymptotic form (5.11) into the Lanczos kernel (5.7), we find the Lanczos kernel contains the integral

$$
\begin{align*}
& \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} \cos \left(N_{0}(\theta-\delta)-\phi_{0}\right)  \tag{5.12}\\
& =\cos \left(N_{0} \theta-\phi_{0}\right) \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} \cos \left[N_{0} \gamma_{0} \cos \gamma_{1}+O\left(N^{-1}\right) \cot \theta\left(\sin \gamma_{1}\right)^{2}\right] \\
& \quad+\sin \left(N_{0} \theta-\phi_{0}\right) \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} \sin \left[N_{0} \gamma_{0} \cos \gamma_{1}+O\left(N^{-1}\right) \cot \theta\left(\sin \gamma_{1}\right)^{2}\right] .
\end{align*}
$$

Now we use the integral representation for Bessel functions

$$
\begin{equation*}
J_{\nu}(z)=O(1) z^{\nu} \int_{0}^{\pi} \cos (z \cos \gamma)(\sin \gamma)^{2 \nu} \mathrm{~d} \gamma \tag{5.13}
\end{equation*}
$$

together with the fact that

$$
\begin{equation*}
\int_{0}^{\pi} \sin (z \cos \gamma)(\sin \gamma)^{2 \nu} \mathrm{~d} \gamma=0 \tag{5.14}
\end{equation*}
$$

and we find that (5.12) becomes

$$
\begin{align*}
& \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} \cos \left(N_{0}(\theta-\delta)-\phi_{0}\right)  \tag{5.15}\\
& =\cos \left(N_{0} \theta-\phi_{0}\right) \times\left\{O(1)\left(N_{0} \gamma_{0}\right)^{-(q-1) / 2} J_{(q-1) / 2}\left(N_{0} \gamma_{0}\right)+O\left(N^{-2}\right)(\cot \theta)^{2}\right\} \\
& \quad+\sin \left(N_{0} \theta-\phi_{0}\right) \times O\left(N^{-1}\right) \cot \theta
\end{align*}
$$

The integral over $\gamma_{0}$ becomes

$$
\begin{align*}
& \frac{1}{\Delta^{q+1}} \int_{0}^{\Delta} \gamma_{0}^{q} d \gamma_{0} \int_{0}^{\pi}\left(\sin \gamma_{1}\right)^{q-1} d \gamma_{1} \cos \left(N_{0}(\theta-\delta)-\phi_{0}\right)  \tag{5.16}\\
&= \cos \left(N_{0} \theta-\phi_{0}\right) \times \frac{O(1)}{\left(N_{0} \Delta\right)^{q+1}} \int_{0}^{N_{0} \Delta} x^{(q+1) / 2} J_{(q-1) / 2}(x) d x \\
&+\sin \left(N_{0} \theta-\phi_{0}\right) \times O\left(N^{-1}\right) \cot \theta
\end{align*}
$$

From the ascending series for Bessel functions, it is easy to see that

$$
\begin{equation*}
\int_{0}^{N_{0} \Delta} x^{(q+1) / 2} J_{(q-1) / 2}(x) d x=\left(N_{0} \Delta\right)^{(q+1) / 2} J_{(q+1) / 2}\left(N_{0} \Delta\right) \tag{5.17}
\end{equation*}
$$

We shall now see that this vanishes to order $O\left(N^{-1}\right)$ if $\Delta$ is fixed by

$$
C\left(\begin{array}{c|c}
q / 2+1 & \cos \Delta  \tag{4.16}\\
N
\end{array}\right)=0
$$

The asymptotic form of the ultraspherical polynomial is obtained from (5.10) and $\Delta=O\left(N^{-1}\right)$ as

$$
\left.\left.\begin{array}{rl}
C\left(\left.\begin{array}{c}
q / 2+1 \\
N
\end{array} \right\rvert\, \cos \Delta\right.
\end{array}\right)=O(1) P\left(\left.\begin{array}{c}
(q+1) / 2,(q+1) / 2  \tag{5.18}\\
N
\end{array} \right\rvert\, \cos \Delta\right), ~(N \Delta)+O\left(N^{-2}\right)\right\} .
$$

Since $N_{0}=N+O(1)$, (4.16) and (5.18) together imply that

$$
\begin{equation*}
J_{(q+1) / 2}(N \Delta)=O\left(N^{-2}\right) \quad \text { and } \quad J_{(q+1) / 2}\left(N_{0} \Delta\right)=O\left(N^{-1}\right) \tag{5.19}
\end{equation*}
$$

Thus the Lanczos kernel becomes, for $c / N \leqq \theta \leqq \pi-c / N$,
(5.20) $L_{N}(\cos \theta)=O\left(N^{q / 2}\right)(\sin \theta / 2)^{-q / 2-1}(\cos \theta / 2)^{-q / 2}$

$$
\begin{aligned}
& \times\left\{O\left(N^{-1}\right) \cos \left(N_{0} \theta-\phi_{0}\right)+O\left(N^{-1}\right) \cot \theta \sin \left(N_{0} \theta-\phi_{0}\right)\right. \\
& \left.\quad+\frac{O\left(N^{-2}\right)}{\sin \theta} \cos \left(N_{1} \theta-\phi_{1}\right)+\frac{O\left(N^{-2}\right)}{\sin \theta} \cot \theta \sin \left(N_{1} \theta-\phi_{1}\right)+\cdots\right\}
\end{aligned}
$$

We see that the effect of Lanczos averaging is to reduce the amplitude of the kernel in the interval $c / N \leqq \theta \leqq \pi-c / N$ by a factor $O\left(N^{-1}\right) \cot \theta$. The amplitude will be reduced by the same factor every time the averaging is carried out, so the amplitude of the $k$ th order Lanczos kernel in this interval will be less than the amplitude of the Dirichlet kernel by a factor of $O\left(N^{-k}\right)(\cot \theta)^{k}$.

In the interval $\varepsilon \leqq \theta \leqq \pi-\varepsilon$ for fixed $\varepsilon, \cot \theta$ is $O(1)$, so

$$
\begin{equation*}
\int_{\varepsilon}^{\pi-\varepsilon}\left|L_{N}^{(k)}(\cos \theta)\right|(\sin \theta)^{q} d \theta=O\left(N^{q / 2-k}\right) \tag{5.21}
\end{equation*}
$$

Over the interval $c / N \leqq \theta \leqq \varepsilon$ we can replace $\cot \theta$ by $\theta^{-1}, \sin \theta / 2$ by $\theta / 2$, and $\cos \theta / 2$ is $O(1)$, so

$$
\begin{align*}
\int_{c / N}^{\varepsilon}\left|L_{N}^{(k)}(\cos \theta)\right|(\sin \theta)^{q} d \theta & =O\left(N^{q / 2-k}\right) \int_{c / N}^{\varepsilon} \theta^{-q / 2-1} \theta^{-k} \theta^{q} d \theta  \tag{5.22}\\
& = \begin{cases}O(1) & \text { for } q / 2<k \\
O(\ln N) & \text { for } q / 2=k \\
O\left(N^{q / 2-k}\right) & \text { for } q / 2>k\end{cases}
\end{align*}
$$

Over the interval $\pi-\varepsilon \leqq \theta \leqq \pi-c / N, \sin \theta / 2$ is $O(1)$ and we can replace $\cos \theta / 2$ by $(\pi-\theta) / 2$, so

$$
\begin{align*}
\int_{\pi-\varepsilon}^{\pi-c / N}\left|L_{N}(\cos \theta)\right|(\sin \theta)^{q} d \theta & =O\left(N^{q / 2-k}\right) \int_{c / N}^{\varepsilon} \theta^{-q / 2} \theta^{-k} \theta^{q} d \theta  \tag{5.23}\\
& = \begin{cases}O\left(N^{-1}\right) & \text { for } q / 2 \leqq k-1 \\
O\left(N^{q / 2-k}\right) & \text { for } q / 2>k-1\end{cases}
\end{align*}
$$

In the intervals $0 \leqq \theta \leqq c / N$ and $\pi-c / N \leqq \theta \leqq \pi$, Lanczos averaging does not produce any effective cancellation, and the Lanczos kernel is of the same order of magnitude as the Dirichlet kernel. (5.8) together with the asymptotic form (5.10) gives, for $0 \leqq \theta \leqq c / N$

$$
\begin{equation*}
D_{N}(\cos \theta)=O\left(N^{(q+1) / 2}\right) \theta^{-(q+1) / 2} J_{(q+1) / 2}\left(N_{0} \theta\right)+\theta^{2} O\left(N^{(q+1) / 2}\right) \tag{5.24}
\end{equation*}
$$

so that

$$
\begin{align*}
\int_{0}^{c / N}\left|L_{N}(\cos \theta)\right|(\sin \theta)^{q} d \theta & =O(1) \int_{0}^{c / N}\left|D_{N}(\cos \theta)\right|(\sin \theta)^{q} d \theta  \tag{5.25}\\
& =O\left(N^{(q+1) / 2}\right) \int_{0}^{c / N} \theta^{-(q+1) / 2} \theta^{q} d \theta \\
& =O(1) \text { for all } q
\end{align*}
$$

Recalling that

$$
P\left(\left.\begin{array}{c}
\alpha, \beta  \tag{5.26}\\
N
\end{array} \right\rvert\, \cos \theta\right)=(-)^{N} P\left(\left.\begin{array}{c}
\beta, \alpha \\
N
\end{array} \right\rvert\, \cos (\pi-\theta)\right),
$$

we obtain from (5.8) and (5.10)

$$
\begin{equation*}
D_{N}(\cos (\pi-\theta))=O\left(N^{q / 2+1}\right) \theta^{-(q-1) / 2} J_{(q-1) / 2}\left(N_{0} \theta\right)+\theta^{2} O\left(N^{(q-1) / 2}\right) \tag{5.27}
\end{equation*}
$$

so that

$$
\begin{align*}
\int_{\pi-c / N}^{\pi}\left|L_{n}(\cos \theta)\right|(\sin \theta)^{q} d \theta & =O(1) \int_{0}^{c / N}\left|D_{N}(\cos (\pi-\theta))\right|(\sin \theta)^{q} d \theta  \tag{5.28}\\
& =O\left(N^{(q+1) / 2}\right) \int_{0}^{c / N} \theta^{-(q-1) / 2} \theta^{q} d \theta \\
& =O\left(N^{-1}\right) \text { for all } q
\end{align*}
$$

Combining (5.21) through (5.23), (5.25) and (5.28), we have

$$
\begin{align*}
\int_{\text {all } B}\left|L_{N}^{(k)}(A, B)\right| d \Omega(B) & =\int_{0}^{\pi}\left|L_{N}^{(k)}(\cos \theta)\right|(\sin \theta)^{q} d \theta  \tag{5.29}\\
& = \begin{cases}O(1) & \text { for } q / 2<k \\
O(\ln N) & \text { for } q / 2=k \\
O\left(N^{q / 2-k}\right) & \text { for } q / 2>k\end{cases}
\end{align*}
$$

and

$$
\begin{align*}
\int_{\widehat{A B} \supseteq \varepsilon}\left|L_{N}^{(k)}(A, B)\right| d \Omega(B) & =\int_{\varepsilon}^{\pi}\left|L_{N}^{(k)}(\cos \theta)\right|(\sin \theta)^{q} d \theta  \tag{5.30}\\
& = \begin{cases}O\left(N^{-1}\right) & \text { for } q / 2 \leqq k-1 \\
O\left(N^{q / 2-k}\right) & \text { for } q / 2>k-1\end{cases}
\end{align*}
$$

Thus the $k$ th order Lanczos kernel is an approximate identity if $q<2 k$. In particular, the first order Lanczos kernel is an approximate identity for $q=0$ or 1 , the second order Lanczos kernel is an approximate identity for $q=2$ or 3 , and so on.
6. Fejér and Lanczos kernels in Euclidean space. We can obtain kernels $K_{V}(x, y)$ in $E_{q+1}$ from the corresponding kernels $K_{\Omega}(A, B)$ on the surface $S_{q+1}$ of a $(q+2)$ dimensional sphere by a mapping $f: x \rightarrow A$ such that

$$
\begin{equation*}
f:\left(r, \theta_{1} \ldots \theta_{q}\right) \rightarrow\left(\theta_{0}(r), \theta_{1} \ldots \theta_{q}\right) \tag{6.1}
\end{equation*}
$$

A simple form for $\theta_{0}(r)$ which maps $E_{q+1}$ onto the whole of $S_{q+1}$ is

$$
\begin{equation*}
\theta_{0}=2 \arctan (r / a) \tag{6.2}
\end{equation*}
$$

This maps widely separated points at large $r$ in $E_{q+1}$ onto points near the pole $\theta_{0}=\pi$ of $S_{q+1}$. This will not matter if the function we are approximating either vanishes rapidly or tends to a constant as $r \rightarrow \infty$. If however the function varies significantly with $\theta_{1} . . \theta_{q}$ as $r \rightarrow \infty$, it is better to map $E_{q+1}$ onto the half sphere $0 \leqq \theta \leqq \pi / 2$ by a transformation such as

$$
\begin{equation*}
\theta_{0}=\arctan (r / a) \tag{6.3}
\end{equation*}
$$

which maps points at large $r$ with different $\theta_{1} . . \theta_{q}$ onto well separated points on the sphere. Functions such as a radiating wave which oscillate at constant $\theta_{1} . . \theta_{q}$ even at large $r$ need special treatment.

The kernel $K_{\Omega}(A, B)$ is normalized over the full sphere; if we wish to use (6.3), we need a kernel normalized over the half sphere. Such a kernel is

$$
\begin{equation*}
K_{H}(A, B)=K_{\Omega}(R A, B)+K_{\Omega}(A, B) \tag{6.4}
\end{equation*}
$$

where $R$ is the reflection operator

$$
\begin{equation*}
R:\left(\theta_{0}, \theta_{1} \ldots \theta_{1}\right) \rightarrow\left(\pi-\theta_{0}, \theta_{1} \ldots \theta_{q}\right) \tag{6.5}
\end{equation*}
$$

Now the part of the spherical harmonic $Y$ which depends on $\theta_{0}$ is

$$
Y\left(\left.\begin{array}{c}
k_{1} . . k_{q}  \tag{6.6}\\
n
\end{array} \right\rvert\, \theta_{0}, \theta_{1} \ldots \theta_{q}\right) \propto C\left(\left.\begin{array}{c}
k_{1}+q / 2 \\
n-k_{1}
\end{array} \right\rvert\, \cos \theta_{0}\right) .
$$

Terms in $K_{\Omega}(A, B)$ which are odd functions of $\theta_{0}-\pi / 2$ will cancel in the sum (6.4) of $K_{H}$, so only those terms for which $n-k_{1}$ is even will survive in the kernel $K_{H}$. The expansion of $K_{H}$ is therefore

$$
K_{H}(A, B)=2 \sum_{n=0}^{N} \sigma_{n} \sum_{\left\{\begin{array}{l}
k_{1} . . k_{q}  \tag{6.7}\\
n-k_{1} \text { even }
\end{array}\right\}} Y\binom{k_{1} . . k_{q} \mid A}{n} Y\binom{k_{1} \ldots k_{q} \mid B}{n} .
$$

The kernels $K_{V}(x, y)$ obtained from $K_{\Omega}(A, B)$ by a mapping of the type (5.1) are not normalized over the volume element $d V_{q}$ of $E_{q+1}$ but over the element $d \Omega_{q}$ of $S_{q+1}$. Consequently the normalization is not

$$
\begin{equation*}
\int K_{V}(x, y) d V(y)=1 \quad \text { or } \quad \int d V(x) K_{V}(x, y)=1 \tag{6.8}
\end{equation*}
$$

but is instead

$$
\begin{equation*}
\int K_{V}(x, y) W(y) d V(y)=1 \quad \text { or } \quad \int d V(x) W(x) K_{V}(x, y)=1 \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\frac{d \Omega_{q}}{d V_{q}}=\left(\frac{\sin \theta_{0}}{r}\right)^{q} \frac{d \theta_{0}}{d r} \tag{6.10}
\end{equation*}
$$

is the appropriate weighting function.
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# ON THE ASYMPTOTIC EXPANSION OF MELLIN TRANSFORMS* 
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#### Abstract

The asymptotic behavior of the Mellin transform $M[f ; x]$ is studied as $x \rightarrow+\infty$, and it is shown that the Mellin transform of a certain class of asymptotic sequences $\left\{\phi_{n}(t)\right\}(t \rightarrow \infty)$ yields another asymptotic sequence $\left\{M\left[\phi_{n} ; x\right]\right\}(x \rightarrow \infty)$. An analogue of Watson's lemma is also established; i.e., under certain circumstances, the asymptotic expansion of $f(t)(t \rightarrow \infty)$ induces an asymptotic expansion of $M[f ; x]$ $(x \rightarrow \infty)$.
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1. Introduction. Recently A. Sidi [7] studied the asymptotic behavior of the Mellin transform

$$
\begin{equation*}
M[f ; x]=\int_{0}^{\infty} t^{x-1} f(t) d t \tag{1.1}
\end{equation*}
$$

as $x \rightarrow+\infty$. This transform and its associated convolution have played an important role in recent developments in the asymptotic expansion of integrals; see Wong [9], and Handelsman and Lew [3]. Sidi, however, was interested in establishing a Mellin transform analogue of Watson's lemma-a result which would say that, under certain circumstances, an asymptotic expansion of $f(t)$ induces an asymptotic expansion of the Mellin transform of $f(t), M[f ; x]$. Until Sidi's work, this problem had received little attention, although Doetsch [1] and Handelsman and Lew [3] had considered the problem of analytic continuation of the Mellin transform, Riekstins [6] had considered the asymptotic expansion of the inverse Mellin transform and Wagner [8] had obtained some Tauberian theorems for Mellin transforms.

By giving several specific examples, Sidi established some evidence to support the following: under certain circumstances, (1) the dominant contribution to the Mellin transform $M[f ; x]$ as $x \rightarrow+\infty$ comes from the large $t$-behavior of $f(t) ;(2)$ the Mellin transform of an asymptotic sequence (for $t \rightarrow \infty$ ) yields an asymptotic sequence (for $x \rightarrow+\infty$ ); (3) the Mellin transform of an asymptotic expansion (for $t \rightarrow \infty$ ) yields an asymptotic expansion (for $x \rightarrow+\infty$ ). In this note we show that (1), (2) and (3) hold for a general class of functions, sequences, and asymptotic expansions, respectively. In particular we dispense with Sidi's assumption that the Mellin transform of a specific asymptotic sequence is again an asymptotic sequence by showing that (2) holds for a general class of asymptotic sequences.

Suppose that a function $f(t)$ is locally integrable for $0<t<\infty$, such that for some real constant $\sigma, t^{\sigma-1} f(t)$ is absolutely integrable in any finite interval of the form $[0, a]$, and $f(t)=o\left(t^{-\mu}\right)$ as $t \rightarrow \infty$ for any $\mu>0$. It follows that $M[f ; z]$ exists for all sufficiently large $\operatorname{Re} z=x$. We shall say that a function $f(t)$ is in the class $M$ (or in $M$ ) if $M[f ; z]$ exists for all $\operatorname{Re} z=x>x_{0}$, where $x_{0}$ may depend on $f$. It is well known that

[^26]if $f(t)$ is in $M$, then $M[f ; z]$ converges absolutely and is holomorphic for all $\operatorname{Re} z=x>$ $x_{0}$. Here we show that (1) holds for all real nonnegative functions in $M$ which are strictly positive beyond some (perhaps large) value of their argument. For (2) to hold, each individual function of the asymptotic sequence must satisfy the above requirements for (1). Finally in (3) we make use of generalized asymptotic expansions. We require that the function itself and each of the functions in its generalized asymptotic expansion be in $M$, and that the asymptotic sequence or scale be equivalent to another asymptotic sequence which satisfies the requirements for (2).

In many ways this paper is the Mellin transform analogue of A. Erdélyi's [2] fundamental paper on generalized asymptotic expansions of Laplace integrals. However there are some differences. Erdélyi considered a one-sided Laplace integral:

$$
\begin{equation*}
L[g ; x]=\int_{0}^{\infty} e^{-x u} g(u) d u \tag{1.2}
\end{equation*}
$$

As $x \rightarrow+\infty$, the kernel $e^{-x u}$ decreases for each fixed positive $u$, but decreases least rapidly for small $u$. Consequently the small- $u$ behavior of $g(u)$ most influences the large-x behavior of $L[g ; x]$. If $t=e^{u}$ and $f(t)=g(u)$ then the Mellin transform becomes a $t w o$-sided Laplace integral:

$$
\begin{equation*}
M[f ; x]=\int_{0}^{\infty} t^{x-1} f(t) d t=\int_{-\infty}^{\infty} e^{x u} g(u) d u \tag{1.3}
\end{equation*}
$$

The constant $\int_{-\infty}^{0}|g(u)| d u$ bounds the part $\int_{-\infty}^{0} e^{x u} g(u) d u$, which is a standard one-sided Laplace integral. In the remaining part, $\int_{0}^{\infty} e^{x u} g(u) d u$, as $x \rightarrow \infty$ the kernel $e^{x u}$ increases for each fixed positive $u$, and increases most rapidly for large $u$. Hence it is the large- $t$ behavior of $f(t)$ which most influences the large- $x$ behavior of $M[f ; x]$.

Since the Mellin transform of a function in $M$ converges in the complex half plane $x>x_{0}$, it is also natural to ask, in an attempt to extend the validity of (2), whether it is possible for an asymptotic sequence $\left\{\phi_{n}(t)\right\}$ for $t \rightarrow \infty$ to induce an asymptotic sequence $\left\{M\left[\phi_{n} ; z\right]\right\}$ as $z$ tends to infinity in some region of the complex plane. By means of a simple example we show that limited results in this direction are possible.
2. A basic inequality. Throughout this paper $t$ is a real variable, $z$ is a complex variable, and we always write $z=x+i y$. The Mellin transform analogue of Watson's lemma will follow from a result relating the relative behavior of two functions at $t=\infty$ to the relative behavior of their Mellin transforms at $x=\infty$. Let the two functions be denoted by $g(t)$ and $h(t)$, and their Mellin transforms by $M[g ; x]$ and $M[h ; x]$. The result below is the Mellin transform analogue of Lemma 1 in [2].

Lemma 1. Suppose $g$ and $h$ are in $M, h(t) \geqq 0$, and $h(t)>0$ for $t_{1}<t<\infty$ for some $t_{1}>0$. Then

$$
\begin{equation*}
\limsup _{z \rightarrow \infty} \frac{|M[g ; z]|}{M[h ; x]} \leqq \operatorname{ess} \limsup _{t \rightarrow \infty} \frac{|g(t)|}{h(t)} \tag{2.1}
\end{equation*}
$$

when $z \rightarrow \infty$ in such a manner that $x \rightarrow+\infty$.
Proof. If $g$ and $h$ are in $M$, they possess Mellin transforms for $x>x_{0}$ for some $x_{0}$, so that $M[g ; z]$ and $M[h ; x]$ exist and $M[h ; x]>0$ whenever $x>x_{0}$. Let $x_{1}>x_{0}$, and assume $\operatorname{Re} z=x \geqq x_{1}$. For some fixed $T, t_{1}<T<\infty$, we write $M[g ; z]=I_{1}+I_{2}$ where

$$
\begin{equation*}
I_{1}=\int_{0}^{T} t^{z-1} g(t) d t \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\int_{T}^{\infty} t^{z-1} g(t) d t . \tag{2.3}
\end{equation*}
$$

From (2.2) we have

$$
\begin{equation*}
\left|I_{1}\right| \leqq \int_{0}^{T} t^{x_{1}-1}|g(t)| t^{x-x_{1}} d t \leqq B\left(T, x_{1}\right) T^{x-x_{1}} \tag{2.4}
\end{equation*}
$$

where $B\left(T, x_{1}\right)$ is a constant depending only on $T$ and $x_{1}$. This result follows from the absolute convergence of $M[g ; x]$ for $x \geqq x_{1}>x_{0}$.

We set

$$
\begin{equation*}
U_{T}=\operatorname{ess} \sup \left[\frac{|g(t)|}{h(t)}: T<t<\infty\right] \tag{2.5}
\end{equation*}
$$

and assume that $U_{T}<\infty$ for some $T$. (Otherwise the right-hand side of (2.1) is equal to $+\infty$ and there is nothing to prove.) Then $|g(t)| \leqq U_{T} h(t)$ for almost all $t>T$, and so

$$
\begin{equation*}
\left|I_{2}\right| \leqq \int_{T}^{\infty} t^{x-1} U_{T} h(t) d t \leqq U_{T} M[h ; x] . \tag{2.6}
\end{equation*}
$$

Consequently, for any $t_{1}<T<\infty$, we have

$$
\begin{equation*}
\frac{|M[g ; z]|}{M[h ; x]} \leqq U_{T}+\frac{B\left(T, x_{1}\right) T^{x-x_{1}}}{M[h ; x]} . \tag{2.7}
\end{equation*}
$$

Now by the conditions imposed on $h(t)$, for every $\varepsilon>0$ we have

$$
\begin{equation*}
M[h ; x] \geqq \int_{e^{e} T}^{\infty} t^{x_{1}-1} h(t) t^{x-x_{1}} d t \geqq e^{\varepsilon\left(x-x_{1}\right)} T^{x-x_{1}} \int_{e^{e} T}^{\infty} t^{x_{1}-1} h(t) d t, \tag{2.8}
\end{equation*}
$$

where the last integral in (2.8) is a constant $D\left(\varepsilon, T, x_{1}\right)$ depending only on $\varepsilon, T$ and $x_{1}$ and is bounded away from zero as $\varepsilon \rightarrow 0$. Using (2.8) in (2.7) gives

$$
\begin{equation*}
\frac{|M[g ; z]|}{M[h ; x]} \leqq U_{T}+\frac{B\left(T, x_{1}\right)}{D\left(\varepsilon, T, x_{1}\right)} e^{-\varepsilon\left(x-x_{1}\right)} . \tag{2.9}
\end{equation*}
$$

Now let $z \rightarrow \infty$ in a manner satisfying the last condition of the lemma, i.e. so that $x \rightarrow+\infty$ as well. The second term on the right-hand side of (2.9) then approaches zero and

$$
\begin{equation*}
\limsup _{z \rightarrow \infty} \frac{|M[g ; z]|}{M[h ; x]} \leqq U_{T} . \tag{2.10}
\end{equation*}
$$

Since the left-hand side of (2.10) is independent of $T$, and the right-hand side tends to the right hand of (2.1) as $T \rightarrow \infty$, this proves the lemma.

Note that the last condition in the lemma is satisfied if $z$ tends to infinity in the sector $S_{\Delta}:|\arg z| \leqq \pi / 2-\Delta, \Delta>0$.

We now show that under certain circumstances (1) holds-that the dominant contribution to $M[h ; x]$ for $x \rightarrow \infty$ comes from the large $t$-behavior of $h(t)$. This is suggested by Lemma 1 , in which only large values of $t$ are important. Specifically, suppose that $h_{1}$ and $h_{2}$ are in $M$ and $h_{1}(t)=h_{2}(t)>0$ for $t_{2}<t<\infty$ for some $t_{2}>0$. Then

$$
\begin{equation*}
M\left[h_{1} ; x\right]-M\left[h_{2} ; x\right]=\int_{0}^{t_{2}} t^{x-1}\left[h_{1}(t)-h_{2}(t)\right] d t=O\left(t_{2}^{x}\right) \tag{2.11}
\end{equation*}
$$

as $x \rightarrow \infty$ by an argument similar to that leading to (2.4). Without loss of generality, we shall assume $t_{2}>1$. Then $\log t_{2}>0$ and from (2.11) we have for $\log t_{2}<\delta<\infty$

$$
\begin{equation*}
e^{3 \delta x / 2}\left(M\left[h_{1} ; x\right]-M\left[h_{2} ; x\right]\right) \rightarrow 0 \quad(x \rightarrow \infty) \tag{2.12}
\end{equation*}
$$

Now by the conditions on $h_{1}$ and $h_{2}$, for $x \geqq x_{1}>x_{0}$

$$
\begin{align*}
M\left[h_{1} ; x\right] & \geqq-\int_{0}^{t_{2}} t^{x_{1}-1}\left|h_{1}(t)\right| t^{x-x_{1}} d t+\int_{e^{2 \delta} t_{2}}^{\infty} t^{x_{1}-1} h_{1}(t) t^{x-x_{1}} d t  \tag{2.13}\\
& \geqq-t_{2}^{x-x_{1}} \int_{0}^{t_{2}} t^{x_{1}-1}\left|h_{1}(t)\right| d t+t_{2}^{x-x_{1}} e^{2 \delta\left(x-x_{1}\right)} \int_{e^{2 \delta} t_{2}}^{\infty} t^{x_{1}-1} h_{1}(t) d t
\end{align*}
$$

From (2.13) it follows that

$$
\begin{equation*}
e^{-3 \delta x / 2} M\left[h_{1} ; x\right] \rightarrow \infty \quad(x \rightarrow \infty), \tag{2.14}
\end{equation*}
$$

and a similar argument holds for $e^{-3 \delta x / 2} M\left[h_{2} ; x\right]$. This result together with (2.12) implies that

$$
\begin{equation*}
\frac{M\left[h_{1} ; x\right]}{M\left[h_{2} ; x\right]} \rightarrow 1 \quad(x \rightarrow \infty) \tag{2.15}
\end{equation*}
$$

Since $t_{2}$ was arbitrary, (2.15) shows that the dominant contribution to $M[h ; x]$ as $x \rightarrow \infty$ for $h(t)>0$ beyond some value of $t$ comes from the large $t$-behavior of $h(t)$.
3. Asymptotic sequences. The results of the preceding section may be used to show that under certain circumstances the Mellin transforms $\left\{M\left[\phi_{n} ; x\right]\right\}$ of an asymptotic sequence $\left\{\phi_{n}(t)\right\}$ form an asymptotic sequence.

Theorem 1. (i) Suppose that $\left\{\phi_{n}(t)\right\}$ is an asymptotic sequence for $t \rightarrow \infty$ and for each $n, \phi_{n}(t)$ is in $M, \phi_{n}(t) \geqq 0$ and $\phi_{n}(t)>0$ for $t_{n}<t<\infty$. Then $\left\{M\left[\phi_{n} ; x\right]\right\}$ is an asymptotic sequence as $x \rightarrow \infty$.
(ii) If, in addition, there is an unbounded set $R$ in the complex plane such that $x \rightarrow \infty$ whenever $z \rightarrow \infty$ in $R$, and if for each $n$,

$$
\begin{equation*}
M\left[\phi_{n} ; x\right]=O\left(M\left[\phi_{n} ; z\right]\right) \tag{3.1}
\end{equation*}
$$

as $z \rightarrow \infty$ in $R$, then $\left\{M\left[\phi_{n} ; z\right]\right\}$ is also an asymptotic sequence as $z \rightarrow \infty$ in $R$.
Proof. (i) From Lemma 1, we have

$$
\begin{equation*}
\limsup _{x \rightarrow+\infty} \frac{M\left[\phi_{n+1} ; x\right]}{M\left[\phi_{n} ; x\right]} \leqq \operatorname{ess} \limsup _{t \rightarrow \infty} \frac{\phi_{n+1}(t)}{\phi_{n}(t)} \tag{3.2}
\end{equation*}
$$

and the right-hand side is zero since $\left\{\phi_{n}(t)\right\}$ is an asymptotic sequence. Hence $M\left[\phi_{n+1} ; x\right]=o\left(M\left[\phi_{n} ; x\right]\right)$ as $x \rightarrow \infty$, and this proves the first half of the theorem.
(ii) Since $\phi_{n}(t) \geqq 0$, we have

$$
\begin{equation*}
\left|M\left[\phi_{n} ; z\right]\right| \leqq \int_{0}^{\infty} t^{x-1} \phi_{n}(t) d t=M\left[\phi_{n} ; x\right] \tag{3.3}
\end{equation*}
$$

so that $M\left[\phi_{n} ; z\right]=O\left(M\left[\phi_{n} ; x\right]\right)$ as $z \rightarrow \infty$ in $R$. Since by (3.1) we also have $M\left[\phi_{n} ; x\right]=O\left(M\left[\phi_{n} ; z\right]\right)$, it follows that the two sequences $\left\{M\left[\phi_{n} ; x\right]\right\}$ and $\left\{M\left[\phi_{n} ; z\right]\right\}$ are equivalent as $z \rightarrow \infty$ in $R$. Since by part (i) the first sequence is asymptotic, the second must also be asymptotic.

Example 1. Consider the sequence $\left\{\phi_{n}(t)\right\}$ with $\phi_{n}(t)=t^{-\lambda_{n}} \exp \left(-\alpha_{n} t^{\beta_{n}}\right)$, where $\lambda_{n}, \alpha_{n}$ and $\beta_{n}$ are real. The sequence $\left\{\phi_{n}(t)\right\}$ is an asymptotic sequence as $t \rightarrow \infty$ in any
one of the following cases: for $n>m$
(a) $\beta_{n}>\beta_{m}>0$, and $\alpha_{k}>0, k=1,2,3 \cdots$.
(b) $\beta_{n} \geqq \beta_{m}>0$ and $\alpha_{k}>0, k=1,2,3 \cdots$; when $\beta_{m}=\beta_{n}$, then $\alpha_{n}>\alpha_{m}>0$.
(c) $\beta_{n} \geqq \beta_{m}>0$ and $\alpha_{k}>0, k=1,2,3 \cdots$; when $\beta_{m}=\beta_{n}$, then $\alpha_{n}>\alpha_{m}>0$; when $\beta_{m}=\beta_{n}$ and $\alpha_{m}=\alpha_{n}>0$, then $\lambda_{n}>\lambda_{m}$.
Note that each $\phi_{n}(t)$ is in $M$ if $x>\lambda_{n}$. The sequence $\left\{\phi_{n}(t)\right\}$ satisfies the conditions of Theorem 1(i), and hence, as is easily checked, the sequence $\left\{M\left[\phi_{n} ; x\right]\right\}$ where

$$
\begin{equation*}
M\left[\phi_{n} ; x\right]=\frac{1}{\beta_{n}} \alpha_{n}^{-\left(x-\lambda_{n}\right) / \beta_{n}} \Gamma\left(\frac{x-\lambda_{n}}{\beta_{n}}\right) \quad\left(x>\lambda_{n}\right) \tag{3.4}
\end{equation*}
$$

is an asymptotic sequence as $x \rightarrow \infty$ under any of the conditions (a), (b), (c). In this example one can also allow $\alpha_{n}$ to be complex. The sequence $\left\{\phi_{n}(t)\right\}$ then becomes complex valued and Theorem 1 (i) is no longer applicable, but the path of integration in $M\left[\phi_{n} ; x\right]$ may be rotated and further conditions placed on the sequences $\left\{\left|\alpha_{n}\right|\right\}$ and $\left\{\operatorname{Re} \alpha_{n}\right\}$ so that the sequence $\left\{M\left[\phi_{n} ; x\right]\right\}$ is again asymptotic. This particular example was treated by Sidi [7, Thm. 2.1].

The next example illustrates that in certain cases the domain $R$ in Theorem 1 (ii) in which $M\left[\phi_{n} ; x\right]$ and $M\left[\phi_{n} ; z\right]$ are equivalent asymptotic sequences may not be the largest domain in the complex plane in which $M\left[\phi_{n} ; z\right]$ is an asymptotic sequence.

Example 2. Consider the sequence $\left\{\phi_{n}(t)\right\}$ where $\phi_{n}(t)=e^{-\alpha_{n} t}$ and $\alpha_{n+1}>\alpha_{n}>0$. As $t \rightarrow \infty,\left\{\phi_{n}(t)\right\}$ is an asymptotic sequence and each $\phi_{n}(t)$ is in $M$. Since $M\left[\phi_{n}\right.$; $z]=\alpha_{n}^{-z} \Gamma(z), \operatorname{Re} z>0$, we have

$$
\begin{equation*}
\frac{\left|M\left[\phi_{n} ; z\right]\right|}{M\left[\phi_{n} ; x\right]}=\frac{\left|\alpha_{n}^{-z} \Gamma(z)\right|}{\alpha_{n}^{-x} \Gamma(x)}=\frac{|\Gamma(z)|}{\Gamma(x)} \leqq 1 \quad(\operatorname{Re} z=x>0) ; \tag{3.5}
\end{equation*}
$$

see, for example $[5, \mathrm{p} .38]$. Therefore $M\left[\phi_{n} ; z\right]=O\left(\mathrm{M}\left[\phi_{n} ; x\right]\right)$, and to apply Theorem 1 (ii), we need to exhibit an unbounded set $R$ with $x \rightarrow \infty$ whenever $z \rightarrow \infty$ in $R$, such that, for each $n, M\left[\phi_{n} ; x\right]=O\left(M\left[\phi_{n} ; z\right]\right)$ as $z \rightarrow \infty$ in $R$. Since

$$
\begin{equation*}
I=\left(\frac{\Gamma(x)}{|\Gamma(z)|}\right)^{2}=\prod_{n=0}^{\infty}\left(1+\frac{y^{2}}{(x+n)^{2}}\right) \tag{3.6}
\end{equation*}
$$

(see [5, p. 38], for example) this means finding an $R$ such that as $z \rightarrow \infty$ in $R, x \rightarrow \infty$ and the right-hand side of (3.6) is bounded. From the latter, we have

$$
\begin{align*}
\log I & =\sum_{n=0}^{\infty} \log \left(1+\frac{y^{2}}{(x+n)^{2}}\right)=\sum_{n=0}^{\infty}\left(\frac{y^{2}}{(x+n)^{2}}+O\left(\frac{y^{4}}{(x+n)^{4}}\right)\right)  \tag{3.7}\\
& =y^{2} \zeta(2, x)+O\left(y^{4} \zeta(4, x)\right)
\end{align*}
$$

where $\zeta(m, x)=\sum_{n=0}^{\infty}\left(1 /(x+n)^{m}\right)$ is the generalized zeta function. For fixed $m$ and large positive $x, \zeta(m, x)=1 /(m-1) x^{1-m}+O\left(x^{-m}\right)$ (see [4, p. 25]), and using this in (3.7) gives

$$
\begin{equation*}
\log I=\frac{y^{2}}{x}+O\left(\frac{y^{2}}{x^{2}}\right) \tag{3.8}
\end{equation*}
$$

Thus $\log I$, and consequently $I$, is bounded as $z \rightarrow \infty$ in $R$ if $R$ consists of a region of the complex plane in which

$$
\begin{equation*}
(\operatorname{Im} z)^{2}=O(\operatorname{Re} z) \quad(z \rightarrow \infty, \operatorname{Re} z=x>0) \tag{3.9}
\end{equation*}
$$

In this region $x \rightarrow \infty$ as $z \rightarrow \infty$ and $M\left[\phi_{n} ; x\right]=O\left(M\left[\phi_{n} ; z\right]\right)$, so that by Theorem 1 (ii) $\left\{M\left[\phi_{n} ; z\right]\right\}$ is an asymptotic sequence as $z \rightarrow \infty$ in $R$, defined in (3.9). However,

$$
\begin{equation*}
\frac{\left|M\left[\phi_{n+1} ; z\right]\right|}{\left|M\left[\phi_{n} ; z\right]\right|}=\left(\frac{\alpha_{n}}{\alpha_{n+1}}\right)^{x}, \tag{3.10}
\end{equation*}
$$

and the right-hand side of (3.10) tends to zero as $x \rightarrow \infty$. Consequently, for example, $M\left[\phi_{n} ; z\right]$ is an asymptotic sequence as $z \rightarrow \infty$ in the sector $S_{\Delta}=\{z:|\arg z| \leqq \pi / 2-\Delta$, $\Delta>0\}$, a larger region than that in (3.9), which was determined from Theorem 1 (ii).

Example 3. Consider the sequence $\left\{\phi_{n}(t)\right\}$ where

$$
\phi_{n}(t)= \begin{cases}0, & t<c,  \tag{3.11}\\ (\log t)^{a_{n}} e^{-b_{n} t}, & t \geqq c\end{cases}
$$

where $c>1$ and $b_{n}>0$ for all $n$. As $t \rightarrow \infty$, the sequence $\left\{\phi_{n}(t)\right\}$ is an asymptotic sequence under either of the conditions
(a') $b_{n+1}>b_{n}>0$,
(b') $b_{n+1} \geqq b_{n}>0$; if $b_{n+1}=b_{n}$ then $a_{n+1}<a_{n}$.
By Theorem 1, $M\left[\phi_{n} ; x\right]$ will be an asymptotic sequence under ( $\mathrm{a}^{\prime}$ ) or ( $\mathrm{b}^{\prime}$ ) as $x \rightarrow+\infty$. We now confirm this. Note that if $a_{n}$ is a positive integer, the asymptotic behavior of

$$
\begin{equation*}
M\left[\phi_{n} ; x\right]=\int_{c}^{\infty} t^{x-1}(\log t)^{a_{n}} e^{-b_{n} t} d t \tag{3.12}
\end{equation*}
$$

may be obtained by considering the derivative of the incomplete gamma function.
Now write (3.12) as

$$
\begin{equation*}
M\left[\phi_{n} ; x\right]=I_{1}+I_{2}+I_{3} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{1}=\int_{c}^{x^{1-\delta}} t^{x-1}(\log t)^{a_{n}} e^{-b_{n} t} d t  \tag{3.14}\\
I_{2}=x^{x}(\log x)^{a_{n}} \int_{x^{-\delta}}^{x^{\delta}} y^{x-1}\left(1+\frac{\log y}{\log x}\right)^{a_{n}} e^{-b_{n} x y} d y \tag{3.15}
\end{gather*}
$$

and

$$
\begin{equation*}
I_{3}=\int_{x^{1+\delta}}^{\infty} t^{x-1}(\log t)^{a_{n}} e^{-b_{n} t} d t \tag{3.16}
\end{equation*}
$$

with $\delta$ a positive number satisfying $0<\delta<1$. We estimate $I_{1}$ as follows:

$$
\begin{equation*}
I_{1} \leqq e^{-b_{n} c}\left((1-\delta)^{\left|a_{n}\right|}(\log x)^{\left|a_{n}\right|}\right) \int_{c}^{x^{1-\delta}} t^{x-1} d t . \tag{3.17}
\end{equation*}
$$

Equation (3.17) implies

$$
\begin{equation*}
I_{1}=O\left((\log x)^{\left|a_{n}\right|} x^{x} x^{-\delta x-1}\right) \quad(x \rightarrow+\infty) \tag{3.18}
\end{equation*}
$$

To estimate $I_{3}$, note that for any $a_{n}$ there exists a constant $A_{n}$ such that

$$
(\log t)^{\left|a_{n}\right|} \leqq A_{n} t, \quad x^{1+\delta} \leqq t<\infty,
$$

and since $b_{n} t / 2 x<\exp \left(b_{n} t / 2 x\right)$ it follows that $t^{x}<\left(2 x / b_{n}\right)^{x} \exp \left(b_{n} t / 2\right)$ for $x^{1+\delta} \leqq t<$ $\infty$. Consequently

$$
\begin{equation*}
I_{3} \leqq A_{n}\left(\frac{2 x}{b_{n}}\right)^{x} \int_{x^{1+\delta}}^{\infty} e^{-b_{n} t / 2} d t \tag{3.19}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{3}=O\left(e^{-b_{n} x^{\delta / 2} / 2}\right) \quad(x \rightarrow \infty) \tag{3.20}
\end{equation*}
$$

To evaluate $I_{2}$, note from (3.15) that within its range of integration $|\log y / \log x| \leqq \delta<1$, and so using the finite binomial expansion gives

$$
\begin{equation*}
\left(1+\frac{\log y}{\log x}\right)^{a_{n}}=\sum_{j=0}^{N}\binom{a_{n}}{j}\left(\frac{\log y}{\log x}\right)^{j}+R_{N}, \tag{3.21}
\end{equation*}
$$

where $N$ is a positive integer and

$$
\begin{equation*}
\left|R_{N}\right| \leqq K\left|\left(\frac{\log y}{\log x}\right)^{N+1}\right| \tag{3.22}
\end{equation*}
$$

for some fixed $K>0$. Substituting (3.21) into (3.15) gives

$$
\begin{equation*}
I_{2}=x^{x}(\log x)^{a_{n}} \sum_{j=0}^{N}\binom{a_{n}}{j}(\log x)^{-j} B_{j}(x)+r_{N}(x) \tag{3.23}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{j}(x)=\int_{x^{-\delta}}^{x^{\delta}} e^{-x\left(b_{n} y-\log y\right)} \frac{(\log y)^{j}}{y} d y \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|r_{N}(x)\right| \leqq K x^{x}(\log x)^{a_{n}-N-1} \int_{x^{-\delta}}^{x^{\delta}} y^{x-1}|\log y|^{N+1} e^{-b_{n} x y} d y \tag{3.25}
\end{equation*}
$$

Since

$$
\begin{equation*}
B_{j}(x) \sim \int_{0}^{\infty} e^{-x\left(b_{n} y-\log y\right)} \frac{(\log y)^{j}}{y} d y \tag{3.26}
\end{equation*}
$$

as $x \rightarrow+\infty$, by (a modification of) the method of Laplace (see [5]),

$$
\begin{equation*}
B_{j}(x) \sim \sqrt{\frac{2 \pi}{x}} e^{-x} b_{n}^{-x}\left(-\log b_{n}\right)^{j} \quad(x \rightarrow \infty) \tag{3.27}
\end{equation*}
$$

A similar estimate in (3.25) coupled with (3.27) and (3.23) then shows that

$$
\begin{equation*}
I_{2} \sim x^{x}(\log x)^{a_{n}} e^{-x} b_{n}^{-x} \sqrt{\frac{2 \pi}{x}} \quad(x \rightarrow \infty) \tag{3.28}
\end{equation*}
$$

and from (3.13), (3.18) and (3.20) it follows that

$$
\begin{equation*}
M\left[\phi_{n} ; x\right] \sim x^{x}(\log x)^{a_{n}} e^{-x} b_{n}^{-x} \sqrt{\frac{2 \pi}{x}} \quad(x \rightarrow \infty) \tag{3.29}
\end{equation*}
$$

Thus, the sequence $\left\{M\left[\phi_{n} ; x\right]\right\}$ is indeed an asymptotic sequence under either conditions ( $\mathrm{a}^{\prime}$ ) or ( $\mathrm{b}^{\prime}$ ), in agreement with Theorem 1.
4. Asymptotic expansions. We will now use the previous results to deduce asymptotic expansions of Mellin transforms. Let $\left\{\psi_{n}(t)\right\}$ be an asymptotic sequence as $t \rightarrow \infty$ and $f(t), f_{k}(t), k=0,1, \cdots$, functions such that for each nonnegative integer $n$

$$
\begin{equation*}
f(t)=\sum_{k=0}^{n} f_{k}(t)+o\left(\psi_{n}(t)\right) \quad(t \rightarrow \infty) \tag{4.1}
\end{equation*}
$$

Then we say that $\sum f_{k}(t)$ is a generalized asymptotic expansion of $f(t)$ with respect to the asymptotic sequence $\left\{\psi_{n}(t)\right\}$ and write

$$
\begin{equation*}
f(t) \sim \sum_{k=0}^{\infty} f_{k}(t), \quad\left\{\psi_{k}(t)\right\} \quad(t \rightarrow \infty) \tag{4.2}
\end{equation*}
$$

Our main result is the following analogue of Watson's lemma for Mellin transforms.

Theorem 2. Let $\left\{\psi_{n}(t)\right\}$ be an asymptotic sequence for $t \rightarrow \infty$ which is equivalent to a sequence $\left\{\psi_{n}(t)\right\}$ satisfying the conditions of Theorem 1. Let $R$ be an unbounded region of the complex plane such that $x \rightarrow+\infty$ as $z \rightarrow \infty$ in $R$, and let $\left\{X_{n}(z)\right\}$ be a sequence equivalent to $\left\{M\left[\phi_{n} ; x\right]\right\}$ as $z \rightarrow \infty$ in $R$. If, under these circumstances,

$$
\begin{equation*}
f(t) \sim \sum_{k=0}^{\infty} f_{k}(t), \quad\left\{\psi_{k}(t)\right\} \quad(t \rightarrow \infty) \tag{4.3}
\end{equation*}
$$

where $f(t)$ and all the $f_{k}(t)$ are in $M$, then

$$
\begin{equation*}
M[f, z] \sim \sum_{k=0}^{\infty} M\left[f_{k} ; z\right], \quad\left\{X_{k}(z)\right\} \tag{4.4}
\end{equation*}
$$

as $z \rightarrow \infty$ in $R$.
Proof. Fix $n$ and set

$$
\begin{equation*}
g(t)=f(t)-\sum_{k=0}^{n} f_{k}(t), \quad h(t)=\phi_{n}(t) . \tag{4.5}
\end{equation*}
$$

Then $g(t)$ and $h(t)$ are in $M, \phi_{n}(t) \geqq 0$ and $\phi_{n}(t)>0$ for $t_{n}<t<\infty$. Since by (4.3) and (4.5), $g(t)=o\left(\psi_{n}(t)\right)$ as $t \rightarrow \infty$ and $\left\{\psi_{n}(t)\right\}$ and $\left\{\phi_{n}(t)\right\}$ are equivalent asymptotic sequences, we also have $g(t)=o\left(\phi_{n}(t)\right)$ as $t \rightarrow \infty$. Applying Lemma 1 to $g(t)$ and $h(t)$, it follows that

$$
\begin{equation*}
M[g ; z]=o\left(M\left[\phi_{n} ; x\right]\right) \tag{4.6}
\end{equation*}
$$

as $z \rightarrow \infty$ in $R$. However since $\left\{M\left[\phi_{n} ; x\right]\right\}$ and $\left\{X_{n}(z)\right\}$ are equivalent asymptotic sequences as $z \rightarrow \infty$ in $R$, it is also true that

$$
\begin{equation*}
M[g ; z]=o\left(X_{n}(z)\right) \tag{4.7}
\end{equation*}
$$

as $z \rightarrow \infty$ in $R$, or

$$
\begin{equation*}
M[f ; z]-\sum_{k=0}^{n} M\left[f_{k} ; z\right]=o\left(X_{n}(z)\right) \tag{4.8}
\end{equation*}
$$

as $z \rightarrow \infty$ in $R$. Since (4.8) holds for each $n$, we have the conclusion of the theorem.

Note that in the real case $z=x$ and one may take $X_{n}(z)=M\left[\phi_{n} ; x\right]$. Theorem 2 extends Sidi's Theorem 2.1 [7] to a wide class of asymptotic sequences and, in view of a remark following (3.4), covers some of the examples in [7] too.

Example 4. Consider the integral

$$
\begin{equation*}
I(x)=\int_{0}^{\infty} t^{x-1}(1+t)^{-1 / 2}\left(1+b \exp \left(a(1+t)^{1 / 2}\right)\right)^{-\nu} d t \tag{4.9}
\end{equation*}
$$

where $a, b$ and $\nu$ are fixed positive constants. The asymptotic expansion of $I(x)$ is not easily obtained from Sidi's theory. However the function

$$
\begin{equation*}
f(t)=(1+t)^{-1 / 2}\left(1+b \exp \left(a(1+t)^{1 / 2}\right)\right)^{-\nu} \tag{4.10}
\end{equation*}
$$

in the integrand of (4.9) is in $M$, and

$$
\begin{equation*}
f(t) \sim \sum_{k=0}^{\infty} f_{k}(t), \quad\left\{\psi_{k}(t)\right\} \quad(t \rightarrow \infty) \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{k}(t)=(1+t)^{-1 / 2}\binom{-\nu}{k} b^{-(\nu+k)} \exp \left(-a(k+\nu)(1+t)^{1 / 2}\right) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{k}(t)=(1+t)^{-1 / 2} \exp \left(-a(k+\nu)(1+t)^{1 / 2}\right) \tag{4.13}
\end{equation*}
$$

both satisfy the requirements of Theorem 2. Consequently, since $I(x)=M[f ; x]$,

$$
\begin{equation*}
I(x) \sim \sum_{k=0}^{\infty} M\left[f_{k} ; x\right], \quad\left\{M\left[\psi_{k} ; x\right]\right\} \tag{4.14}
\end{equation*}
$$

as $x \rightarrow \infty$. From [5, p. 254], for example, we have

$$
\begin{equation*}
M\left[\psi_{k} ; x\right]=\frac{2}{\pi^{1 / 2}} \frac{\Gamma(x) K_{x-1 / 2}(a(k+\nu))}{(a(k+\nu) / 2)^{x-1 / 2}} \tag{4.15}
\end{equation*}
$$

Note that the asymptotic behavior of $K_{x}(a)$ for fixed argument and large order is

$$
\begin{equation*}
K_{x}(a) \sim\left(\frac{\pi}{2 x}\right)^{1 / 2}\left(\frac{2 x}{e a}\right)^{x} \quad(a \text { fixed, } x \rightarrow+\infty) \tag{4.16}
\end{equation*}
$$

see, for example [5, p. 328]. Combining the above results and applying Theorem 2, we obtain

$$
\begin{equation*}
I(x) \sim \frac{2 \Gamma(x)}{\pi^{1 / 2}} \sum_{k=0}^{\infty}\binom{-\nu}{k} b^{-(\nu+k)} \frac{K_{x-1 / 2}(a(k+\nu))}{(a(k+\nu) / 2)^{x-1 / 2}}, \quad\left\{\frac{\Gamma(x) K_{x-1 / 2}(a(k+\nu))}{(a(k+\nu) / 2)^{x-1 / 2}}\right\} \tag{4.17}
\end{equation*}
$$

as $x \rightarrow+\infty$.
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# POSITIVE SOLUTION OF A PROBLEM OF EMDEN-FOWLER TYPE WITH A FREE BOUNDARY* 
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#### Abstract

A sufficient condition is given for the existence of a solution for a generalized Emden-Fowler problem with a free end point. In the special case of the Emden-Fowler equation, this condition is also necessary; and moreover, a monotone iteration scheme holds for the approximation of a positive solution.
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1. Introduction. We are interested in the question of existence of a solution of the following free end point problem. Find $T>0$ and $y \in C[0, T] \cap C^{1}[0, T) \cap C^{2}(0, T)$ such that

$$
\begin{align*}
& y^{\prime \prime}(t)+q(t) y(t)^{\gamma}=0, \quad t \in(0, T), \\
& y(0)=y(T)=0, \quad y^{\prime}(0)=\alpha,  \tag{1.1}\\
& y(t)>0, \quad t \in(0, T),
\end{align*}
$$

where $\gamma \geqq 1, \alpha>0$ and $q$, a positive function, are given. With $q(t):=t^{\beta},(1.1)$ gives the Emden-Fowler equation [10]. Its origin lies in theories concerning gaseous dynamics in astrophysics around the turn of the century [2]; see [10] for more recent applications. In this special case, (1.1) can be written

$$
\begin{align*}
& y^{\prime \prime}(t)+t^{\beta} y(t)^{\gamma}=0, \quad t \in(0, T) \\
& y(0)=y(T)=0, \quad y^{\prime}(0)=\alpha  \tag{1.2}\\
& y(t)>0, \quad t \in(0, T)
\end{align*}
$$

The question of existence of a solution of (1.1) is related to that of existence of oscillatory solutions of the differential equation

$$
\begin{equation*}
y^{\prime \prime}(t)+q(t) y(t)^{\gamma}=0 . \tag{1.3}
\end{equation*}
$$

This problem has been profusely studied; see for example [4], [10] or [3]. In this case, $\gamma$ is supposed to be the quotient of odd, positive integers. For $\gamma:=2 n-1$, where $n=2,3, \cdots$, a result of Atkinson [1] allows one to show the existence of a solution of (1.1) if $\int^{\infty} t q(t) d t=\infty$; for problem (1.2), this condition becomes $\beta>-2$. Owing to a theorem of Hinton [5], we are able to give a more general (sufficient) condition for the existence of a solution of (1.1). Moreover, this condition is necessary and sufficient if $q(t):=t^{\beta}$; it then becomes $\gamma+2 \beta+3>0$.

Problem (1.2) can be set in the form of an eigenvalue problem of the following type

$$
\begin{align*}
& x^{\prime \prime}(\tau)+\lambda a(\tau) x(\tau)^{\gamma}=0, \quad \tau \in(0,1), \\
& x(0)=x(1)=0, \quad x^{\prime}(0)=1,  \tag{1.4}\\
& x(\tau)>0, \quad \tau \in(0,1) .
\end{align*}
$$

[^27]A monotone iteration method has been proposed by Luning and Perry [7], in order to establish the existence of a solution of (1.4). Their proof needs the assumption $a \in L^{1}(0,1)$; for problem (1.2) it becomes $\beta>-1$. Without such a restriction, we show first the convergence of the iterative method to a solution of (1.4), if the existence of a solution is presupposed. The method can then be applied to the Emden-Fowler problem, that is for $a(\tau):=\tau^{\beta}$, with $\gamma+2 \beta+3>0$.

Let us further point out a problem related to (1.1). We introduce the following initial value problem

$$
\begin{align*}
& y^{\prime \prime}(t)+q(t) y(t)^{\gamma}=0, \quad t \in(0, \infty), \\
& y(0)=0, \quad y^{\prime}(0)=\alpha,  \tag{1.5}\\
& y(t)>0, \quad t \in(0, \infty) .
\end{align*}
$$

Under quite general assumptions, (1.3) has a positive solution satisfying the initial condition $y(0)=0, y^{\prime}(0)=\alpha$. Moreover, $y$ may be chosen such that the following alternative holds: either $y$ is solution of (1.5), or there exists a $T>0$ such that ( $T, y$ ) is a solution of (1.1).

Notation and definitions. Let $y_{1}$ and $y_{2}$ be functions defined on the same interval $I$ (bounded or not). Then $y_{1} \leqq y_{2}$ iff $\forall t \in I: y_{1}(t) \leqq y_{2}(t) ; y_{1}<y_{2}$ iff $y_{1} \leqq y_{2}$ and $y_{1} \neq y_{2}$. A function $y$ is positive if $y>0$. A sequence $\left(y_{n}\right)$ of functions is increasing iff $y_{n} \leqq y_{n+1}$ for all $n \in \mathbf{N}$; it is decreasing iff $\left(-y_{n}\right)$ is increasing.
2. Existence result for (1.1). Let us introduce the following conditions:
(H1) $\alpha>0, \gamma \geqq 1$.
(H2) $q \in C^{2}(0, \infty), \forall t>0: q(t)>0, t \mapsto t^{\gamma} q(t)$ belongs to $L^{1}(0,1)$.
(H3) $\eta \eta^{\prime \prime} \in L^{1}(1, \infty)$, where $\eta \in C^{2}(0, \infty)$ is the function defined by $\eta(t):=$ $[q(t)]^{-1 /(\gamma+3)}$.
(H4) $\int_{1}^{\infty}[\eta(t)]^{-2} d t=\infty$.
(H5) If $\gamma>1: \lim _{t \downarrow 0} t^{-1} \eta(t)\left[\int_{t}^{\infty} \eta(s)\left|\eta^{\prime \prime}(s)\right| d s\right]^{2 /(\gamma-1)}=0$.
The main result is contained in Theorem 2.1; its proof partly reproduces Hinton's [5] and will be given later.

Theorem 2.1. Let assumptions (H1)-(H5) be satisfied. Then problem (1.1) has a unique solution $(T, y)$, with $y \in C[0, T] \cap C^{1}[0, T) \cap C^{2}(0, T)$.

Lemma 2.2. Let assumptions (H1) and (H2) be satisfied. Then problem

$$
\begin{align*}
& y^{\prime \prime}(t)+q(t) y(t)^{\gamma}=0, \\
& y(0)=0, \quad y^{\prime}(0)=\alpha \tag{2.1}
\end{align*}
$$

has a positive (local) solution.
Proof. One establishes the existence of a solution by an alternating iteration method, like the one used for example by Stuart [8]. Let us introduce the following iteration scheme

$$
\begin{equation*}
y_{n+1}(t):=\alpha t-\int_{0}^{t}(t-s) q(s) y_{n}(s)^{\gamma} d s . \tag{2.2}
\end{equation*}
$$

Set $y_{0}:=0$; by (2.2) define $y_{1}: t \mapsto \alpha t$. Then

$$
y_{2}: \quad t \mapsto \alpha t\left(1-\alpha^{\gamma-1} \int_{0}^{t}\left(1-\frac{s}{t}\right) q(s) s^{\gamma} d s\right) .
$$

By assumption (H2), a $t^{*}>0$ can be chosen such that $y_{2}$ remains positive on $\left(0, t^{*}\right)$. By means of formula (2.2), an alternating sequence is defined:

$$
\left.0=y_{0} \leqq y_{2} \leqq y_{2 n} \leqq y_{2 n+1} \leqq y_{3} \leqq y_{1}=\alpha t \text {, on [0, } t^{*}\right] .
$$

Differentiating (2.2):

$$
\alpha \geqq y_{n+1}^{\prime}(t)=\alpha-\int_{0}^{t} q(s) y_{n}(s)^{\gamma} d s \geqq \alpha-\alpha^{\gamma} \int_{0}^{t^{*}} q(s) s^{\gamma} d s, \quad t \in\left[0, t^{*}\right] .
$$

The sequence ( $y_{n}^{\prime}$ ) being uniformly bounded, the Arzelà-Ascoli theorem implies the existence of a convergent subsequence of $\left(y_{n}\right)$. The subsequence ( $y_{2 n}$ ), increasing and containing a convergent subsequence, is convergent itself to a function $\bar{y}$, uniformly on $\left[0, t^{*}\right]$. Likewise, the decreasing subsequence $\left(y_{2 n+1}\right)$ converges to a function $\hat{y}$. Moreover

$$
\begin{align*}
\bar{y}(t) & =\alpha t-\int_{0}^{t}(t-s) q(s) \hat{y}(s)^{\gamma} d s  \tag{2.3}\\
& \leqq \alpha t-\int_{0}^{t}(t-s) q(s) \bar{y}(s)^{\gamma} d s=\hat{y}(t), \quad t \in\left[0, t^{*}\right] .
\end{align*}
$$

Define $w:=\hat{y}-\bar{y}$. The following inequality holds:

$$
\begin{equation*}
\forall t \in\left[0, t^{*}\right]: \quad 0 \leqq \hat{y}(t)^{\gamma}-\bar{y}(t)^{\gamma} \leqq \gamma y_{1}(t)^{\gamma-1} w(t) \leqq C w(t) \tag{2.4}
\end{equation*}
$$

where $C>0$ is a constant. Introduce (2.4) into (2.3):

$$
0 \leqq w(t) \leqq C \int_{0}^{t}\left(t^{*}-s\right) q(s) w(s) d s, \quad t \in\left[0, t^{*}\right] .
$$

By Gronwall's lemma, $w=0$. The function $y:=\bar{y}=\hat{y}$ satisfies

$$
y(t)=\alpha t-\int_{0}^{t}(t-s) q(s) y(s)^{\gamma} d s, \quad t \in\left[0, t^{*}\right]
$$

and is a solution of $(2.1)$ on $\left[0, t^{*}\right] . \square$
Lemma 2.3. Every positive solution of (2.1) may be extended to a function $\tilde{y}$ for which the following alternative holds:
(i) $\tilde{y}$ is a solution of (1.5);
(ii) there exists a $T>0$ such that ( $T, \tilde{y}$ ) is a solution of (1.1).

Proof. Let $y$ be a positive solution of $(2.1)$ and $\tilde{y}$ be the maximal positive extension of $y$. If $\tilde{y}$ is defined for each $t>0$, we are in case (i) and $\tilde{y}(t)>0$ on $(0, \infty)$. Assume now that $y$ is only defined on a bounded interval $I$. As $\tilde{y}$ is positive and concave, $I$ must be closed; write $I=[0, T]$. If $\tilde{y}(T)>0$, Peano's existence theorem would allow one to extend $\tilde{y}$ at the the right side of $I$; but it is in contradiction with the definition of $\tilde{y}$. Hence $\tilde{y}(T)=0$.

Lemma 2.4. Suppose $\gamma>1$. Assume conditions (H2), (H3) and (H5) to be satisfied. Let $y$ be a positive, $C^{1}$ function, such that $y(0)=0$ and $y^{\prime}(0)>0$. Then for every $\chi>0$ there exists a $t_{0}>0$ such that

$$
\begin{equation*}
y\left(t_{0}\right)>\chi \eta\left(t_{0}\right)\left[\int_{t_{0}}^{\infty} \eta(s)\left|\eta^{\prime \prime}(s)\right| d s\right]^{2 /(\gamma-1)} . \tag{2.5}
\end{equation*}
$$

Proof. By contradiction, assume the existence of a $C>0$, such that for every $t$, in a neighbourhood of zero, the following inequality holds:

$$
y(t) \leqq C \eta(t)\left[\int_{t}^{\infty} \eta(s)\left|\eta^{\prime \prime}(s)\right| d s\right]^{2 /(\gamma-1)} .
$$

Dividing by $t$ and letting $t$ tend to zero, we get

$$
0<y^{\prime}(0) \leqq C \lim _{t \downarrow 0} t^{-1} \eta(t)\left[\int_{t}^{\infty} \eta(s)\left|\eta^{\prime \prime}(s)\right| d s\right]^{2 /(\gamma-1)},
$$

in contradiction with assumption (H5).
Proof of Theorem 2.1. (i) Uniqueness is easily established by using an inequality of (2.4) type and Gronwall's lemma. Then owing to Lemmas 2.2 and 2.3, it is sufficient to show the nonexistence of a solution of (1.5). In order to do that, suppose, by way of contradiction, that $y$ is a solution of (1.5). If $\gamma=1$, choose an arbitrary $t_{0}>0$. If $\gamma>1$, set $\chi:=[2(\gamma+1)]^{1 /(\gamma-1)}$; then, by Lemma 2.4, a $t_{0}>0$ can be chosen such that

$$
\begin{equation*}
y\left(t_{0}\right)>\left[2(\gamma+1) K^{2}\right]^{1 /(\gamma-1)} \eta\left(t_{0}\right) \tag{2.6}
\end{equation*}
$$

where $K:=\int_{t_{0}}^{\infty} \eta(\tau)\left|\eta^{\prime \prime}(\tau)\right| d \tau<\infty$, by (H3).
Define

$$
h: \quad t \mapsto \int_{t_{0}}^{t}[\eta(\tau)]^{-2} d \tau, \quad t \in\left[t_{0}, \infty\right)
$$

and

$$
x: \quad s \mapsto(y / \eta)\left(h^{-1}(s)\right), \quad s \in[0, \infty)
$$

where $h^{-1}$ is the inverse function of $h$. Since $y$ is a positive solution of (1.3), $x$ cannot vanish on $(0, \infty)$ and satisfies the following differential equation

$$
\begin{equation*}
x^{\prime \prime}(s)+\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(s)\right) x(s)+x(s)^{\gamma}=0, \quad s \in(0, \infty) \tag{2.7}
\end{equation*}
$$

Define a function $z$ by

$$
\begin{equation*}
z(s):=\frac{1}{2}\left(x^{\prime}(s)\right)^{2}+\frac{1}{\gamma+1}(x(s))^{\gamma+1}, \quad s \in[0, \infty) . \tag{2.8}
\end{equation*}
$$

(ii) We show that $z$ is bounded on $[0, \infty)$. If not, there exists an increasing sequence $s_{1}<s_{2}<\cdots$ for which $\lim _{i \rightarrow \infty} z\left(s_{i}\right)=\infty$; without loss of generality, the sequence can be taken such that

$$
\begin{equation*}
z\left(s_{i}\right)>1 \quad \text { and } \quad z\left(s_{i}\right)=\max \left\{z(s) ; 0 \leqq s \leqq s_{i}\right\}, \quad i=1,2, \cdots . \tag{2.9}
\end{equation*}
$$

By (2.7) and (2.8)

$$
\begin{equation*}
\forall s \in(0, \infty), \quad z^{\prime}(s)=-\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(s)\right) x(s) x^{\prime}(s) . \tag{2.10}
\end{equation*}
$$

From (2.8) we deduce that

$$
\begin{equation*}
\forall s \in[0, \infty), \quad x(s) \leqq[(\gamma+1) z(s)]^{1 /(\gamma+1)} \quad \text { and } \quad\left|x^{\prime}(s)\right| \leqq[2 z(s)]^{1 / 2} \tag{2.11}
\end{equation*}
$$

By assumption (H3), a $t_{1}>t_{0}$ can be chosen such that

$$
\begin{equation*}
\sqrt{2}(\gamma+1)^{1 /(\gamma+1)} \int_{t_{1}}^{\infty} \eta(\tau)\left|\eta^{\prime \prime}(\tau)\right| d \tau \leqq \frac{1}{2} \tag{2.12}
\end{equation*}
$$

Consider the $s_{i}$ such that $s_{i}>h\left(t_{1}\right)$ and integrate (2.10)

$$
z\left(s_{i}\right)-z\left(h\left(t_{1}\right)\right)=-\int_{h\left(t_{1}\right)}^{s_{i}}\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right) x(\sigma) x^{\prime}(\sigma) d \sigma .
$$

Taking into account (2.9), (2.11) and (2.12), it follows that

$$
\begin{aligned}
0 & \leqq z\left(s_{i}\right)-z\left(h\left(t_{1}\right)\right) \\
& \leqq \sqrt{2}(\gamma+1)^{1 /(\gamma+1)} z\left(s_{i}\right)^{1 / 2+1 /(\gamma+1)} \int_{h\left(t_{1}\right)}^{s_{i}}\left|\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right)\right| d \sigma \\
& \leqq \sqrt{2}(\gamma+1)^{1 /(\gamma+1)} z\left(s_{i}\right) \int_{t_{1}}^{\infty} \eta(\tau)\left|\eta^{\prime \prime}(\tau)\right| d \tau \leqq \frac{1}{2} z\left(s_{i}\right) .
\end{aligned}
$$

Whence $z\left(s_{i}\right) \leqq 2 z\left(h\left(t_{1}\right)\right)$, and this is in contradiction to the assumption that $z\left(s_{i}\right) \rightarrow \infty$ as $i \rightarrow \infty$.
(iii) Let us show that $z$ tends to a limit $L$ as $s \rightarrow \infty$, Since $z$ is bounded, we define a constant

$$
C:=\sqrt{2}(\gamma+1)^{1 /(\gamma+1)} \sup \left\{z(s)^{1 / 2+1 /(\gamma+1)} ; s \in(0, \infty)\right\} .
$$

Let $\varepsilon>0$ be arbitrary. By assumption (H3), a $t_{2}>t_{0}$ can be chosen such that

$$
\int_{t_{2}}^{\infty} \eta(\tau)\left|\eta^{\prime \prime}(\tau)\right| d \tau<\frac{\varepsilon}{C} .
$$

Integrate (2.10) with $s \geqq h\left(t_{2}\right)$

$$
\begin{aligned}
\left|z(s)-z\left(h\left(t_{2}\right)\right)\right| & \leqq \int_{h\left(t_{2}\right)}^{s}\left|\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right)\right| x(\sigma)\left|x^{\prime}(\sigma)\right| d \sigma \\
& \leqq C \int_{h\left(t_{2}\right)}^{s}\left|\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right)\right| d \sigma<\varepsilon .
\end{aligned}
$$

The existence of the limit $L$ follows.
(iv) Let us show that $L>0$. Consider first the case $\gamma=1$. From (2.10)

$$
\frac{d}{d s}(\ln z(s))=-\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(s)\right) x(s) x^{\prime}(s)(z(s))^{-1}, \quad s \in(0, \infty) .
$$

Using estimates (2.11)

$$
|\ln z(s)-\ln z(0)| \leqq 2 \int_{t_{0}}^{\infty} \eta(\tau)\left|\eta^{\prime \prime}(\tau)\right| d \tau=2 K<\infty .
$$

Thus $\ln z(s)$ is bounded for $s \in[0, \infty)$; hence $L>0$. Consider now the case $\gamma>1$ and, by way of contradiction, suppose $L=0$. The function $z$ being bounded, one can define

$$
L_{1}:=\sup \left\{\left|x^{\prime}(s)\right| ; s \in[0, \infty)\right\} \quad \text { and } \quad L_{2}:=\sup \{x(s) ; s \in[0, \infty)\} .
$$

Putting this in (2.10)

$$
z(s)=\int_{s}^{\infty}\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right) x(\sigma) x^{\prime}(\sigma) d \sigma \leqq K L_{1} L_{2} .
$$

From (2.11) we obtain

$$
L_{2}^{\gamma} \leqq(\gamma+1) K L_{1} \quad \text { and } \quad L_{1} \leqq 2 K L_{2} .
$$

Whence $L_{2}^{\gamma-1} \leqq 2(\gamma+1) K^{2}$ and

$$
y\left(t_{0}\right)=\eta\left(t_{0}\right) x(0) \leqq \eta\left(t_{0}\right) L_{2} \leqq \eta\left(t_{0}\right)\left[2(\gamma+1) K^{2}\right]^{1 /(\gamma-1)},
$$

in contradiction to (2.6).
(v) Since $L>0$, one can find an $s_{0}$ such that $z(s) \geqq \frac{1}{2} L$ for all $s \geqq s_{0}$. First case: $x^{\prime}$ has an infinite number of zeros $s_{1}<s_{2}<\cdots$ on [ $s_{0}, \infty$ ). On every interval [ $s_{1}, s_{i}$ ], the minimum of $x$ is achieved at a zero $s_{k}$ of $x^{\prime}$ and

$$
\frac{L}{2} \leqq z\left(s_{k}\right) \leqq \frac{1}{\gamma+1}\left(x\left(s_{k}\right)\right)^{\gamma+1} .
$$

Hence

$$
x(s) \geqq x\left(s_{k}\right) \geqq\left(\frac{1}{2}(\gamma+1) L\right)^{1 /(\gamma+1)}, \quad s \in\left[s_{1}, \infty\right) .
$$

By (2.7), the following holds on $\left[s_{1}, \infty\right.$ ):

$$
\begin{aligned}
\left|x^{\prime}(s)\right|=\left|\int_{s_{1}}^{s} x^{\prime \prime}(\sigma) d \sigma\right| & \geqq \int_{s_{1}}^{s} x(\sigma)^{\gamma} d \sigma-\left|\int_{s_{1}}^{s}\left(\eta^{3} \eta^{\prime \prime}\right)\left(h^{-1}(\sigma)\right) x(\sigma) d \sigma\right| \\
& \geqq\left(\frac{1}{2}(\gamma+1) L\right)^{\gamma /(\gamma+1)}\left(s-s_{1}\right)-K L_{2} .
\end{aligned}
$$

It follows that $x^{\prime}$ is unbounded and therefore we have a contradiction. Second case: $x^{\prime}$ is monotone on some interval $\left[s_{0}, \infty\right)$. Since $x$ is bounded, $x(s) \rightarrow M$ as $s \rightarrow \infty . M$ cannot be zero, for in this case $\left|x^{\prime}(s)\right| \rightarrow \sqrt{2 L}$ and $x$ would be unbounded. So assume $M>0$. An $s_{1}$ can be found such that $x(s) \geqq M / 2$ for all $s \geqq s_{1}$. As in the first case, we establish

$$
\left|x^{\prime}(s)-x^{\prime}\left(s_{1}\right)\right| \geqq\left(\frac{M}{2}\right)^{\gamma}\left(s-s_{1}\right)-K L_{2}, \quad s \in\left[s_{1}, \infty\right) .
$$

A contradiction follows again, since $x^{\prime}$ must be bounded. We conclude that $x$ must vanish, and so must $y$.
3. Existence result for (1.5). Let us introduce two additional conditions:
(H6) $\lim _{t \downarrow 0} t^{\gamma+2} q(t)=0$.
(H7) $\forall t>0:(\gamma+3) q(t)+2 t q^{\prime}(t) \leqq 0$.
We show first the nonexistence of a solution of (1.1); by Lemmas 2.2 and 2.3, the existence of a (unique) solution of (1.5) follows.

Lemma 3.1. Let assumptions (H1), (H2), (H6) and (H7) be satisfied. Then (1.1) has no solution.

Proof. Every solution of the differential equation (1.3) must satisfy the following identity

$$
\begin{gather*}
\frac{d}{d t}\left[t\left(y^{\prime}(t)\right)^{2}-y(t) y^{\prime}(t)+\frac{2}{\gamma+1} t q(t) y(t)^{\gamma+1}\right]  \tag{3.1}\\
=\frac{1}{\gamma+1}\left[(\gamma+3) q(t)+2 t q^{\prime}(t)\right] y(t)^{\gamma+1} .
\end{gather*}
$$

By contradiction, assume ( $T, y$ ) to be a solution of (1.1). Integrate (3.1) between 0 and $T$; according to the boundary conditions and hypothesis (H6):

$$
T\left(y^{\prime}(T)\right)^{2}=\frac{1}{\gamma+1} \int_{0}^{T}\left((\gamma+3) y(\tau)+2 \tau q^{\prime}(\tau)\right) y(\tau)^{\gamma+1} d \tau .
$$

This is in contradiction to the hypothesis (H7), since $y^{\prime}(T)>0$.
Theorem 3.2. Let assumptions (H1), (H2), (H6) and (H7) be satisfied. Then problem (1.5) has a solution.
4. A monotone iteration method. We now develop some results given by Luning and Perry [7]. They apply to the eigenvalue problem (1.4). The relation with the problem (1.2) will be shown in the next section. We admit here any nonnegative value for $\gamma$. The following condition is prescribed for the function $a$ :
(H8) $a \in C(0,1), \forall \tau \in(0,1): a(\tau)>0, \tau \mapsto \tau^{\gamma}(1-\tau) a(\tau)$ belongs to $L^{1}(0,1)$. Introduce the following iteration scheme for $n=0,1, \cdots$ :

$$
\begin{align*}
& \lambda_{n}:=\left[\int_{0}^{1}(1-\theta) a(\theta) x_{n}(\theta)^{\gamma} d \theta\right]^{-1}, \\
& x_{n+1}^{\prime \prime}(\tau)=-\lambda_{n} a(\tau) x_{n}(\tau)^{\gamma}, \quad \tau \in(0,1),  \tag{4.1}\\
& x_{n+1}(0)=x_{n+1}(1)=0 .
\end{align*}
$$

Suppose that $\gamma \geqq 0$ and assume (H8) to hold. Setting $x_{0}: \tau \mapsto \tau, \tau \in[0,1]$, one defines by (4.1) two sequences $\left(\lambda_{n}\right)$ and ( $x_{n}$ ); and for each $n$ : $x_{n}^{\prime}(0)=1$. Let us recall a result drawn from [7].

Lemma 4.1. Suppose $\gamma \geqq 0$ and let a satisfy the condition (H8). Then the sequence $\left(\lambda_{n}\right)$ defined above is increasing, and the sequence $\left(x_{n}\right)$ is decreasing; moreover, $\forall n \in \mathbf{N}$ and $\forall \tau \in(0,1): 0<x_{n+1}(\tau)<x_{n}(\tau)$.

The following theorem and its corollary are drawn from [6].
Theorem 4.2. Suppose that $\gamma \geqq 0$ and let a satisfy (H8). Let $\left(\lambda_{n}\right)$ and $\left(x_{n}\right)$ be the sequences defined as above. Assume the existence of a solution $(\lambda, x)$ of (1.4). Then the sequence $\left(\lambda_{n}\right)$ tends to a limit $\bar{\lambda}$, the sequence $\left(x_{n}\right)$ converges uniformly on $[0,1]$ to a function $\hat{x} ;(\bar{\lambda}, \hat{x})$ is a solution of (1.4), and $\bar{\lambda} \leqq \lambda, \hat{x} \geqq x$.

Proof. (i) Let us show that $\forall n \in \mathbf{N}: \lambda_{n}<\lambda$ and $x_{n} \geqq x$. Of course $x_{0}>x$; moreover for each $\mu \in(0,1)$ there exists a unique $\tau_{0}(\mu) \in(0,1)$ such that $\mu x_{0}\left(\tau_{0}\right)=x\left(\tau_{0}\right)$. Make the following inductive hypothesis: $x_{n}>x$ and for each $\mu \in(0,1)$ there exists at most one $\tau_{n}(\mu) \in(0,1)$ such that $\mu x_{n}\left(\tau_{n}\right)=x\left(\tau_{n}\right)$. If this is true, an obvious first consequence is that $\lambda_{n}<\lambda$. Secondly: $x_{n+1}>x_{n}$. To show this, set $\mu:=\left(\lambda_{n} / \lambda\right)^{1 / \gamma}<1$ and $w:=x-x_{n+1}$. Since $x_{n}(0)=x(0)$ and $x_{n}^{\prime}(0)=x^{\prime}(0)=1$, there exists a $\delta>0$ such that

$$
w^{\prime \prime}(\tau)=a(\tau)\left[\lambda_{n} x_{n}(\tau)^{\gamma}-\lambda x(\tau)^{\gamma}\right]=\lambda a(\tau)\left[\mu^{\gamma} x_{n}(\tau)^{\gamma}-x(\tau)^{\gamma}\right]<0
$$

if $\tau \in(0, \delta)$. We obtain $w(0)=w^{\prime}(0)=w(1)=0$ and $w^{\prime \prime}(\tau)<0$ for $\tau \in(0, \delta)$; by the inductive hypothesis, $w^{\prime \prime}$ changes sign at most once in $(0,1)$. We conclude that $w(\tau)<0$ for $\tau \in(0,1)$. Third consequence: for each $\mu \in(0,1)$, there exists at most one $\tau_{n+1}(\mu) \in$ $(0,1)$ such that $\mu x_{n+1}\left(\tau_{n+1}\right)=x\left(\tau_{n+1}\right)$. Indeed, set $\nu:=\left(\mu \lambda_{n} / \lambda\right)^{1 / \gamma}<1$ and $v:=x-\mu x_{n+1}$. Since $x_{n}(0)=x(0)$ and $x_{n}^{\prime}(0)=x^{\prime}(0)=1$, there exists a $\delta>0$ such that

$$
v^{\prime \prime}(\tau)=a(\tau)\left[\mu \lambda_{n} x_{n}(\tau)^{\gamma}-\lambda x(\tau)^{\gamma}\right]=\lambda a(\tau)\left[\nu^{\gamma} x_{n}(\tau)^{\gamma}-x(\tau)^{\gamma}\right]<0
$$

if $\tau \in(0, \delta)$. We have $v(0)=v(1)=0, v^{\prime}(0)=1-\mu>0$ and $v^{\prime \prime}(\tau)<0$ for $\tau \in(0, \delta)$; by the inductive hypothesis, $v^{\prime \prime}$ vanishes at most once in ( 0,1 ). Therefore $v$ cannot vanish more than once in $(0,1)$.
(ii) The sequence ( $\lambda_{n}$ ), being increasing and bounded by $\lambda$, tends to a limit $\bar{\lambda} \leqq \lambda$. The sequence ( $x_{n}$ ) is decreasing, and $x_{n} \geqq x$. For $\tau \in[0,1]$, we get from (4.1)

$$
\begin{aligned}
\left|x_{n+1}^{\prime}(\tau)\right| & \leqq 1+\lambda_{n} \int_{0}^{\tau} a(\theta) x_{n}(\theta)^{\gamma} d \theta \\
& \leqq 1+\bar{\lambda} \int_{0}^{1} a(\theta) x_{0}(\theta)^{\gamma} d \theta<1+\bar{\lambda} \int_{0}^{1} a(\theta) \theta^{\gamma} d \theta<\infty .
\end{aligned}
$$

By the Arzelà-Ascoli theorem, the decreasing sequence ( $x_{n}$ ) converges to a function $\hat{x} \geqq x$ (since it contains a convergent subsequence). From (4.1) again, one has

$$
x_{n+1}(\tau)=\tau-\lambda_{n} \int_{0}^{\tau}(\tau-\theta) a(\theta) x_{n}(\theta)^{\gamma} d \theta, \quad \tau \in[0,1]
$$

Making $n$ tend to infinity

$$
\hat{x}(\tau)=\tau-\bar{\lambda} \int_{0}^{\tau}(\tau-\theta) a(\theta) \hat{x}(\theta)^{\gamma} d \theta
$$

It is easily checked that $(\bar{\lambda}, \hat{x})$ is a solution of (1.4).
Corollary 4.3. Let $\left(\lambda_{n}\right)$ and $\left(x_{n}\right)$ be the two sequences defined as above. Then the following alternatives hold:
(i) The sequence $\left(\lambda_{n}\right)$ is unbounded. In this case, problem (1.4) has no solution and the sequence $\left(x_{n}\right)$ tends to the zero function.
(ii) The sequence $\left(\lambda_{n}\right)$ converges. In this case, problem (1.4) has a solution $(\bar{\lambda}, \hat{x})$, such that $\lambda_{n} \rightarrow \bar{\lambda}$ and $x_{n}$ converges uniformly to $\hat{x}$. If $(\lambda, x)$ is another solution of (1.4), then $\lambda>\bar{\lambda}$ and $x<\hat{x}$.
5. Emden-Fowler problem (1.2). Consider now the problem (1.2), which corresponds to the special case of (1.1) when $q(t):=t^{\beta}$.

Theorem 5.1. Let $\gamma \geqq 1$ and $\beta$ be real numbers. Then problem (1.2) has a solution if and only if $\gamma+2 \beta+3>0$.

Proof. (i) Suppose that $\gamma+2 \beta+3>0$. Then $\gamma+\beta+1>0$ (for $\beta \leqq-2$ : $\gamma+\beta+1=$ $(\gamma+2 \beta+3)-(\beta+2)>0$ and for $\beta>-2: \gamma+\beta+1=(\gamma-1)+(\beta+2)>0)$. Hypothesis (H2) is satisfied iff $\gamma+\beta+1>0$. Conditions (H3) and (H5) hold iff $\gamma+2 \beta+3>0$, and (H4) iff $\gamma+2 \beta+3 \geqq 0$. Thus Theorem 2.1 applies and (1.2) has a unique solution ( $T, y$ ), with $y \in C[0, T] \cap C^{1}[0, T) \cap C^{2}(0, T)$.
(ii) Notice that if $y \in C^{1}[0, T)$ satisfies (1.2), then $\gamma+\beta+1>0$. Indeed, for any $t_{0} \in(0, \varepsilon)$

$$
y^{\prime}(\varepsilon)=y^{\prime}\left(t_{0}\right)-\int_{t_{0}}^{\varepsilon} \tau^{\beta} y(\tau)^{\gamma} d \tau
$$

By continuity at the origin

$$
\int_{0}^{\varepsilon} \tau^{\beta} y(\tau)^{\gamma} d \tau=\alpha-y^{\prime}(\varepsilon)
$$

Therefore $t \mapsto t^{\beta} y(t)^{\gamma}$ belongs to $L^{1}(0, \varepsilon)$. Taking $\varepsilon$ small enough and a $\bar{t} \in(0, \varepsilon)$, we have

$$
t^{\beta} y(t)^{\gamma}=t^{\beta+\gamma} y^{\prime}(\bar{t})^{\gamma} \geqq\left(\frac{\alpha}{2}\right)^{\gamma} t^{\beta+\gamma}, \quad t \in(0, \varepsilon)
$$

Thus $t \mapsto t^{\beta+\gamma}$ is integrable.
(iii) Suppose now that $\gamma+2 \beta+3 \leqq 0$ and, by way of contradiction, that $(T, y)$ is a solution of (1.2). According to the preceding notice: $\gamma+\beta+1>0$; thus condition (H6) is satisfied. On the other hand, (H7) holds iff $\gamma+2 \beta+3 \leqq 0$. Therefore (1.2) has no solution, by Lemma 3.1.

Suppose that $\gamma+2 \beta+3>0$. We establish now the relation between problems (1.2) and (1.4). Let ( $T, y$ ) be the solution of (1.2) and define $\tau:=t / T, x: \tau \mapsto(\alpha T)^{-1} y(T \tau)$,
for $\tau \in[0,1]$, and $\lambda:=\alpha^{\gamma-1} T^{\gamma+\beta+1}$. Then ( $\lambda, x$ ) satisfies

$$
\begin{aligned}
& x^{\prime \prime}(\tau)+\lambda \tau^{\beta} x(\tau)^{\gamma}=0, \quad \tau \in(0,1), \\
& x(0)=x(1)=0, \quad x^{\prime}(0)=1, \\
& x(\tau)>0, \quad \tau \in(0,1) .
\end{aligned}
$$

Reciprocally let $(\lambda, x)$ be a solution of (5.1). Define $T:=\lambda^{1 /(\gamma+\beta+1)} \alpha^{(\gamma-1) /(\gamma+\beta+1)}$ (note that $\gamma+\beta+1>0$ ), $t:=T \tau$ and $y: t \mapsto \alpha T x(t / T)$, for $t \in[0, T]$. Then $(T, y)$ is a solution of (1.2). One thus gets the uniqueness of the solution of (5.1); this solution may be approximated by the monotone iteration method of the preceding section. Define $x_{0}(\tau):=\tau$, for $\tau \in[0,1]$, and

$$
\begin{align*}
& \lambda_{n}:=\left[\int_{0}^{1}(1-\theta) \theta^{\beta} x_{n}(\theta)^{\gamma} d \theta\right]^{-1}, \\
& x_{n+1}^{\prime \prime}(\tau)=-\lambda_{n} \tau^{\beta} x_{n}(\tau)^{\gamma}, \quad \tau \in(0,1),  \tag{5.2}\\
& x_{n+1}(0)=x_{n+1}(1)=0 \quad \text { for } n=0,1, \cdots .
\end{align*}
$$

The existence of the solution of (1.2), by Theorem 5.1, involves the existence of the solution of (5.1). The condition (H8) being satisfied, Theorem 4.2 yields the convergence of the method (5.2). The sequence ( $\lambda_{n}$ ) converges to $\lambda$, the sequence ( $x_{n}$ ) converges uniformly to $x$, and $(\lambda, x)$ is a solution of (5.1). With the inverse transformation, one gets the solution ( $T, y$ ) of (1.2).
6. Remarks. (i) In this paper, a sufficient condition for the existence of a solution of (1.1) has been obtained. We do not know any necessary and sufficient condition, except in the special case (1.2).
(ii) The eigenvalue problem (1.4) has a solution if the function $a$ belongs to $L^{1}(0,1)$ and satisfies (H8); see [7]. This condition is not optimal, since if $a(\tau):=\tau^{\beta}$, the necessary and sufficient condition for existence is $\gamma+2 \beta+3>0$ (thus $a$ is not necessarily integrable).
(iii) For $\gamma<1$, the study of problems (1.1) and (1.4) requires other methods. Let us mention a paper of Taliaferro [9], which is devoted to problem (1.4), with $\gamma<0$. In [7], Luning and Perry studied (1.4) with $\gamma>-1$ and $a \in L^{1}(0,1)$.
(iv) More generally, one can consider a differential equation of the type

$$
\begin{equation*}
\left(p(s) u^{\prime}(s)\right)^{\prime}+r(s) u(s)^{\gamma}=0 \tag{6.1}
\end{equation*}
$$

with $p \in C^{1}(0, \infty)$ and $p(s)>0$ for all $s>0$. Moreover, suppose that $1 / p \in L_{\mathrm{loc}}^{1}(0, \infty)$ or $1 / p \in L^{1}(1, \infty)$; we then introduce one of the following transformations:

If $1 / p \in L^{1}(0,1)$ and $1 / p \notin L^{1}(1, \infty)$, set

$$
t:=\int_{0}^{s} \frac{d \sigma}{p(\sigma)} \quad \text { and } \quad y(t):=u(s)
$$

If $1 / p \notin L^{1}(0,1)$ and $1 / p \in L^{1}(1, \infty)$, set

$$
t:=\left[\int_{s}^{\infty} \frac{d \sigma}{p(\sigma)}\right]^{-1} \text { and } \quad y(t):=t u(s)
$$

If $1 / p \in L^{1}(0, \infty)$, set

$$
t_{0}:=\left[\int_{0}^{\infty} \frac{d \sigma}{p(\sigma)}\right]^{-1}, \quad t:=\left[\int_{s}^{\infty} \frac{d \sigma}{p(\sigma)}\right]^{-1}-t_{0} \quad \text { and } \quad y(t):=\left(t+t_{0}\right) u(s)
$$

In each case: $0 \leqq t<\infty$ if $0 \leqq s<\infty$, and $y$ is a solution of (1.3) if $u$ is a solution of (6.1).
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#### Abstract

For the third order differential equation $y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right)$, where $\mid f\left(t, y_{1}, y_{2}, y_{3}\right)$ $f\left(t, z_{1}, z_{2}, z_{3}\right)\left|\leqq \sum_{i=1}^{3} k_{i}\right| y_{i}-z_{i} \mid$ on $(a, b) \times \mathbf{R}^{3}$, subintervals $(\alpha, \beta)$ of $(a, b)$ of maximal length are characterized, in terms of the Lipschitz coefficients $k_{i}, i=1,2,3$, for the existence of unique solutions of certain two-point and three-point boundary value problems. The techniques for establishing best interval length involve applications of the Pontryagin Maximum Principle coupled with uniqueness implies existence arguments. For the case $k_{i}=1, i=1,2,3$, comparisons are made with interval lengths obtained via standard applications of the Contraction Mapping Principle.
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1. Introduction. We shall be concerned with solutions of boundary value problems for the third order differential equation

$$
\begin{equation*}
y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right) \tag{1}
\end{equation*}
$$

where we assume throughout that
(A) $f\left(t, y_{1}, y_{2}, y_{3}\right):(a, b) \times \mathbf{R}^{3} \rightarrow \mathbf{R}$ is continuous, and
(B) $f$ satisfies the Lipschitz condition

$$
\left|f\left(t, y_{1}, y_{2}, y_{3}\right)-f\left(t, z_{1}, z_{2}, z_{3}\right)\right| \leqq \sum_{i=1}^{3} k_{i}\left|y_{i}-z_{i}\right|
$$

for each $\left(t, y_{1}, y_{2}, y_{3}\right),\left(t, z_{1}, z_{2}, z_{3}\right) \in(a, b) \times \mathbf{R}^{3}$.
In particular, we will address the question concerning interval length bounds on subintervals of $(a, b)$, in terms of the Lipschitz coefficients $k_{i}, i=1,2,3$, on which certain two-point and three-point boundary value problems for (1) have unique solutions. Such questions have been commonly resolved by various applications of the Contraction Mapping Principle; for example, see [1]-[7], [15], [20]. A limitation of the methods using the Contraction Mapping Principle is the fact that often unique solations of the boundary value problems exist on longer subintervals of $(a, b)$. Recently, for two types of the boundary value problems for (1) that we consider here, Aftabizadeh and Wiener [1] sharpened some of the previous bounds by using the Contraction Mapping Principle, after having transformed their problems into boundary value problems for a second order integro-differential equation. We further mention that in [4], a weight function technique previously used by Collatz was employed in obtaining best possible subinterval lengths in the cases (with one exception) where (1) is independent of $y^{\prime \prime}$ or independent of both $y^{\prime}$ and $y^{\prime \prime}$.

The purpose of this paper will be to characterize in terms of the Lipschitz coefficients $k_{i}, i=1,2,3$, the subintervals $(\alpha, \beta)$ of $(a, b)$ of maximal length for the existence and uniqueness of solutions of certain boundary value problems for (1). We accomplish this by applying techniques from optimal control theory that are motivated

[^28]by works of Melentsova and Mil'shtein [18] and Melentsova [19], and most notably by the two works of Jackson [12], [13].

Jackson's [12], [13] papers dealt with the cases of conjugate type boundary value problems and right focal type boundary value problems for $n$th order Lipschitz equations. In terms of the third order equation (1), his results concerned solutions of the conjugate problems,

$$
\begin{array}{llll}
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y\left(t_{3}\right)=y_{3}, & a<t_{1}=t_{2}<t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y\left(t_{2}\right)=y_{2}, & y^{\prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}=t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y\left(t_{2}\right)=y_{2}, & y\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}<t_{3}<b, \tag{4}
\end{array}
$$

and solutions of the right focal problems,

$$
\begin{array}{llll}
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime \prime}\left(t_{3}\right)=y_{3}, & a<t_{1}=t_{2}<t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime \prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}=t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime \prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}<t_{3}<b . \tag{7}
\end{array}
$$

In [13], Jackson proved the first two theorems we present here.
Theorem 1.1. Let $h>0$ be the smallest positive number such that there is a solution $x(t)$ of the boundary value problem

$$
\begin{aligned}
& x^{\prime \prime \prime}=-k_{1} x-k_{2}\left|x^{\prime}\right|-k_{3}\left|x^{\prime \prime}\right|, \\
& x(0)=x^{\prime}(0)=x(h)=0,
\end{aligned}
$$

with $x(t)>0$ on $(0, h)$, or $h=+\infty$ if no such solution exists. Then boundary value problems for (1) satisfying (2), (3), or (4) have unique solutions, for any assignment of $y_{1}, y_{2}, y_{3} \in \mathbf{R}$, provided $t_{3}-t_{1}<h$. Furthermore, this result is best possible for the class of all differential equations that satisfy the Lipschitz condition (B).

The use made by Jackson of optimal control was via an application of the Pontryagin Maximum Principle in establishing the uniqueness of solutions of boundary value problems, when solutions exist. In the case of conjugate problems, uniqueness implies existence (see [9], [14]), thus, the existence statement of Theorem 1.1. For right focal problems, the second theorem of Jackson's that we state is a uniqueness result.

Theorem 1.2. Let $h=\min \left\{h_{1}, h_{2}\right\}$, where $h_{1}>0$ is the smallest positive number such that there is a solution $x(t)$ of the boundary value problem

$$
\begin{aligned}
& x^{\prime \prime \prime}=-k_{1} x-k_{2}\left|x^{\prime}\right|-k_{3}\left|x^{\prime \prime}\right|, \\
& x(0)=x^{\prime}(0)=x^{\prime \prime}\left(h_{1}\right)=0,
\end{aligned}
$$

with $x(t)>0$ on $\left(0, h_{1}\right]$, or $h_{1}=+\infty$ if no such solution exists, and where $h_{2}>0$ is the smallest positive number such that there is a solution $y(t)$ of the boundary value problem

$$
\begin{aligned}
& x^{\prime \prime \prime}=-k_{1} x-k_{2}\left|x^{\prime}\right|-k_{3}\left|x^{\prime \prime}\right|, \\
& x^{\prime}(0)=x^{\prime \prime}(0)=x\left(h_{2}\right)=0,
\end{aligned}
$$

with $y(t)>0$ on $\left[0, h_{2}\right)$, or $h_{2}=+\infty$ if no such solution exists. Then boundary value problems for (1) satisfying (5), (6), or (7) have at most one solution, provided $t_{3}-t_{1}<h$, and again, this result is best possible.

Recently, Henderson [10] proved that uniqueness implies existence for solutions of right focal problems. Thus, we can state an analogue of Theorem 1.1.

Theorem 1.3. Let $h>0$ be as in Theorem 1.2. Then boundary value problems for (1) satisfying (5), (6), or (7) have unique solutions, for any assignment of $y_{1}, y_{2}, y_{3} \in \mathbf{R}$, provided $t_{3}-t_{1}<h$, and this result is best possible for the class of all differential equations satisfying (B).

For our purposes here, we shall consider, (as in [8], [11]), boundary value problems for (1) that are "in between" those of the conjugate type and the right focal type. More specifically, we shall be interested in solutions of (1) satisfying

$$
\begin{array}{llll}
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime}\left(t_{3}\right)=y_{3}, & a<t_{1}=t_{2}<t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y\left(t_{2}\right)=y_{2}, & y^{\prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}=t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y\left(t_{2}\right)=y_{2}, & y^{\prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}<t_{3}<b, \tag{10}
\end{array}
$$

and in solutions of (1) satisfying

$$
\begin{array}{llll}
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime}\left(y_{3}\right) y_{3}, & a<t_{1}=t_{2}<t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime \prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}=t_{3}<b, \\
y\left(t_{1}\right)=y_{1}, & y^{\prime}\left(t_{2}\right)=y_{2}, & y^{\prime}\left(t_{3}\right)=y_{3}, & a<t_{1}<t_{2}<t_{3}<b, \tag{13}
\end{array}
$$

and finally, in solutions of (1) satisfying,

$$
\begin{equation*}
y\left(t_{1}\right)=y_{1}, \quad y^{\prime \prime}\left(t_{2}\right)=y_{2}, \quad y^{\prime}\left(t_{3}\right)=y_{3}, \quad a<t_{1}=t_{2}<t_{3}<b . \tag{14}
\end{equation*}
$$

In order that this presentation be self-contained, we will briefly state in $\S 2$ the basics involved in applying the Pontryagin Maximum Principle to each of the families of boundary value problems for (1). That discussion is taken from [13]. In §§ 3 and 4, we then apply the Pontryagin Maximum Principle and determine maximal length subintervals on which solutions for each family of "in between" boundary value problems for (1) are unique, when solutions exist. Then, for each case, we will either reference theorems or prove uniqueness implies existence theorems for these boundary value problems. Finally, in $\S 5$, we consider the case where $k_{i}=1, i=1,2,3$, and we compute the corresponding best subinterval lengths for subintervals of ( $a, b$ ), on which there exist unique solutions, for the cases of the conjugate, the right focal, and the "in between" boundary value problems for (1). In some of the cases, we compare the best interval lengths with those obtained by standard applications of the Contraction Mapping Principle; in a couple of cases, we compare the best interval lengths with those obtained by the methods developed in [1].
2. The Pontryagin Maximum Principle. In this section, we will give a brief presentation on the manner in which the Pontryagin Maximum Principle can be applied. Our discussion is taken from Jackson [13]. We formulate this application in terms of $n$th order differential equations.

Let $k_{i}>0,1 \leqq i \leqq n$, be fixed and let

$$
\begin{aligned}
& U=\left\{\left(u_{1}(t), \cdots, u_{n}(t)\right) \mid u_{i}(t)\right. \text { is Lebesgue measurable } \\
& \text { on } \left.(a, b), \text { and }\left|u_{i}(t)\right| \leqq k_{i}, 1 \leqq i \leqq n, \text { on }(a, b)\right\} .
\end{aligned}
$$

Let $I, J$ be nonempty subsets of $\{1, \cdots, n\}$ such that $\operatorname{card}(I)+\operatorname{card}(J)=n$, and let $I^{c}$, $J^{c}$ denote the respective complements of $I, J$ in $\{1, \cdots, n\}$.

For fixed sets $I$, $J$, consider the boundary value problems

$$
\begin{align*}
& x^{(n)}=\sum_{i=1}^{n} u_{i}(t) x^{(i-1)},  \tag{15}\\
& x^{(i-1)}\left(t_{1}\right)=0, \quad i \in I,  \tag{16}\\
& x^{(i-1)}\left(t_{2}\right)=0, \quad i \in J, \tag{17}
\end{align*}
$$

where $a<t_{1}<t_{2}<b$ and $u=\left(u_{1}(t), \cdots, u_{n}(t)\right) \in U$. Since the $u_{i}(t)$ are bounded measurable functions, we define here what is meant by a solution of (15).

Definition. $x(t)$ is a solution of (15), for a control vector $u \in U$, if $x(t)$ is of class $C^{(n-1)}(a, b), x^{(n-1)}(t)$ is absolutely continuous on ( $a, b$ ), and $x(t)$ satisfies (15) for almost all $t \in(a, b)$.

We assume similar definitions for solutions of other differential equations which appear in this paper and which involve the control vectors $u \in U$.

Now, if (15)-(17) has a nontrivial solution for some $t_{1}<t_{2}$ and some $u \in U$, then it follows that there is a boundary value problem in the collection which has a nontrivial optimal solution, (see Lee and Markus [16, Thm. 1, p. 30 or Thm. 4, p. 259]); that is, there exists at least one nontrivial $u^{*} \in U$ and $t_{1} \leqq c<d \leqq t_{2}$ such that

$$
\begin{aligned}
& x^{(n)}=\sum_{i=1}^{n} u_{i}^{*}(t) x^{(i-1)}, \\
& x^{(i-1)}(c)=0, \quad i \in I, \\
& x^{(i-1)}(d)=0, \quad i \in J,
\end{aligned}
$$

has a nontrivial solution $x(t)$ and $d-c$ is a minimum over all such solutions. For this time optimal solution, if $z(t)=\left(x(t), x^{\prime}(t), \cdots, x^{(n-1)}(t)\right)^{T}$, then $z(t)$ is a solution of the corresponding first order system

$$
z^{\prime}=A\left[u^{*}(t)\right] z
$$

By the Pontryagin Maximum Principle [16, Cor. 1, p. 314], the adjoint system

$$
\psi^{\prime}=-A^{T}\left[u^{*}(t)\right] \psi
$$

has a nontrivial solution $\psi(t)=\left(\psi_{1}(t), \cdots, \psi_{n}(t)\right)^{T}$ such that

$$
\begin{align*}
& \sum_{i=1}^{n} x^{(i)}(t) \psi_{i}(t)=\left\langle z^{\prime}(t), \psi(t)\right\rangle=\operatorname{Max}_{u \in U}\{\langle A[u(t)] z(t), \psi(t)\rangle\},  \tag{i}\\
& \text { for almost all } t \in[c, d],(\langle\cdot, \cdot\rangle \text { denotes inner product })
\end{align*}
$$

(ii) $\quad\left\langle z^{\prime}(t), \psi(t)\right\rangle$ is a nonnegative constant for almost all $t \in[c, d]$; and

$$
\begin{array}{ll}
\psi_{i}(c)=0, & i \in I^{c}  \tag{iii}\\
\psi_{i}(d)=0, & i \in J^{c}
\end{array}
$$

As shown in [13], the maximum condition in (i) can be rewritten as

$$
\begin{equation*}
\psi_{n}(t) \sum_{i=1}^{n} u_{i}^{*}(t) x^{(i-1)}(t)=\operatorname{Max}_{u \in U}\left\{\psi_{n}(t) \sum_{i=1}^{n} u_{i}(t) x^{(i-1)}(t)\right\}, \tag{18}
\end{equation*}
$$

for almost all $t \in[c, d]$, whence it follows that if $\psi_{n}(t)$ has no zeros on $(c, d)$ and if $x(t)>0$ on ( $c, d$ ), then (18) can be used to determine an optimal control $u^{*}(t)$ for almost all $t \in[c, d]$, (conceivably some derivative of $x(t)$ might be zero at some points).

In particular, if $x(t)>0$ and $\psi_{n}(t)<0$ on $(c, d)$, then the time optimal solution $x(t)$ is a solution of

$$
\begin{equation*}
x^{(n)}=-\left[k_{1} x+\sum_{i=1}^{n} k_{i}\left|x^{(i-1)}\right|\right], \tag{19}
\end{equation*}
$$

on $[c, d]$. On the other hand, if $x(t)>0$ and $\psi_{n}(t)>0$ on $(c, d)$, then the time optimal solution $x(t)$ is a solution of

$$
\begin{equation*}
x^{(n)}=k_{1} x+\sum_{i=1}^{n} k_{i}\left|x^{(i-1)}\right|, \tag{20}
\end{equation*}
$$

on $[c, d]$.
In subsequent sections, converse statements concerning the adjoint equation play a major role. If $u \in U$ is such that the boundary value prolem (15)-(17) has a nontrivial solution, then

$$
\begin{align*}
& \psi^{\prime}=-A^{T}[u(t)] \psi  \tag{21}\\
& \psi_{i}\left(t_{1}\right)=0, \quad i \in I^{c},  \tag{22}\\
& \psi_{i}\left(t_{2}\right)=0, \quad i \in J^{c}, \tag{23}
\end{align*}
$$

also has a nontrivial solution; thus, the converse is also true. As a consequence of that, the Pontryagin Maximum Principle associates with a time optimal solution of (15)-(17), a time optimal solution of (21)-(23), and conversely.

In applying our statements in this section to nonlinear equations, consider the $n$th order differential equation

$$
\begin{equation*}
y^{(n)}=f\left(t, y, y^{\prime}, \cdots, y^{(n-1)}\right), \tag{24}
\end{equation*}
$$

where $f$ is continuous and satisfies the Lipschitz condition

$$
\begin{equation*}
\left|f\left(t, y_{1}, \cdots, y_{n}\right)-f\left(t, z_{1}, \cdots, z_{n}\right)\right| \leqq \sum_{i=1}^{n} k_{i}\left|y_{i}-z_{i}\right| \tag{25}
\end{equation*}
$$

on $(a, b) \times R^{n}$.
If $y(t)$ and $z(t)$ are distinct solutions of (24) on $(a, b)$, and if $u_{i}(t), 1 \leqq i \leqq n$, is defined by
$u_{i}(t)=\left\{\begin{array}{l}\frac{f\left(t, z(t), \cdots, z^{(i-2)}(t), y^{(i-1)}(t), \cdots, y^{(n-1)}(t)\right)}{y^{(i-1)}(t)-z^{(i-1)}(t)} \\ -\frac{f\left(t, z(t), \cdots, z^{(i-1)}(t), y^{(i)}(t), \cdots, y^{(n-1)}(t)\right)}{y^{(i-1)}(t)-z^{(i-1)}(t)} \\ -k_{i} \quad \text { for } y^{(i-1)}(t)=z^{(i-1)}(t),\end{array}\right.$ for $y^{(i-1)}(t) \neq z^{(i-1)}(t)$,
then $u_{i}(t)$ is measurable on $(a, b)$ and $\left|u_{i}(t)\right| \leqq k_{i}$. Let $x(t)=y(t)-z(t)$. Now if $t \in(a, b)$ is such that $y^{(i-1)}(t)=z^{(i-1)}(t), i \in H \subset\{1, \cdots, n\}$, and if $K=H^{C}$, then invoking the two parts defining $u_{i}(t)$,

$$
x^{(n)}(t)=\sum_{i \in K} u_{i}(t) x^{(i-1)}(t)+\sum_{i \in H}-k_{i}(0)=\sum_{i=1}^{n} u_{i}(t) x^{(i-1)}(t),
$$

and consequently, $x(t)=y(t)-z(t)$ is a solution of the linear equation (15).
3. Intervals of existence, $I$. In this section we will be concerned with determining best possible interval lengths in terms of $k_{i}, i=1,2,3$, of subintervals of $(a, b)$ on which boundary value problems for the third order equation (1) satisfying (8), (9), or (10) all have unique solutions. First, we will use the results of the preceding section to determine optimal length subintervals on which solutions of each of the above boundary value problems are unique, when solutions exist. We then appeal to uniqueness implies existence theorems for this family of problems.

As we noted in § 2, if a time optimal solution of (15)-(17) and a corresponding solution of the adjoint equation satisfy certain sign conditions, then the time optimal solution is a solution of either (19) or (20). For this section and those that follow (since $n=3$ ), equations (15), (19), and (20) take the respective forms

$$
\begin{align*}
x^{\prime \prime \prime} & =u_{1}(t) x+u_{2}(t) x^{\prime}+u_{3}(t) x^{\prime \prime},  \tag{26}\\
x^{\prime \prime \prime} & =-k_{1} x-k_{2}\left|x^{\prime}\right|-k_{3}\left|x^{\prime \prime}\right|,  \tag{27}\\
x^{\prime \prime \prime} & =k_{1} x+k_{2}\left|x^{\prime}\right|+k_{3}\left|x^{\prime \prime}\right| . \tag{28}
\end{align*}
$$

Theorem 3.1. If there is a vector $u \in U$ such that the corresponding equation (26) has a nontrivial solution satisfying

$$
y\left(t_{1}\right)=y^{\prime}\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=0, \quad a<t_{1}<t_{2}<b
$$

and if $x(t)$ is a time optimal solution with

$$
x(c)=x^{\prime}(c)=x^{\prime}(d)=0
$$

and with $d-c$ a minimum, then $x(t)$ is a solution of (27) on $[c, d]$.
Proof. By the time optimality, it follows that $x^{\prime}(t) \neq 0$ on $(c, d)$, and thus $x(t) \neq 0$ on ( $c, d]$. Without loss of generality we may assume $x^{\prime \prime}(c)>0$, so that $x(t)>0$ on $(c, d]$.

Now, if $\psi(t)$ is a solution of the adjoint system associated with $x(t)$ by the Pontryagin Maximum Principle, then

$$
\psi_{3}(c)=\psi_{1}(d)=\psi_{3}(d)=0,
$$

and by its own time optimality, $\psi_{3}(t) \neq 0$ on $(c, d)$. Hence, $x(t)$ is a solution of (27) or (28) on $[c, d]$. From the nature of these two equations, $x^{\prime \prime}(t)$ is strictly monotone on $[c, d]$, and since $x^{\prime}(c)=x^{\prime}(d)=0$, while $x^{\prime \prime}(c)>0$, it follows that $x^{\prime \prime}(d)<0$.

Moreover, from the Maximum Principle, there exists $K \geqq 0$ such that

$$
K=\sum_{i=1}^{3} x^{(i)}(t) \psi_{i}(t)=x^{\prime \prime}(d) \psi_{2}(d)=x^{\prime \prime}(c) \psi_{2}(c)
$$

on [ $c, d]$. We conclude $\psi_{2}(d)<0$, and from the adjoint system

$$
\psi_{3}^{\prime}(d)=-\psi_{2}(d)-u_{3}^{*}(d) \psi_{3}(d)=-\psi_{2}(d)>0 .
$$

Consequently, $\psi_{3}(t)<0$ on $(c, d)$, and $x(t)$ is a solution of (27).
The following two theorems concerning uniqueness of solutions and uniqueness implies existence of solutions for (1), (8), (9) and (10) are proven in [8], [11].

Theorem 3.2. The boundary value problem (1), (10) has at most one solution on ( $a, b$ ), if and only if each of the boundary value problems (1), (8), and (1), (9) has at most one solution on ( $a, b$ ).

Theorem 3.3. If (1), (10) has at most one solution on ( $a, b$ ), then boundary value problems for (1) satisfying (8), (9), or (10) all have unique solutions on ( $a, b$ ).

We can now state the result concerning maximal length subintervals of $(a, b)$ on which the boundary value problems of this section have unique solutions.

Theorem 3.4. Let $h>0$ be the smallest positive number such that there is a solution $x(t)$ of the boundary value problem for (27) satisfying

$$
x(0)=x^{\prime}(0)=x^{\prime}(h)=0,
$$

with $x(t)>0$ on $(0, h]$, or $h=+\infty$ if no such solution exists. Then each of the boundary value problems for (1) satisfying (8), (9), or (10) has a unique solution, provided $t_{3}-t_{1}<h$. Moreover, this result is best possible for the class of all differential equations satisfying the Lipschitz condition (B).

Proof. We first note that since (27) is autonomous, in applying Theorem 3.1, rather than specifying boundary conditions at $a<c<d<b$, it suffices to consider conditions at 0 and $h$.

We show that solutions of (1) satisfying (8) or (9) are unique, when they exist, on any subinterval of $(a, b)$ of length less than $h$. Assume that $y(t)$ and $z(t)$ are distinct solutions of (1) satisfying either (8) or (9) with $t_{3}-t_{1}<h$. Then $w(t)=y(t)-z(t)$ is a nontrivial solution of the linear equation (26) for suitable $u=\left(u_{1}(t), u_{2}(t), u_{3}(t)\right) \in U$, and satisfies either
(i) $w\left(t_{1}\right)=w^{\prime}\left(t_{1}\right)=w^{\prime}\left(t_{3}\right)=0$, or
(ii) $w\left(t_{1}\right)=w\left(t_{3}\right)=w^{\prime}\left(t_{3}\right)=0$.

Case (i) leads to a contradiction of Theorem 3.1. For case (ii), it is shown in Jackson [12, Cor. to Thm. 8] that there is a nontrivial solution $x(t)$ of (28) satisfying $x(0)=$ $x^{\prime}(0)=x(-k)=0$, for some $0<k<h$. If $v(t)=x(-t)$, then $v(t)$ is a nontrivial solution of (27) and satisfies $v(0)=v^{\prime}(0)=v(k)=0$. By Rolle's theorem, there exists $0<\eta<k$ such that

$$
v(0)=v^{\prime}(0)=v^{\prime}(\eta)=0,
$$

which again contradicts Theorem 3.1.
Therefore, solutions of boundary value problems for (1) satisfying (8) or (9) are unique, when they exist. That unique solutions of (1) satisfying (8), (9), or (10) exist, provided $t_{3}-t_{1}<h$, is immediate from Theorems 3.2 and 3.3. Since (27) is a Lipschitz equation satisfying (B), it also follows that this result is best possible.
4. Intervals of existence, II. We now consider interval lengths of subintervals of ( $a, b$ ) on which there exist unique solutions of boundary value problems for (1) satisfying (11), (12), or (13) (note that (11) is the same as (8)). By further restricting our subinterval length for the above three problems, we will also consider existence and uniqueness for problems studied by Aftabizadeh and Wiener [1] satisfying (1), (14).

Theorem 4.1. Assume that for all vectors $u \in U$, the corresponding linear equation (26)
has only the trivial solution satisfying

$$
x\left(t_{1}\right)=x^{\prime}\left(t_{1}\right)=x^{\prime}\left(t_{2}\right)=0, \quad a<t_{1}<t_{2}<b .
$$

If there is a control vector $u \in U$ such that the corresponding equation (26) has a nontrivial solution satisfying

$$
y\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=y^{\prime \prime}\left(t_{2}\right)=0, \quad a<t_{1}<t_{2}<b
$$

and if $x(t)$ is a time optimal solution with

$$
x(c)=x^{\prime}(d)=x^{\prime \prime}(d)=0
$$

and with $d-c$ a minimum, then $x(t)$ is a solution of (28) on $[c, d]$.
Proof. By the time optimality of $x(t)$ and uniqueness of solutions of initial value problems, $x(t) \neq 0$ on ( $c, d]$. Also, we may assume that $x^{\prime}(c)>0$ so that $x(t)>0$ on ( $c, d$ ].

If $\psi(t)$ is a solution of the adjoint system associated with $x(t)$ by the Maximum Principle, then

$$
\psi_{2}(c)=\psi_{3}(c)=\psi_{1}(d)=0
$$

and $\psi_{1}(t) \neq 0$ on $[c, d)$.
In order to apply the results of $\S 2$, we need to show that $\psi_{3}(t) \neq 0$ on $(c, d)$. To this end, let $y(t)=\left(y_{1}(t), y_{2}(t), y_{3}(t)\right)^{T}$, where $y_{1}(t)=\psi_{3}(t), y_{2}(t)=\psi_{2}(t)$, and $y_{3}(t)=$ $\psi_{1}(t)$, so that $y(t)$ is a solution of

$$
\begin{equation*}
y^{\prime}=B\left[u^{*}(t)\right] y \tag{29}
\end{equation*}
$$

where

$$
B[u(t)]=\left[\begin{array}{rrr}
-u_{3}(t) & -1 & 0 \\
-u_{2}(t) & 0 & -1 \\
-u_{1}(t) & 0 & 0
\end{array}\right]
$$

and $y_{1}(c)=y_{2}(c)=y_{3}(d)=0$. Our argument will now be concerned with showing $y_{1}(t)=\psi_{3}(t) \neq 0$ on $(c, d)$.

We remark that from the optimality of $x(t)$ and $\psi(t)$ and from the hypotheses, $\psi_{3}(d)=y_{1}(d) \neq 0$. For $j=1,2,3$, let

$$
y^{j}(t)=\left(y_{1}^{j}(t), y_{2}^{j}(t), y_{3}^{j}(t)\right)^{T}
$$

denote the solution of the initial value problem for (29) satisfying

$$
y_{i}^{j}(d)=\delta_{i j}, \quad i=1,2,3 .
$$

It follows that

$$
y(t)=C_{1} y^{1}(t)+C_{2} y^{2}(t)
$$

for some $C_{1}, C_{2}$. Moreover, since $y_{1}(d) \neq 0$, we have $C_{1} \neq 0$.
Now, it is also the case that $y_{1}^{2}(t) \neq 0$ on $(a, d)$. To see this, asume there exists $\tau \in(a, d)$ so that $y_{1}^{2}(\tau)=0$. Since $y^{2}(t)$ is a solution of (29), it follows that the adjoint system $\psi^{\prime}=-A\left[u^{*}(t)\right] \psi$ has a solution $\eta(t)=\left(\eta_{1}(t), \eta_{2}(t), \eta_{3}(t)\right)^{T}$, where $\eta_{1}=y_{3}^{2}, \eta_{2}=$ $y_{2}^{2}, \eta_{3}=y_{1}^{2}$, satisfying

$$
\eta_{3}(\tau)=\eta_{1}(d)=\eta_{3}(d)=0 .
$$

This, in turn, implies there exists an optimal such solution to the adjoint equation, for some $u^{* *} \in U$, and then by the Pontryagin Maximum Principle, there is an optimal solution $v(t)$ of (26), for $u^{* *} \in U$, such that

$$
v\left(\tau_{1}\right)=v^{\prime}\left(\tau_{1}\right)=v^{\prime}\left(\tau_{2}\right)=0,
$$

where $\tau \leqq \tau_{1}<\tau_{2} \leqq d$; this is a contradiction to the hypotheses of the theorem. Thus, $y_{1}^{2}(t) \neq 0$ on $(a, d)$.

Now, if $y_{1}\left(t_{0}\right)=\psi_{3}\left(t_{0}\right)=0$, for some $t_{0} \in(c, d)$, since

$$
-W\left(y^{2}(t), y(t)\right)=\left[y_{1}^{2}(t)\right]^{2}\left(y_{1}(t) / y_{1}^{2}(t)\right)^{\prime}
$$

(where $W(\cdot, \cdot)$ denotes the Wronskian), and since $y_{1}(c)=0$ and $y_{1}^{2}(c) \neq 0$, it follows from Rolle's theorem that $W\left(y^{2}\left(t_{1}\right), y\left(t_{1}\right)\right)=0$, for some $c<t_{1}<t_{0}$. But $W\left(y^{2}\left(t_{1}\right), y\left(t_{1}\right)\right)=C_{1} W\left(y^{1}\left(t_{1}\right), y^{2}\left(t_{1}\right)\right)$, and since $C_{1} \neq 0$, there are constants $r_{1}, r_{2}$ such that the solution

$$
w(t) \equiv r_{1} y^{1}(t)+r_{2} y^{2}(t)
$$

of (29) satisfies $w_{1}\left(t_{1}\right)=w_{2}\left(t_{1}\right)=w_{3}(d)=0$. This implies the adjoint system has a solution $\beta(t)$ such that $\beta_{2}\left(t_{1}\right)=\beta_{3}\left(t_{1}\right)=\beta_{1}(d)=0$, where $c<t_{1}<d$. This contradicts the optimality of $d-c$. Therefore $y_{1}(t)=\psi_{3}(t) \neq 0$ on $(c, d)$.

From our assumption that $x(t)>0$, it follows that $x(t)$ is a solution of (27) or (28) on [ $c, d$ ]. It follows, in turn, from the constancy in $\operatorname{sign}$ of $x^{\prime \prime \prime}(t)$ on $[c, d]$ and from the boundary conditions $x(c)=x^{\prime}(d)=x^{\prime \prime}(d)=0$, that $x^{\prime \prime \prime}(t)>0$ on $[c, d]$, so that $x(t)$ is a solution of (28) on [ $c, d]$.

For our remaining existence considerations, we appeal to results much like those in the previous section. The next two theorems are proven in [8], [11].

Theorem 4.2. If there is at most one solution of the boundary value problem (1), (13) on ( $a, b$ ), then each of the boundary value problems (1), (11), and (1), (12) has at most one solution on $(a, b)$.

Theorem 4.3. If (1), (13) has at most one solution on $(a, b)$, then boundary value problems for (1) satisfying (11), (12), or (13) all have unique solutions on ( $a, b$ ).

Although Theorem 4.2 is not the analogue of Theorem 3.2, the converse of Theorem 4.2 is true for linear equations.

Lemma. Let Ly be a linear third order differential operator on an interval I. If the only solution of $L y=0$ satisfying either

$$
y\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=y^{\prime}\left(t_{3}\right)=0, \quad t_{1}=t_{2}<t_{3},
$$

or

$$
y\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=y^{\prime \prime}\left(t_{3}\right)=0, \quad t_{1}<t_{2}=t_{3}
$$

is the trivial solution, then the only solution of $L y=0$ satisfying

$$
y\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=y^{\prime}\left(t_{3}\right)=0, \quad t_{1}<t_{2}<t_{3}
$$

is $y(t)=0$.
Proof. Assume to the contrary that there is a nontrivial solution $y(t)$ of $L y=0$ satisfying $y\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=y^{\prime}\left(t_{3}\right)=0$, for some $t_{1}<t_{2}<t_{3}$ belonging to $I$. By the hypotheses, $y^{\prime}\left(t_{1}\right), y^{\prime \prime}\left(t_{2}\right), y^{\prime \prime}\left(t_{3}\right) \neq 0$.

Now, by the hypotheses, there exists a unique solution $z(t)$ of $L y=0$ satisfying $z\left(t_{1}\right)=z^{\prime}\left(t_{1}\right)=0$ and $z^{\prime}\left(t_{2}\right)=+1$. Moreover, $z^{\prime}(t) \neq 0$, for all $t \in\left[t_{2}, t_{3}\right]$. It follows that for some nonzero $\alpha \in \mathbf{R}$ and $\tau \in\left(t_{2}, t_{3}\right)$, the solution $w(t) \equiv y(t)+\alpha z(t)$ of $L y=0$ satisfies $w\left(t_{1}\right)=w^{\prime}(\tau)=w^{\prime \prime}(\tau)=0$; see [17]. This contradicts the hypotheses of the lemma, and we conclude no such nontrivial solution $y(t)$ exists.

For the case of boundary value problems (1), (11), (12), and (13), we can now determine our optimal length subintervals on which all have unique solutions.

Theorem 4.4. Let $k=\min \{h, r\}$, where $h$ is the number obtained in Theorem 3.4, and $r>0$ is the smallest positive number such that there is a solution $x(t)$ of the boundary value problem for (28) satisfying

$$
x(0)=x^{\prime}(r)=x^{\prime \prime}(r)=0,
$$

with $x(t)>0$ on $(0, r]$, or $r=+\infty$ if no such solution exists. Then each of the boundary value problems for (1) satisfying (11), (12), or (13) has a unique solution, provided $t_{3}-t_{1}<k$. Again, this result is best possible.

Proof. We will show that solutions for (1), (13) are unique, when they exist. For the purpose of contradiction, assume there are distinct solutions $y(t)$ and $z(t)$ of (1), (13), where $t_{3}-t_{1}<k$. Then $w(t)=y(t)-z(t)$ is a nontrivial solution of linear equation (26), for a suitable $u^{0} \in U$, and satisfies $w\left(t_{1}\right)=w^{\prime}\left(t_{2}\right)=w^{\prime}\left(t_{3}\right)=0$. The above lemma coupled with Theorem 4.2 implies (26), for $u^{0} \in U$, has a solution $\beta(t)$ satisfying either
(i) $\beta\left(\tau_{1}\right)=\beta^{\prime}\left(\tau_{1}\right)=\beta^{\prime}\left(\tau_{2}\right)=0$, or
(ii) $\beta\left(\tau_{1}\right)=\beta^{\prime}\left(\tau_{2}\right)=\beta^{\prime \prime}\left(\tau_{2}\right)=0$
where $t_{1} \leqq \tau_{1}<\tau_{2} \leqq t_{3}$; consequently, there is a nontrivial optimal solution $x(t)$ satisfying either (27) or (28) and boundary conditions of the type respectively given in (i) or (ii). Since $t_{3}-t_{1}<k$, this is a contradiction.

Therefore, solutions of (1), (13) are unique, when they exist, and the conclusion follows from Theorem 4.3.

We conclude this section by further restricting our above subinterval length $k$ and obtaining, in addition, subintervals on which there unique solutions of (1), (14). Such
a problem was considered in [1], by first transforming the problem into a boundary value problem for a second order integro-differential equation. Then successive approximations were used in obtaining length bounds on intervals for existence of unique solutions; these bounds were somewhat better than those obtained using standard Contraction Mapping arguments. However, we will determine best length subintervals for the existence of unique solutions of (1), (14), when the problems (1), (11), (12), and (13) all have unique solutions.

Theorem 4.5. Assume that for all vectors $u \in U$, the corresponding linear equation (26) has only the trivial solution satisfying

$$
x\left(t_{1}\right)=x^{\prime}\left(t_{1}\right)=x^{\prime}\left(t_{2}\right)=0, \quad a<t_{1}<t_{2}<b .
$$

If there is a control vector $u \in U$ such that the corresponding equation (26) has a nontrivial solution satisfying

$$
y\left(t_{1}\right)=y^{\prime \prime}\left(t_{1}\right)=y^{\prime}\left(t_{2}\right)=0, \quad a<t_{1}<t_{2}<b
$$

and if $x(t)$ is a time optimal solution with

$$
x(c)=x^{\prime \prime}(c)=x^{\prime}(d)=0
$$

and with $d-c$ a minimum, then $x(t)$ is a solution of (27) on $[c, d]$.
Proof. The proof proceeds much like those before. By optimality $x^{\prime}(t) \neq 0$ on $[c, d)$, and thus by Rolle's theorem, $x(t) \neq 0$ on $(c, d]$. We may assume $x(t)>0$ on $(c, d]$. Now if $\psi(t)$ is the corresponding optimal solution of the adjoint system, then

$$
\psi_{2}(c)=\psi_{1}(d)=\psi_{3}(d)=0 .
$$

Now, if $\psi_{3}\left(t_{0}\right)=0$, for some $t_{0} \in[c, d)$, since $\psi_{1}(d)=\psi_{3}(d)=0$, there is an optimal solution $z(t)$ of (26) satisfying

$$
z\left(\tau_{1}\right)=z^{\prime}\left(\tau_{1}\right)=z^{\prime}\left(\tau_{2}\right)=0,
$$

for some $t_{0} \leqq \tau_{1}<\tau_{2} \leqq d$, a contradiction. Therefore, $\psi_{3}(t) \neq 0$ on $[c, d)$, and $x(t)$ is a solution of (27) or (28).

Since $x^{\prime \prime \prime}(t)$ is of constant sign on [c, d], from the conditions $x(c)=x^{\prime \prime}(c)=x^{\prime}(d)=$ 0 , we conclude $x^{\prime \prime \prime}(t)<0$ on [ $\left.c, d\right]$, and $x(t)$ is a solution of (27) on [ $\left.c, d\right]$.

For uniqueness implies existence we have the following.
Lemma. Assume that solutions of (1), (13), and (1), (14) are unique, when they exist on ( $a, b$ ). Then boundary value problems for (1) satisfying (11), (12), (13), or (14) all have unique solutions on $(a, b)$.

Proof. In light of Theorem 4.3, we need only prove the statement for (1), (14). For this, let $a<t_{1}<t_{2}<b$ and $y_{1}, y_{2}, y_{3} \in \mathbf{R}$ be given, and let $y(t)$ be the solution of the initial value problem for (1) satisfying

$$
y\left(t_{1}\right)=y_{1}, \quad y^{\prime}\left(t_{1}\right)=0, \quad y^{\prime \prime}\left(t_{1}\right)=y_{2} .
$$

Now define

$$
S \equiv\left\{z^{\prime}\left(t_{2}\right) \mid z(t) \text { is a solution of (1) and } z\left(t_{1}\right)=y\left(t_{1}\right), z^{\prime \prime}\left(t_{1}\right)=y^{\prime \prime}\left(t_{1}\right)\right\} .
$$

Using continuous dependence and the fact that solutions of (1), (11) and (1), (12) exist, it can be shown by fairly standard arguments that $S=\mathbf{R}$; see [10]. Thus, by choosing $y_{3} \in S$, the corresponding solution $z(t)$ of (1) satisfies (14).

Theorem 4.6. Let $l=\min \{k, s\}$, where $k$ is the number obtained in Theorem 4.4, and $s>0$ is the smallest positive number such that there is a solution $x(t)$ of the boundary problem for (27) satisfying

$$
x(0)=x^{\prime \prime}(0)=x^{\prime}(s)=0,
$$

with $x(t)>0$ on $(0, s]$, or $s=+\infty$ if no such solution exists. Then each of the boundary value problems for (1) satisfying (11), (12), (13), or (14) has a unique solution, provided $t_{3}-t_{1}<l$. Again, this is best possible.

Proof. The proof is immediate from the last lemma and Theorem 4.4.
5. Best interval lengths for $\boldsymbol{k}_{\mathbf{1}}=\boldsymbol{k}_{\mathbf{2}}=\boldsymbol{k}_{\mathbf{3}}=\mathbf{1}$. In this section, we employ the results of the previous sections in computing the best possible interval lengths of subintervals of ( $a, b$ ) on which the boundary value problems for (1) have unique solutions for the case where the Lipschitz coefficients satisfy $k_{1}=k_{2}=k_{3}=1$. For some of the problems, we compare our results with interval length bounds obtained by standard Contraction Mapping methods. In a couple of cases, we will also compare our results with those obtained in [1].

For each of the following cases, we let $k_{1}=k_{3}=k_{3}=1$.
(i) For our first case, we are concerned with solutions of conjugate boundary value problems for (1); that is, conditions (2), (3), and (4). As a corollary to Theorem 1.1, Jackson [12] showed that the boundary value problems for (1) satisfying (2), (3), or (4) all have unique solutions on any open subinterval of length less than $h$, where $x(t)$ is the solution of (27) satisfying the initial conditions

$$
x(0)=x^{\prime}(0)=0, \quad x^{\prime \prime}(0)=1
$$

and $h>0$ is the first positive number such that $x(h)=0$. In this case, Jackson obtained the best possible result to be $h=2.7353$. On the other hand, from Contraction Mapping bounds, interval lengths of only 1.1284 result.
(ii) In this case, we are concerned with right focal boundary value problems for (1) satisfying conditions (5), (6), and (7). From Theorem 1.3, boundary value problems for (1) satisfying (5), (6), or (7) all have unique solutions on open subintervals of $(a, b)$ of length less than $k=\min \left\{r_{1}, r_{2}\right\}$, where $x(t)$ is the solution of (27) satisfying the initial conditions

$$
x(0)=x^{\prime}(0)=0, \quad x^{\prime \prime}(0)=1
$$

and $r_{1}>0$ is the first positive number such that $x^{\prime \prime}\left(r_{1}\right)=0$, and $y(t)$ is the solution of (27) satisfying

$$
y(0)=1, \quad y^{\prime}(0)=y^{\prime \prime}(0)=0
$$

and $r_{2}>0$ is the first positive number such that $y\left(r_{2}\right)=0$. For this case, we obtain the best subinterval length as $k=r_{1}=1.03842$. For comparison, using Contraction Mapping, interval lengths are bounded by .672496, whereas Aftabizadeh and Wiener's techniques yielded lengths of .896861 .
(iii) For this case, we consider the problems of § 3. From Theorem 3.4, boundary value problems for (1) satisfying (8), (9), or (10) have unique solutions on open subintervals of $(a, b)$ of length less than $\eta$, where $x(t)$ is the solution of (27) and satisfies

$$
x(0)=x^{\prime}(0)=0, \quad x^{\prime \prime}(0)=1,
$$

and $\eta>0$ is the first positive number such that $x^{\prime}(\eta)=0$. We find here that best subinterval lengths are $\eta=1.923239$. Aftabizadeh and Wiener's techniques yield interval lengths bounded by 1.59542 .
(iv) For this case, we are concerned with subinterval lengths for the problems of §4. For the case of problems (1)-(11), (12), or (13), all have unique solutions on subintervals of $(a, b)$ of length less than $l=\min \left\{l_{1}, l_{2}\right\}$, where $x(t)$ is the solution (27) satisfying

$$
x(0)=x^{\prime}(0)=0, \quad x^{\prime \prime}(0)=1
$$

and $l_{1}>0$ is the first number such that $x\left(l_{1}\right)=0$, and $y(t)$ is the solution of (27) satisfying

$$
y(0)=1, \quad y^{\prime}(0)=y^{\prime \prime}(0)=0
$$

and $l_{2}>0$ is the first positive number such that $y\left(l_{2}\right)=0$ (to see this is the appropriate initial value problem for $l_{2}$, replace the solution $x(t)$ in Theorem 4.4 by $x(-t+r)$ ). We note that $l_{1}=\eta$ from (iii) and $l_{2}=r_{2}$ from (ii), and it follows that the best subinterval length is $l=l_{2}=1.52374$.

As we proved in Theorem 4.6, by restricting the subinterval lengths further, (1), (14) also has a unique solution. In fact, for this special case of Lipschitz coefficients, we have unique solutions of (1), (14) on intervals of length less than $m$, where $x(t)$ is the solution of (27) satisfying

$$
x(0)=x^{\prime \prime}(0)=0, \quad x^{\prime}(0)=1
$$

and $m>0$ is the first number such that $x^{\prime}(m)=0$. For the best possible interval length, $m=1.10647$.

Remark. For the calculations discussed in (ii)-(iv), Runge-Kutta methods were used. However, in some cases, such as (ii), it is elementary to explicitly solve the specified initial value problem; then applying Newton's method to the appropriate derivative of the solution, the optimal interval length can be determined.
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#### Abstract

A class of singularly perturbed boundary value problems is considered for viscosity tending to zero. From compactness arguments it is known that the solutions converge to a limit function characterized by an entropy inequality. We formulate an approximate entropy inequality (AEI) and use it to obtain the order of convergence. The AEI is also used to obtain the order of convergence for monotone difference schemes.
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1. Introduction. In this paper we establish a minimal rate of convergence theorem for solutions to the singularly perturbed boundary value problem

$$
\begin{align*}
& -\varepsilon \frac{d^{2}}{d x^{2}} u_{\varepsilon}+\frac{d}{d x} f\left(x, u_{\varepsilon}\right)+b\left(x, u_{\varepsilon}\right)=0, \\
& u_{\varepsilon}(0)=\gamma_{0}, \quad u_{\varepsilon}(0)=\gamma_{1}, \tag{1.1}
\end{align*}
$$

as the parameter $\varepsilon>0$ tends to zero. Throughout we impose no special conditions on $f(x, u)$ or $b(x, u)$ other than that they are smooth and satisfy

$$
\begin{equation*}
\frac{\partial}{\partial u} b(x, u)-\left|\frac{\partial^{2}}{\partial u \partial x} f(x, u)\right| \geqq \mu>0 \tag{1.2}
\end{equation*}
$$

for all $(x, u) \in[0,1] \times I$ where $I$ is an a priori interval determined from the maximum principle. ${ }^{1}$

It is well known that for positive $\varepsilon$, condition (1.2) implies that the boundary value problem (1.1) has a unique smooth solution; see [8], [9] for results in this direction.

As $\varepsilon$ tends to zero, solutions to (1.1) need not converge to a continuous function. Therefore, it is natural to seek a rate of convergence result in an integral sense. Below we show that there exists a function $\bar{u} \in B V$ such that for sufficiently small $\varepsilon$

$$
\begin{equation*}
\int_{0}^{1}\left|u_{\varepsilon}-\bar{u}\right| d x \leqq \frac{C_{\gamma}}{\mu} \sqrt{\varepsilon}, \tag{1.3}
\end{equation*}
$$

where the constant $C_{\gamma}$ depends on the boundary data $\gamma_{0}$ and $\gamma_{1}$. In general the rate above is not valid unless condition (1.2) is imposed. That is to say there are examples

[^29]of boundary value problems of the form (1.1) that violate (1.2) (they must satisfy an estimate like (1.2) with $\mu=0$ ) and satisfy
$$
\int_{0}^{1}\left|u_{\varepsilon}-\bar{u}\right| d x \geqq \text { const. } \varepsilon^{q}
$$
for any $\frac{1}{2} \geqq q>0$. Moreover, given that condition (1.2) is satisfied, the $L^{1}$ rate result (1.3) cannot be improved unless further conditions are imposed. That is, there are examples that satisfy condition (1.2) and satisfy
$$
\int_{0}^{1}\left|u_{\varepsilon}-\bar{u}\right| d x \geqq \text { const. } \sqrt{\varepsilon} .
$$

Some examples that demonstrate the sharpness of our rate result are presented at the end of this section.

The main contribution of this paper is to extend the techniques developed in [6], [13] to include problems with Dirichlet boundary conditions. The notion of an "approximate entropy inequality (AEI)," first introduced in the study of single conservation laws, is suitably modified to include boundary value problems of the type studied here. Specifically, what we show is that if a parameterized family of functions, say $\left\{v_{h}\right\}_{h>0}$, satisfies the uniform estimate

$$
\operatorname{var}\left(v_{h}\right) \leqq \text { const., }
$$

together with an $h$-dependent AEI, then $v_{h}$ satisfies (1.3) with $h$ taking the place of $\varepsilon$. We have intentionally been vague about the precise definition of the family $\left\{v_{h}\right\}_{h>0}$ since it is shown below that besides representing the family of solutions to (1.1) it can also represent a family of certain numerical approximations. In the application to numerical approximations $v_{h}$ denotes an interpolation of grid values generated by a finite difference scheme, and $h$ denotes a measure of grid refinement.

In § 2 the characterizing "entropy inequality" for the limit of solutions to (1.1) is stated; see [2], [3], [5], [14] for a thorough development of these ideas. The "approximate entropy inequality" is also defined in this section, and solutions of (1.1) are shown to satisfy it. The abstract rate of convergence theorem implied by the AEI is also stated in $\S 2$. In $\S 3$ the abstract rate of convergence theorem, stated in $\S 2$, is proved. Finally in $\S 4$ the rate of convergence theorem is applied to numerical approximations generated by certain types of finite difference schemes.

We should mention that most of the results of this paper can be routinely extended to quasilinear Dirichlet problems in many space dimensions. This will be the topic of future work; see [12], where somewhat parallel techniques are applied to nonlinear problems with boundary conditions of Neumann type.

We conclude this section by constructing some nontrivial examples of the type mentioned above. First we show that if (1.2) is violated then an arbitrarily slow $L^{1}$ rate of convergence is possible. To this end, consider the boundary value problem

$$
\begin{align*}
& -\varepsilon \frac{d^{2}}{d x^{2}} u_{\varepsilon}+\frac{d}{d x}\left(\gamma-u_{\varepsilon}\right)^{2 p}=0, \\
& u_{\varepsilon}(0)=0, \quad u_{\varepsilon}(1)=\gamma>0 \tag{1.4}
\end{align*}
$$

where we take $p>1$. Clearly (1.4) violates (1.2). By [8, Thm. 4] the solutions of (1.4) tend uniformly to $\gamma$ on any interval $[\delta, 1], 1>\delta>0$, as $\varepsilon$ tends to zero. Therefore, we wish to examine

$$
\begin{equation*}
\int_{0}^{1}\left|u_{\varepsilon}-\gamma\right| d x \tag{1.5}
\end{equation*}
$$

With this end in mind we first consider

$$
\begin{align*}
& -\varepsilon \frac{d^{2}}{d x^{2}} v_{\varepsilon}+\frac{d}{d x}\left(\gamma-v_{\varepsilon}\right)^{2 p}=0, \\
& v_{\varepsilon}(0)=0, \quad v_{\varepsilon}(\infty)=\gamma, \tag{1.6}
\end{align*}
$$

which can be integrated exactly, giving

$$
\begin{equation*}
v_{\varepsilon}(x)=\Phi^{-1}(x / \varepsilon), \tag{1.7}
\end{equation*}
$$

where

$$
\Phi(w)=\int_{0}^{w}(\gamma-s)^{-2 p} d s .
$$

Since $v_{\varepsilon}(x)+\gamma-v_{\varepsilon}(1)$ is an upper solution for (1.4), it follows that this function is $\geqq u_{\varepsilon}(x)$; thus

$$
\gamma-u_{\varepsilon}(x) \geqq v_{\varepsilon}(1)-v_{\varepsilon}(x) \geqq 0,
$$

which implies

$$
\begin{equation*}
\int_{0}^{1}\left|u_{\varepsilon}-\gamma\right| d x \geqq \int_{0}^{1}\left(v_{\varepsilon}(1)-v_{\varepsilon}(x)\right) d x . \tag{1.8}
\end{equation*}
$$

Interchanging the order of integration and using (1.7), we have that the right-hand side of (1.8) is given by

$$
\varepsilon \int_{0}^{v_{\varepsilon}(1)} \Phi(w) d w
$$

Finally, a simple calculation will reveal that

$$
\varepsilon \int_{0}^{v_{\varepsilon}(1)} \Phi(w) d w=\frac{1}{2 p-2}\left(\frac{\varepsilon}{2 p-1}\right)^{1 / 2 p-1}+O(\varepsilon)
$$

which therefore shows that

$$
\int_{0}^{1}\left|u_{\varepsilon}-\gamma\right| d x \geqq C_{p}\left(\varepsilon^{1 / 2 p-1}\right),
$$

as $\varepsilon$ tends to zero.
To establish the fact, given only condition (1.2), our rate result (1.3) is the best possible, we note that the trivial example

$$
\begin{aligned}
& -\varepsilon \frac{d^{2}}{d x^{2}} u_{\varepsilon}+u_{\varepsilon}=0, \\
& u_{\varepsilon}(0)=0, \quad u_{\varepsilon}(1)=1,
\end{aligned}
$$

satisfies the $\sqrt{\varepsilon} L^{1}$ rate of convergence exactly. A less trivial example is given by

$$
\begin{align*}
& -\varepsilon \frac{d^{2}}{d x^{2}} u_{\varepsilon}+\frac{d}{d x}\left((1-x) u_{\varepsilon}\right)+2 u_{\varepsilon}=0,  \tag{1.9}\\
& u_{\varepsilon}(0)=0, \quad u_{\varepsilon}(1)=1
\end{align*}
$$

To obtain the sharp $\sqrt{\varepsilon}$ rate for example (1.9) we apply the "shooting method." (Although this method is less general than the techniques we present in the following
sections, it takes into account specific properties of $f(x, u)$ and often leads to sharper results than ours; see [4] for applications of differential inequalities.) From our results below, we expect that $\lim _{\varepsilon \downarrow 0} u_{\varepsilon}=0$. The maximum principle together with integrating (1.9) gives us that

$$
\begin{equation*}
\int_{0}^{1}\left|u_{\varepsilon}-0\right| d x=\frac{\varepsilon}{2}\left[\frac{d}{d x} u_{\varepsilon}(1)-\frac{d}{d x} u_{\varepsilon}(0)\right] . \tag{1.10}
\end{equation*}
$$

By applying the shooting method, it is easy to conclude that for all $\varepsilon>0$ sufficiently small, we have

$$
\frac{1}{2 \sqrt{\varepsilon}} \leqq \frac{d}{d x} u_{\varepsilon}(1) \leqq \frac{3}{\sqrt{\varepsilon}},
$$

and

$$
0 \leqq \frac{d}{d x} u_{\varepsilon}(0) \leqq 1
$$

Inserting these inequalities into (1.10) we finally get

$$
\frac{\sqrt{\varepsilon}}{4}-O(\varepsilon) \leqq \int_{0}^{1}\left|u_{\varepsilon}-0\right| d x \leqq \frac{3}{2} \sqrt{\varepsilon},
$$

which establishes our $L^{1}$ rate for example (1.9).
2. The approximate entropy inequality. Throughout this paper the following notation is used:
(i) $B V$ denotes the space of functions $u:[0,1] \rightarrow \mathbb{R}$ of bounded variation.
(ii) $\operatorname{var}(u)$ is the total variation of $u \in B V$.
(iii) $C_{+}^{\infty}$ denotes the space of functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ which are infinitely differentiable and nonnegative.
The sign-function is defined by

$$
\operatorname{sgn}(u)= \begin{cases}-1 & \text { if } u<0 \\ 0 & \text { if } u=0 \\ 1 & \text { if } u>0\end{cases}
$$

and

$$
\operatorname{sgn}_{\delta}(u)= \begin{cases}u /|u| & \text { for }|u| \geqq \delta, \\ u / \delta & \text { for }|u|<\delta\end{cases}
$$

denotes a Lipschitz continuous approximation to $\operatorname{sgn}(u)$ for $\delta>0$. We furthermore use

$$
\begin{aligned}
& \|u\|_{\infty}=\sup \{|u(x)|: 0 \leqq x \leqq 1\} \quad \text { for } u \in L^{\infty}[0,1], \\
& \|u\|_{1}=\int_{0}^{1}|u(x)| d x \quad \text { for } u \in L^{1}[0,1] .
\end{aligned}
$$

For simplicity we assume that $f(x, u) \in C^{2}([0,1] \times \mathbb{R})$ and $b(x, u) \in C^{1}([0,1] \times \mathbb{R})$ although we recognize that weaker conditions are sufficient. The essential assumption is nevertheless condition (1.2), and it will be assumed throughout.

In the next proposition we state some known results concerning the second order boundary value problem (1.1); see [2], [9]. These facts are relevant in what follows.

Proposition 2.1. For all $\varepsilon>0$, (1.1) has a unique smooth solution $u_{\varepsilon}$. Moreover, there exists a constant $c$, not depending on $\varepsilon$, such that

$$
\left\|u_{\varepsilon}\right\|_{\infty}+\operatorname{var}\left(u_{\varepsilon}\right) \leqq c
$$

Finally, there exists a unique (a.e.) function $\bar{u} \in B V$ such that

$$
\left\|u_{\varepsilon}-\bar{u}\right\|_{1} \rightarrow 0
$$

as $\varepsilon \downarrow 0$.
It is known that the limit $\bar{u} \in B V$ is the only (a.e.) $B V$ function satisfying the following so-called "entropy inequality":

For all $k \in \mathbb{R}$ and all $\phi \in C_{+}^{\infty}$

$$
\begin{aligned}
& \int_{0}^{1} \operatorname{sgn}(\bar{u}-k)\left\{-(f(x, \bar{u})-f(x, k)) \phi_{x}+\left(b(x, \bar{u})+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x \\
& \quad+\operatorname{sgn}\left(\gamma_{1}-k\right)\{f(1, \bar{u}(1-))-f(1, k)\} \phi(1) \\
& \quad-\operatorname{sgn}\left(\gamma_{0}-k\right)\{f(0, \bar{u}(0+))-f(0, k)\} \phi(0) \leqq 0 .
\end{aligned}
$$

We now state what we call the "approximate entropy inequality" (or AEI) for a parameterized family of $B V$ functions $\left\{v_{h}\right\}_{0<h \leqq h_{0}}$. Below the family of solutions to (1.1) are shown to satisfy the AEI, and in $\S 4$ certain numerical approximations are shown to satisfy the AEI as well.

Definition 2.1. A family of $B V$ functions $\left\{v_{h}\right\}_{0<h \leq h_{0}}$ is said to satisfy the AEI if there exists nonnegative functions

$$
R_{h}^{0}, \quad R_{h}^{1}, \quad R_{h}^{2} \in B V, \quad 0<h \leqq h_{0}
$$

with the properties that
A. There exists a constant $c$ independent of $0<h \leqq h_{0}$ and $0 \leqq \delta \leqq 1$ such that

A0. $\quad \int_{0}^{\delta} R_{h}^{0}(s) d s \leqq c\left(h+\delta^{2}\right)$,
A1. $\int_{1-\delta}^{1} R_{h}^{1}(s) d s \leqq c\left(h+\delta^{2}\right)$,
A2. $\int_{0}^{1} R_{h}^{2}(s) d s \leqq c h ;$
B. For all $k \in \mathbb{R}$, all $\phi \in C_{+}^{\infty}$ and almost every $\alpha, \beta \in(0,1)$ we have

$$
\begin{aligned}
& \int_{0}^{1} \operatorname{sgn}\left(v_{h}-k\right)\left\{-\left(f\left(x, v_{h}\right)-f(x, k)\right) \phi_{x}+\left(b\left(x, v_{h}\right)+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x \\
&+ \operatorname{sgn}\left(\gamma_{1}-k\right)\left\{f\left(\beta, v_{h}(\beta)\right)-f(1, k)\right\} \phi(1) \\
&-\operatorname{sgn}\left(\gamma_{0}-k\right)\left\{f\left(\alpha, v_{h}(\alpha)\right)-f(0, k)\right\} \phi(0) \\
& \leqq R_{h}^{1}(\beta) \phi(1)+R_{h}^{0}(\alpha) \phi(0)+\int_{0}^{1} R_{h}^{2}\left|\phi_{x}\right| d x .
\end{aligned}
$$

In § 3 we prove the following theorem.
Theorem 2.1. Let $\left\{v_{h}\right\}$ satisfy the AEI and assume that there exists a constant $C_{1}$ independent of $0<h \leqq h_{0}$ such that $\left\|v_{h}\right\|_{\infty}+\operatorname{var}\left(v_{h}\right) \leqq C_{1}$. Then, there exists a constant $C_{2}$ independent of $0<h \leqq h_{0}$ such that

$$
\left\|v_{h}-\bar{u}\right\|_{1} \leqq C_{2} \sqrt{h}
$$

where $\bar{u}=\lim _{\varepsilon \downarrow 0} u_{\varepsilon}$.

The result of Theorem 2.1 applies directly to the family of solutions to (1.1).
Corollary. The family $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ of solutions to (1.1) satisfies the AEI; consequently we have the estimate

$$
\left\|u_{\varepsilon}-\bar{u}\right\| \leqq C \sqrt{\varepsilon} .
$$

Proof. Multiply the identity

$$
0=-\varepsilon \frac{d^{2}}{d x^{2}} u_{\varepsilon}+\frac{d}{d x}\left(f\left(x, u_{\varepsilon}\right)-f(x, k)\right)+\left(b\left(x, u_{\varepsilon}\right)+\frac{\partial}{\partial x} f(x, k)\right)
$$

by $\operatorname{sgn}_{\delta}\left(u_{\varepsilon}-k\right) \phi, \phi \in C_{+}^{\infty}$, integrate over $0 \leqq x \leqq 1$, apply integration by parts, use the estimate

$$
\int_{0}^{1}\left(\frac{d}{d x} \operatorname{sgn}_{\delta}\left(u_{\varepsilon}-k\right) \frac{d}{d x} u_{\varepsilon}\right) \phi d x \geqq 0
$$

and let $\delta \downarrow 0$ to find with Lebesgue's dominated convergence theorem that

$$
\begin{aligned}
\int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}-k\right) & \left\{-\left(f\left(x, u_{\varepsilon}\right)-f(x, k)\right) \phi_{x}+\left(b\left(x, u_{\varepsilon}\right)+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x \\
& +\operatorname{sgn}\left(\gamma_{1}-k\right)\left\{f\left(1, \gamma_{1}\right)-f(1, k)-\varepsilon \frac{d}{d x} u_{\varepsilon}(1)\right\} \phi(1) \\
& -\operatorname{sgn}\left(\gamma_{0}-k\right)\left\{f\left(0, \gamma_{0}\right)-f(0, k)-\varepsilon \frac{d}{d x} u_{\varepsilon}(0)\right\} \phi(0) \\
\leqq & -\varepsilon \int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}-k\right)\left(\frac{d}{d x} u_{\varepsilon}\right) \phi_{x} d x .
\end{aligned}
$$

Integrating the differential equation (1.1) we make it evident that the boundary terms above can be written as

$$
\operatorname{sgn}\left(\gamma_{1}-k\right)\left\{\left(f\left(\beta, u_{\varepsilon}(\beta)\right)-f(1, k)\right)-\varepsilon \frac{d u_{\varepsilon}}{d x}(\beta)-\int_{\beta}^{1} b\left(x, u_{\varepsilon}\right) d x\right\} \phi(1),
$$

and

$$
\operatorname{sgn}\left(\gamma_{0}-k\right)\left\{\left(f\left(\alpha, u_{\varepsilon}(\alpha)\right)-f(0, k)\right)-\varepsilon \frac{d u_{\varepsilon}}{d x}(\alpha)+\int_{0}^{\alpha} b\left(x, u_{\varepsilon}\right) d x\right\} \phi(0)
$$

Inserting these identities into the inequality above we easily find that $u_{\varepsilon}$ satisfies the AEI with

$$
\begin{aligned}
& R_{\varepsilon}^{0}(\alpha)=\varepsilon\left|\frac{d}{d x} u_{\varepsilon}(\alpha)\right|+\int_{0}^{\alpha}\left|b\left(x, u_{\varepsilon}\right)\right| d x, \\
& R_{\varepsilon}^{1}(\beta)=\varepsilon\left|\frac{d}{d x} u_{\varepsilon}(\beta)\right|+\int_{\beta}^{1}\left|b\left(x, u_{\varepsilon}\right)\right| d x, \\
& R_{\varepsilon}^{2}(x)=\varepsilon\left|\frac{d}{d x} u_{\varepsilon}(x)\right| .
\end{aligned}
$$

Using the result of Proposition 2.1 we finally conclude that $R_{\varepsilon}^{0}, R_{\varepsilon}^{1}$ and $R_{\varepsilon}^{2}$ above satisfy properties A0, A1 and A2 of Definition 2.1 with $\varepsilon$ taking the role of $h$.
3. Proof of Theorem 2.1. Let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ denote the family of solutions to (1.1), and let $\left\{v_{h}\right\}_{h>0}$ denote a family of functions which have uniformly bounded variation and which satisfy the AEI. Moreover, let $R_{\varepsilon}^{j}$, (resp. $R_{h}^{j}$ ), with $j=0,1,2$, represent the estimating functions of the AEI of Definition 2.1 for $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$, (resp. $\left\{v_{h}\right\}_{h>0}$ ). The proof of Theorem 2.1 is essentially a test function argument with a particular family of test functions $\phi_{\delta}$ of the form

$$
\phi_{\delta}(x)=\frac{1}{\delta} \phi\left(\frac{x}{\delta}\right),
$$

where $\phi \in C_{+}^{\infty}$ is symmetric, $\int_{-\infty}^{\infty} \phi(x) d x=1$ and supp $(\phi) \subset(-1,1)$. Now consider the AEI of Definition 2.1 applied to $u_{\varepsilon}(x)$ with $k=v_{h}(y)$ and the test function $\phi$ replaced by $\phi(x)=\phi_{\delta}(x-y)$ and with $\alpha=\beta=y$ in $R_{h}^{j}, j=0,1$. Integrate the resulting inequality from $y=0$ to $y=1$. Since $v_{h}$ also satisfies the AEI, the same procedure can be done as above with the roles of $v_{h}$ and $u_{\varepsilon}$ reversed. Adding both resulting inequalities together we obtain

$$
\left.\begin{array}{rl}
\int_{0}^{1} \int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}(x)-v_{h}(y)\right)\{ & \left(b\left(x, u_{\varepsilon}(x)\right)-b\left(y, v_{h}(y)\right)\right) \\
& \left.+\left(\frac{\partial}{\partial x} f\left(x, v_{h}(y)\right)-\frac{\partial}{\partial y} f\left(y, u_{\varepsilon}(x)\right)\right)\right\} \phi_{\delta}(x-y) d x d y \\
& +\int_{0}^{1} \int_{0}^{1} \operatorname{sgn}\left(( u _ { \varepsilon } ( x ) - v _ { h } ( y ) ) \left\{\left(f\left(x, v_{h}(y)\right)-f\left(y, v_{h}(y)\right)\right)\right.\right.
\end{array}\right\} \begin{aligned}
&(3.1) \quad\left.+\left(f\left(y, u_{\varepsilon}(x)\right)-f\left(x, u_{\varepsilon}(x)\right)\right)\right\} \frac{d}{d x} \phi_{\delta}(x-y) d x d y+T_{1}(\varepsilon, h, \delta)-T_{0}(\varepsilon, h, \delta) \\
& \leqq P_{h}^{0}(\delta)+P_{h}^{1}(\delta)+P_{h}^{2}(\delta)+P_{\varepsilon}^{0}(\delta)+P_{\varepsilon}^{1}(\delta)+P_{\varepsilon}^{2}(\delta),
\end{aligned}
$$

where

$$
\begin{align*}
& T_{1}(\varepsilon, h, \delta)=\int_{0}^{1} \operatorname{sgn}\left(\gamma_{1}-v_{h}(y)\right)\left\{f\left(y, u_{\varepsilon}(y)\right)-f\left(1, v_{h}(y)\right)\right\} \phi_{\delta}(1-y) d y \\
& \quad \quad+\int_{0}^{1} \operatorname{sgn}\left(\gamma_{1}-u_{\varepsilon}(x)\right)\left\{f\left(x, v_{h}(x)\right)-f\left(1, u_{\varepsilon}(x)\right)\right\} \phi_{\delta}(1-x) d x  \tag{3.2}\\
& \begin{aligned}
T_{0}(\varepsilon, h, \delta)= & \int_{0}^{1} \operatorname{sgn}\left(\gamma_{0}-v_{h}(y)\right)\left\{f\left(y, u_{\varepsilon}(y)\right)-f\left(0, v_{h}(y)\right)\right\} \phi_{\delta}(y) d y \\
& \quad+\int_{0}^{1} \operatorname{sgn}\left(\gamma_{0}-u_{\varepsilon}(x)\right)\left\{f\left(x, v_{h}(x)\right)-f\left(0, u_{\varepsilon}(x)\right)\right\} \phi_{\delta}(x) d x
\end{aligned}
\end{align*}
$$

and

$$
\begin{align*}
& P_{h}^{0}(\delta)=\int_{0}^{1} R_{h}^{0}(x) \phi_{\delta}(x) d x,  \tag{3.4}\\
& P_{h}^{1}(\delta)=\int_{0}^{1} R_{h}^{1}(x) \phi_{\delta}(1-x) d x,  \tag{3.5}\\
& P_{h}^{2}(\delta)=\int_{0}^{1} \int_{0}^{1} R_{h}^{2}(y)\left|\frac{d}{d x} \phi_{\delta}(x-y)\right| d x d y, \tag{3.6}
\end{align*}
$$

and a similar expression for $P_{\varepsilon}^{j}(\delta)$. The proof is divided into basically the following four lemmas.

Lemma 3.1. There is a constant $c$ independent of $\varepsilon>0, h>0$, and $\delta>0$ such that we have

$$
\text { r.h.s. } \leqq c\left(\frac{\varepsilon}{\delta}+\frac{h}{\delta}+\delta\right),
$$

where r.h.s. is the right-hand side of (3.1).
Lemma 3.2. There is another constant $c$ as above such that we have

$$
T_{0}(\varepsilon, h, \delta) \leqq c\left(\frac{\varepsilon}{\delta}+\frac{h}{\delta}+\delta\right), \quad-T_{1}(\varepsilon, h, \delta) \leqq c\left(\frac{\varepsilon}{\delta}+\frac{h}{\delta}+\delta\right),
$$

where $T_{0}$ and $T_{1}$ are defined in (3.2), (3.3).
Lemma 3.3. There is a constant $c$ independent of positive $\varepsilon, h$ and $\delta$ such that

$$
\begin{aligned}
& \mid \int_{0}^{1} \int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}(x)-v_{h}(y)\right)\{(f(x, \\
& \left.\left.v_{h}(y)\right)-f\left(y, v_{h}(y)\right)\right) \\
& \\
& \left.\quad+\left(f\left(y, u_{\varepsilon}(x)\right)-f\left(x, u_{\varepsilon}(x)\right)\right)\right\} \left.\frac{d}{d x} \phi_{\delta}(x-y) d x d y \right\rvert\, \leqq c \delta .
\end{aligned}
$$

Lemma 3.4. There is a constant $c$ independent of positive $\varepsilon, h, \delta \leqq 1 / 2$ such that

$$
\begin{aligned}
& \int_{0}^{1}\left|\left(b\left(x, u_{\varepsilon}(x)\right)-\frac{\partial}{\partial x} f\left(x, u_{\varepsilon}(x)\right)\right)-\left(b\left(x, v_{h}(x)\right)-\frac{\partial}{\partial x} f\left(x, v_{h}(x)\right)\right)\right| d x \\
& \leqq 2 \int_{0}^{1} \int_{0}^{1} \operatorname{sgn}\left(u_{\varepsilon}(x)-v_{h}(y)\right) \\
& \left\{\left(b\left(x, u_{\varepsilon}(x)\right)-b\left(y, v_{h}(y)\right)\right)\right. \\
& \left.+\left(\frac{\partial}{\partial x} f\left(x, v_{h}(y)\right)-\frac{\partial}{\partial y} f\left(y, u_{\varepsilon}(x)\right)\right)\right\} \phi_{\delta}(x-y) d x d y+c \delta .
\end{aligned}
$$

Given the results above, the final result follows by first noting that, along with condition (1.2), they imply

$$
\begin{aligned}
& \mu \int_{0}^{1}\left|u_{\varepsilon}(x)-v_{h}(x)\right| d x \\
& \quad \leqq \int_{0}^{1}\left|\left(b\left(x, u_{\varepsilon}(x)\right)-\frac{\partial}{\partial x} f\left(x, u_{\varepsilon}(x)\right)\right)-\left(b\left(x, v_{h}(x)\right)-\frac{\partial}{\partial x} f\left(x, v_{h}(x)\right)\right)\right| d x \\
& \quad \leqq \hat{c}\left(\frac{\varepsilon}{\delta}+\frac{h}{\delta}+\delta\right),
\end{aligned}
$$

with $\hat{c}$ independent of positive $\varepsilon, h$ and $\delta \leqq \frac{1}{2}$. Sending $\varepsilon$ to zero, we conclude that

$$
\left\|\bar{u}-v_{h}\right\|_{1} \leqq \frac{\hat{c}}{\mu}\left(\frac{h}{\delta}+\delta\right),
$$

and choosing $\delta=\sqrt{h}$ proves the theorem.
Proof of Lemma 3.1. The terms to be estimated are given in (3.4)-(3.6). Note that

$$
P_{h}^{0}(\delta)=\int_{0}^{\delta} R_{h}^{0}(x) \phi_{\delta}(x) d x \leqq \frac{C}{\delta}\left(h+\delta^{2}\right)
$$

and

$$
P_{h}^{2}(\delta)=\int_{0}^{1} R_{h}^{2}(y)\left\{\int_{0}^{1}\left|\frac{d}{d x} \phi_{\delta}(y-x)\right| d x\right\} d y \leqq C \frac{h}{\delta},
$$

where the first inequality above follows from the definition $R_{h}^{0}(x)$ and $\phi_{\delta}(x)$, and the second follows from the definition of $R_{h}^{2}(y)$ and the fact that

$$
\int_{0}^{1}\left|\frac{d}{d x} \phi_{\delta}(y-x)\right| d x \leqq \frac{1}{\delta^{2}} \int_{-\infty}^{\infty}\left|\phi^{\prime}\left(\frac{z}{\delta}\right)\right| d z \leqq C / \delta .
$$

Similar estimates hold for the remaining terms on the right-hand side of (3.1).
Proof of Lemma 3.2. We only estimate $T_{0}$ since $-T_{1}$ can be treated similarly. Note that $T_{0}$ can be written as

$$
\begin{aligned}
T_{0}(\varepsilon, h, \delta)=\int_{0}^{1} & \left\{\operatorname{sgn}\left(\gamma_{0}-v_{h}\right)-\operatorname{sgn}\left(\gamma_{0}-u_{\varepsilon}\right)\right\} \\
& \cdot\left\{\left(f\left(x, u_{\varepsilon}\right)-f\left(x, \gamma_{0}\right)\right)+\left(f\left(x, \gamma_{0}\right)-f\left(x, v_{h}\right)\right)\right\} \phi_{\delta}(x) d x \\
& +\int_{0}^{1} \operatorname{sgn}\left(\gamma_{0}-v_{h}\right)\left\{f\left(x, v_{h}\right)-f\left(0, v_{h}\right)\right\} \phi_{\delta}(x) d x \\
& +\int_{0}^{1} \operatorname{sgn}\left(\gamma_{0}-u_{\varepsilon}\right)\left\{f\left(x, u_{\varepsilon}\right)-f\left(0, u_{\varepsilon}\right)\right\} \phi_{\delta}(x) d x .
\end{aligned}
$$

Clearly, the second two terms above can be bounded above by $C \delta$. The first term above is bounded above by

$$
\begin{align*}
& \int_{0}^{1}\left[\left|f\left(x, u_{\varepsilon}\right)-f\left(x, \gamma_{0}\right)\right|+\operatorname{sgn}\left(u_{\varepsilon}-\gamma_{0}\right)\left(f\left(x, u_{\varepsilon}\right)-f\left(x, \gamma_{0}\right)\right)\right] \phi_{\delta}(x) d x \\
& \quad+\int_{0}^{1}\left[\left|f\left(x, v_{h}\right)-f\left(x, \gamma_{0}\right)\right|+\operatorname{sgn}\left(v_{h}-\gamma_{0}\right)\left(f\left(x, v_{h}\right)-f\left(x, \gamma_{0}\right)\right)\right] \phi_{\delta}(x) d x . \tag{3.7}
\end{align*}
$$

We estimate the first integral above only since the second integral can be estimated similarly. Return now to the AEI applied to $u_{\varepsilon}$, and set $k=\gamma_{0}$ and suppose there we replace the test function $\phi(x)$ with a test function approaching

$$
H\left(x-x_{0}\right)= \begin{cases}1, & x<x_{0}, \\ 0, & x \geqq x_{0} .\end{cases}
$$

Doing so we find that for almost every $x_{0} \in(0,1)$ the AEI implies that

$$
\begin{align*}
\operatorname{sgn}\left(u_{\varepsilon}\left(x_{0}\right)-\gamma_{0}\right)\left\{f\left(x_{0}, u_{\varepsilon}\left(x_{0}\right)\right)-f\left(x_{0}, \gamma_{0}\right)\right\} & \leqq R_{\varepsilon}^{0}\left(x_{0}\right)+R_{\varepsilon}^{2}\left(x_{0}\right)+c x_{0}  \tag{3.8}\\
& \equiv e_{\varepsilon}\left(x_{0}\right) .
\end{align*}
$$

To find an estimate for the integral in question, we note the obvious implication: If $Q \leqq e$ then $|Q|+Q \leqq 2 e$. Therefore, applying (3.8) (and the analogous estimate for $v_{h}$ ) to (3.7) shows that (3.7) is bounded above by

$$
2 \int_{0}^{1}\left[e_{\varepsilon}(x)+e_{h}(x)\right] \phi_{\delta}(x) d x .
$$

Finally, applying the simple estimates of the previous lemma completes the proof of the present lemma.

The proof of Lemma 3.3 is routine and is left to the reader.
Proof of Lemma 3.4. The proof of this lemma can be given for fixed $\varepsilon>0, h>0$, using only condition (1.2) and the uniform estimate

$$
\left\|u_{\varepsilon}\right\|_{\infty}+\int_{0}^{1}\left|\frac{d}{d x} u_{\varepsilon}\right| d x \leqq C_{0}
$$

For convenience we omit the subscripts $\varepsilon$ and $h$. Condition (1.2) and a simple rearrangement gives us that

$$
\begin{aligned}
& \left\lvert\,\left(b(y, u(y))-\frac{\partial}{\partial y} f(y, u(y))\right)-\right. \left.\left(b(y, v(y))-\frac{\partial}{\partial y} f(y, v(y))\right) \right\rvert\, \\
& \leqq \operatorname{sgn}(u(x)-v(y))\{ \\
&(b(x, u(x))-b(y, v(y))) \\
&\left.+\left(\frac{\partial}{\partial x} f(x, v(y))-\frac{\partial}{\partial y} f(y, u(x))\right)\right\} \\
&+L_{1}|x-y|+L_{2}|u(x)-u(y)|,
\end{aligned}
$$

where

$$
\begin{aligned}
& L_{1}=\max \left\{\left|\frac{\partial}{\partial x} b(x, u)\right|+\left|\frac{\partial^{2}}{\partial x^{2}} f(x, u)\right|, u \in I, x \in[0,1]\right\}, \\
& L_{2}=\max \left\{\left|\frac{\partial}{\partial u} b(x, u)\right|+\left|\frac{\partial^{2}}{\partial x \partial u} f(x, u)\right|, u \in I, x \in[0,1]\right\} .
\end{aligned}
$$

Furthermore, it is obvious that for all $0 \leqq y \leqq 1$ and all $\frac{1}{2} \geqq \delta>0$

$$
\int_{0}^{1} \phi_{\delta}(x-y) d x \geqq \frac{1}{2} .
$$

Therefore

$$
\begin{aligned}
& \int_{0}^{1}\left|\left(b(y, u(y))-\frac{\partial}{\partial y} f(y, u(y))\right)-\left(b(y, v(y))-\frac{\partial}{\partial y} f(y, v(y))\right)\right| d y \\
& \quad \leqq \\
& \quad 2 L_{1} \int_{0}^{1} \int_{0}^{1}|x-y| \phi_{\delta}(x-y) d x d y+2 L_{2} \int_{0}^{1} \int_{0}^{1}|u(x)-u(y)| \phi_{\delta}(x-y) d x d y \\
& \quad+2 \int_{0}^{1} \int_{0}^{1} \operatorname{sgn}(u(x)-v(y)) \\
& \quad \cdot\left\{(b(x, u(x))-b(y, v(y)))+\left(\frac{\partial}{\partial x} f(x, v(y))-\frac{\partial}{\partial y} f(y, u(x))\right)\right\} \phi_{\delta}(x-y) d x d y .
\end{aligned}
$$

To complete the proof we need only estimate the second term on the right-hand side above since the other terms have been dealt with already. To see that

$$
\int_{0}^{1} \int_{0}^{1}|u(x)-u(y)| \phi_{\delta}(x-y) d x d y \leqq C \delta,
$$

extend the smooth function $u(x)$ to the whole real line by $u(x)=u(0)$ for $x<0$ and $u(x)=u(1)$ for $x>1$. Then for each $0 \leqq y \leqq 1$ we have

$$
\begin{aligned}
\int_{0}^{1}|u(x)-u(y)| \phi_{\delta}(x-y) d x & \leqq \int_{y-\delta}^{y+\delta} \int_{y-\delta}^{y+\delta}\left|u^{\prime}(s)\right| \phi_{\delta}(x-y) d x d s \\
& =\int_{-\delta}^{\delta}\left|u^{\prime}(y+s)\right| d s .
\end{aligned}
$$

Integrating this inequality with respect to $y$ and interchanging the order of integration makes the desired result obvious.
4. Application to difference schemes. In this section we give another application of the AEI. We show that certain finite difference schemes yield approximations that satisfy the AEI; hence, according to Theorem 2.1 , they satisfy the $\sqrt{h} L^{1}$ rate of convergence. We begin with a few preliminaries.

Partition the interval $[0,1]$ into subintervals $I_{j}=\left[x_{j}, x_{j+1}\right], 0 \leqq j \leqq J-1$, with $x_{0}=0$ and $x_{J}=1$, and define $\Delta x_{j}=\left(x_{j+1}-x_{j}\right)$. Define the approximate solution $v_{h}$ by

$$
v_{h}(x)=\sum_{j=0}^{J-1} u_{j} \chi_{I_{j}}(x),
$$

where $\chi_{I_{j}}$ is the characteristic function of the interval $I_{j}$. We shall consider a class of finite difference schemes of the form

$$
\begin{align*}
& \Delta^{+} F\left(x_{j}, u_{j}, u_{j-1}\right)+\Delta x_{j} B\left(x_{j}, x_{j+1}, u_{j}\right)=0, \quad 0 \leqq j \leqq J-1,  \tag{4.1}\\
& u_{-1}=\gamma_{0}, \quad u_{J}=\gamma_{1},
\end{align*}
$$

where the forward difference operator $\Delta^{+}$is defined by $\Delta^{+} \alpha_{j}=\alpha_{j+1}-\alpha_{j}$ and $B\left(x_{j}, x_{j+1}, u_{j}\right)$ is given by

$$
\begin{equation*}
B\left(x_{j}, x_{j+1}, u\right)=b\left(x_{j}, u\right)+\frac{\partial}{\partial x} f\left(x_{j}, u\right)-\frac{1}{\Delta x_{j}}\left(f\left(x_{j+1}, u\right)-f\left(x_{j}, u\right)\right) . \tag{4.2}
\end{equation*}
$$

The numerical flux function $F(\cdot, \cdot, \cdot)$ of (4.1) is assumed throughout to satisfy the following properties:

F1. $\quad F(x, u, u)=f(x, u)$.
F2a. $\quad u \rightarrow F(x, u, v)$ is nonincreasing for all $x \in[0,1], \quad v, u \in \mathbb{R}$.
F2b. $\quad v \rightarrow F(x, u, v)$ is nondecreasing for all $x \in[0,1], \quad u, v \in \mathbb{R}$.
F3. $\quad F(x, u, v)$ is Lipschitz continuous in $x, u, v{ }^{2}$
We now give three examples of numerical flux functions that satisfy the properties above.

1) Lax-Friedrichs [7]:

$$
F(x, u, v)=\frac{1}{2}\{f(x, u)+f(x, v)-\lambda(u-v)\},
$$

where $\lambda \geqq\|(\partial / \partial u) f(x, u)\|_{\infty}$.
2) Godunov [10]:

$$
F(x, u, v)= \begin{cases}\max _{u \leqq s \leqq v} f(x, s) & \text { if } u \leqq v, \\ \min _{v \leqq s \leqq u} f(x, s) & \text { if } v \leqq u .\end{cases}
$$

3) Engquist-Osher [1], [11].

$$
F(x, u, v)=\int_{0}^{u} \min \left(\frac{\partial}{\partial s} f(x, s), 0\right) d s+\int_{0}^{v} \max \left(\frac{\partial}{\partial s} f(x, s), 0\right) d s+f(x, 0) .
$$

The following theorem is a straightforward extension of known results [1], [8].

[^30]Theorem 4.1. Under properties $\mathrm{F} 1, \mathrm{~F} 2$, and F 3 , and condition (1.2) of § 1, the difference scheme (4.1) has a unique solution for every grid. Moreover, there exists a constant $c$ independent of the grid such that

$$
\left\|v_{h}\right\|_{\infty}+\operatorname{var}\left(v_{h}\right) \leqq c .
$$

By using the results of Theorem 4.1 we next prove the following.
Theorem 4.2. Under the conditions of the previous theorem, the family of approximations $\left\{v_{h}\right\}$ satisfy the AEI; consequently by Theorem 2.1 they satisfy the rate of convergence

$$
\left\|v_{h}-\bar{u}\right\|_{1} \leqq c \sqrt{h},
$$

where $h=\max \Delta x_{j}, \bar{u}=\lim _{\varepsilon \downarrow 0} u_{\varepsilon}$ and for some constant $c$ which does not depend on $h$.
Proof of Theorem 4.2. For arbitrary $k \in \mathbb{R}, \phi \in C_{+}^{\infty}$ and $0 \leqq \alpha, \beta \leqq 1$, we estimate the quantity

$$
\begin{align*}
& \int_{0}^{1} \operatorname{sgn}\left(v_{h}-k\right)\left\{-\left(f\left(x, v_{h}\right)-f(x, k)\right) \phi_{x}+\left(b\left(x, v_{h}\right)+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x \\
&+ \operatorname{sgn}\left(\gamma_{1}-k\right)\left\{f\left(\beta, v_{h}(\beta)\right)-f(1, k)\right\} \phi(1)  \tag{4.3}\\
&- \operatorname{sgn}\left(\gamma_{0}-k\right)\left\{f\left(\alpha, v_{h}(\alpha)\right)-f(0, k)\right\} \phi(0)
\end{align*}
$$

where $v_{h}$ is the piecewise constant interpolation of grid values generated by (4.1). Using the explicit form of $v_{h}$ and integration by parts we find that the integral term in (4.3) is given by

$$
\begin{align*}
& \sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left\{-\left(f\left(x_{j+1}, u_{j}\right)-f\left(x_{j+1}, k\right)\right) \phi\left(x_{j+1}\right)+\left(f\left(x_{j}, u_{j}\right)-f\left(x_{j}, k\right)\right) \phi\left(x_{j}\right)\right. \\
&\left.+\int_{x_{j}}^{x_{j+1}}\left(\frac{\partial}{\partial x} f\left(x, u_{j}\right)+b\left(x, u_{j}\right)\right) \phi(x) d x\right\} . \tag{4.4}
\end{align*}
$$

Rearranging terms and then adding and subtracting $F\left(x_{j+1}, u_{j+1}, u_{j}\right)$ and $F\left(x_{j}, u_{j}, u_{j-1}\right)$ into this result we get that (4.4) equals

$$
\begin{align*}
\sum_{j=1}^{J} \operatorname{sgn}\left(u_{j-1}\right. & -k)\left[-\left(F\left(x_{j}, u_{j}, u_{j-1}\right)-f\left(x_{j}, k\right)\right)\right] \phi\left(x_{j}\right) \\
& +\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left[\left(F\left(x_{j}, u_{j}, u_{j-1}\right)-f\left(x_{j}, k\right)\right)\right] \phi\left(x_{j}\right) \\
& +\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left[\left(F\left(x_{j+1}, u_{j+1}, u_{j}\right)-f\left(x_{j+1}, u_{j}\right)\right)\right] \phi\left(x_{j+1}\right)  \tag{4.5}\\
& +\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left[-\left(F\left(x_{j}, u_{j}, u_{j-1}\right)-f\left(x_{j}, u_{j}\right)\right)\right] \phi\left(x_{j}\right) \\
& +\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right) \int_{x_{j}}^{x_{j+1}}\left(\frac{\partial}{\partial x} f\left(x, u_{j}\right)+b\left(x, u_{j}\right)\right) \phi(x) d x \\
= & \mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+\mathrm{V} .
\end{align*}
$$

Before proceeding we give two simple lemmas.
Lemma 4.1. For any three numbers $a, b, k \in \mathbb{R}$ and $x \in[0,1]$ we have

$$
\{\operatorname{sgn}(b-k)-\operatorname{sgn}(a-k)\}\{F(x, b, a)-f(x, k)\} \leqq 0 .
$$

Proof. The quantity above can be written as

$$
\{\cdots\}\{F(x, b, a)-F(x, b, k)\}+\{\cdots\}\{F(x, b, k)-F(x, k, k)\},
$$

where $\{\cdots\}=\{\operatorname{sgn}(b-k)-\operatorname{sgn}(a-k)\}$ and where we have used property F1 to write $f(x, k)=F(x, k, k)$. We can now bound this above by

$$
\begin{aligned}
& |F(x, b, a)-F(x, b, k)|-\operatorname{sgn}(a-k)\{F(x, b, a)-F(x, b, k)\} \\
& \quad+\operatorname{sgn}(b-k)\{F(x, b, k)-F(x, k, k)\}+|F(x, b, k)-F(x, k, k)| .
\end{aligned}
$$

Finally, using properties F2a and F2b shows us that this quantity is equal to zero.
Lemma 4.2. If $H(x) \in C^{1}, \phi(x) \in C^{1}$, then

$$
\begin{aligned}
& \left|\int_{x_{j}}^{x_{j+1}} H(x) \phi(x) d x-\Delta x_{j} H\left(x_{j}\right) \phi\left(x_{j}\right)\right| \\
& \quad \leqq \Delta x_{j}\left[\left\|\frac{d}{d x} H\right\|_{\infty} \int_{x_{j}}^{x_{j+1}}|\phi(s)| d s+\|H\|_{\infty} \int_{x_{j}}^{x_{j+1}}\left|\frac{d}{d s} \phi(s)\right| d s\right] .
\end{aligned}
$$

Proof. The left-hand side of the inequality above can be written as

$$
\left|\int_{x_{j}}^{x_{j+1}}\left[\left(H(x)-H\left(x_{j}\right)\right) \phi(x)+H\left(x_{j}\right)\left(\phi(x)-\phi\left(x_{j}\right)\right)\right] d x\right|,
$$

which is bounded above by

$$
\Delta x_{j}\left\|\frac{d}{d x} H\right\|_{\infty} \int_{x_{j}}^{x_{j+1}}|\phi(x)| d x+\|H\|_{\infty}\left|\int_{x_{j}}^{x_{j+1}} \int_{x_{j}}^{x} \frac{d}{d s} \phi(s) d s d x\right| .
$$

The final estimate is now obvious.
Continuing the proof of the theorem, it is clear with the result of Lemma 4.1 that the sums of terms I and II of (4.5) is bounded above by

$$
\begin{aligned}
& \mathrm{I}+\mathrm{II} \leqq-\operatorname{sgn}\left(u_{J-1}-k\right)\left\{F\left(1, \gamma_{1}, u_{J-1}\right)-f(1, k)\right\} \phi(1) \\
&+\operatorname{sgn}\left(u_{0}-k\right)\left\{F\left(0, u_{0}, \gamma_{0}\right)-f(0, k)\right\} \phi(0) .
\end{aligned}
$$

Moreover, the sum of III and IV can be rewritten as

$$
\begin{array}{r}
\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left\{F\left(x_{j+1}, u_{j+1}, u_{j}\right)-f\left(x_{j+1}, u_{j}\right)\right\}\left(\phi\left(x_{j+1}\right)-\phi\left(x_{j}\right)\right) \\
+\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right)\left\{\left(F\left(x_{j+1}, u_{j+1}, u_{j}\right)-F\left(x_{j}, u_{j}, u_{j-1}\right)\right)\right. \\
\left.-\left(f\left(x_{j+1}, u_{j}\right)-f\left(x_{j}, u_{j}\right)\right)\right\} \phi\left(x_{j}\right),
\end{array}
$$

and using Lemma 4.2 we see that term V of (4.5) can be bounded above by

$$
\begin{aligned}
\sum_{j=0}^{J-1} \operatorname{sgn}\left(u_{j}-k\right) & \left\{\left(\frac{\partial}{\partial x} f\left(x_{j}, u_{j}\right)+b\left(x_{j}, u_{j}\right)\right) \Delta x_{j}\right\} \\
+ & h\left(\left\|\frac{d}{d x} H\left(x, v_{h}\right)\right\|_{\infty}+\left\|H\left(x, v_{h}\right)\right\|_{\infty}\right) \int_{0}^{1}\left(|\phi(x)|+\left|\frac{d}{d x} \phi(x)\right|\right) d x
\end{aligned}
$$

where $H(x, u)=(\partial / \partial x) f(x, u)+b(x, u)$ and $h=\max \Delta x_{j}$. Combining these estimates and using the difference scheme (4.1) we conclude that

$$
\begin{align*}
& \int_{0}^{1} \operatorname{sgn}\left(v_{h}-k\right)\left\{-\left(f\left(x, v_{h}\right)-f(x, k)\right) \phi_{x}+\left(b\left(x, v_{h}\right)+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x \\
& \leqq-\operatorname{sgn}\left(u_{J-1}-k\right)\left\{F\left(1, \gamma_{1}, u_{J-1}\right)-f(1, k)\right\} \phi(1)  \tag{4.6}\\
& \quad+\operatorname{sgn}\left(u_{0}-k\right)\left\{F\left(0, u_{0}, \gamma_{0}\right)-f(0, k)\right\} \phi(0) \\
& \quad+\sum_{j=0}^{J-1} L\left|u_{j+1}-u_{j}\right| \int_{x_{j}}^{x_{j+1}}\left|\phi_{x}\right| d x+h \text { const. }\left\{\int_{0}^{1}\left(|\phi|+\left|\phi_{x}\right|\right) d x\right\},
\end{align*}
$$

where $L$ is the Lipschitz constant, given by

$$
L=\sup \left\{\frac{|F(x, u, v)-F(x, v, v)|}{|u-v|}, u, v \in I, x \in[0,1]\right\} .
$$

Next we include the boundary terms of the AEI into the inequality above. Using the fact that Lemma 4.1 implies that

$$
-\operatorname{sgn}\left(u_{J-1}-k\right)\left\{F\left(1, \gamma_{1}, u_{J-1}\right)-f(1, k)\right\} \leqq-\operatorname{sgn}\left(\gamma_{1}-k\right)\left\{F\left(1, \gamma_{1}, u_{J-1}\right)-f(1, k)\right\}
$$

and

$$
\operatorname{sgn}\left(u_{0}-k\right)\left\{F\left(0, u_{0}, \gamma_{0}\right)-f(0, k)\right\} \leqq \operatorname{sgn}\left(\gamma_{0}-k\right)\left\{F\left(0, u_{0}, \gamma_{0}\right)-f(0, k)\right\}
$$

we find that for $\alpha, \beta \in(0,1)$

$$
\begin{align*}
& \int_{0}^{1} \operatorname{sgn}\left(v_{h}-k\right)\left\{-\left(f\left(x, v_{h}\right)-f(x, k)\right) \phi_{x}+\left(b\left(x, v_{h}\right)+\frac{\partial}{\partial x} f(x, k)\right) \phi\right\} d x  \tag{4.7}\\
& \quad+\operatorname{sgn}\left(\gamma_{1}-k\right)\left\{f\left(\beta, v_{h}(\beta)\right)-f(1, k)\right\} \phi(1) \\
& \quad-\operatorname{sgn}\left(\gamma_{0}-k\right)\left\{f\left(\alpha, v_{h}(\alpha)\right)-f(0, k)\right\} \phi(0)
\end{align*}
$$

is bounded above by

$$
\begin{align*}
\operatorname{sgn}\left(\gamma_{1}-k\right)\{ & \left.f\left(\beta, v_{h}(\beta)\right)-F\left(1, \gamma_{1}, u_{J-1}\right)\right\} \phi(1) \\
& -\operatorname{sgn}\left(\gamma_{0}-k\right)\left\{f\left(\alpha, v_{h}(\alpha)\right)-F\left(0, u_{0}, \gamma_{0}\right)\right\} \phi(0) \\
& +L \sum_{j=0}^{J-1}\left|u_{j+1}-u_{j}\right| \int_{x_{j}}^{x_{j+1}}\left|\phi_{x}\right| d x+h \text { const. }\left\{\int_{0}^{1}\left(|\phi|+\left|\phi_{x}\right|\right) d x\right\} . \tag{4.8}
\end{align*}
$$

We estimate the first boundary term above only since the second can be estimated in a similar way. Sum (4.1) from $j=j_{1}$ to $J-1$ where $j_{1}$ is chosen so that $x_{j_{1}} \leqq \beta<x_{j_{1}+1}$. Doing so, we substitute the result into the first term of (4.8) and find that

$$
\begin{aligned}
\operatorname{sgn}\left(\gamma_{1}-k\right)\{ & \left.f\left(\beta, v_{h}(\beta)\right)-F\left(1, \gamma_{1}, u_{J-1}\right)\right\} \\
& \leqq L\left|u_{j_{1}}-u_{j_{1}-1}\right|+\left\|\frac{\partial}{\partial x} f(x, u)\right\|_{\infty}\left|\beta-x_{j_{1} \mid}\right|+\sum_{j=j_{1}}^{j-1}\left|B\left(x_{j}, x_{j+1}, u_{j}\right)\right| \Delta x_{j} \\
& \leqq L\left|u_{j_{1}}-u_{j_{1}-1}\right|+\text { const. }(h+1-\beta) .
\end{aligned}
$$

Now define

$$
H_{h}(x)=\sum_{j=0}^{J-1} \frac{\left|u_{j+1}-u_{j}\right|}{\Delta x_{j}} \chi_{I_{j}}(x),
$$

and note that

$$
\int_{0}^{1} H_{h}(x) d x=\sum_{j=0}^{J-1}\left|u_{j+1}-u_{j}\right| \leqq \operatorname{var}\left(v_{h}\right) .
$$

Inserting this and the estimate above into (4.8) we have that (4.7) is bounded above by

$$
\text { const. }\left\{\left(h H_{h}(\beta)+1-\beta+h\right) \phi(1)+\left(h H_{h}(\alpha)+\alpha+h\right) \phi(0)+h \int_{0}^{1}\left(H_{h}(x)+1\right)\left|\phi_{x}\right| d x\right\} .
$$

Note that above we have used the fact that

$$
\int_{0}^{1}|\phi(x)| d x \leqq \int_{0}^{1}\left|\phi_{x}(x)\right| d x+\phi(0) .
$$

Reading off the terms $R_{h}^{0}(\alpha), R_{h}^{1}(\beta)$ and $R_{h}^{2}(x)$ from above one easily establishes that they satisfy properties A0, A1 and A2 of Definition 2.1. Therefore the families of approximate solutions generated by finite difference schemes of the form (4.1) satisfy the AEI of Definition 2.1. This completes the proof of Theorem 4.2.
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# NONMONOTONE INTERIOR LAYER THEORY FOR SOME SINGULARLY PERTURBED QUASILINEAR BOUNDARY VALUE PROBLEMS WITH TURNING POINTS* 
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#### Abstract

The quasilinear singular perturbation problem $\varepsilon y^{\prime \prime}=f(x, y) y^{\prime}+g(x, y), y(-1, \varepsilon)=A, y(1, \varepsilon)=$ $B$ is studied under the principal assumption that $f(0, y)=0$ for all $y$, i.e., that $x=0$ is a turning point for the function $f$. Under explicit conditions on $f, g, A$ and $B$, solutions are shown to exhibit one of two types of nonmonotone interior layer behavior: (i) spike layer behavior or (ii) nonmonotone transition layer behavior. The results are obtained using a method based on the theory of differential inequalities. Applications and examples are discussed in detail.
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1. Introduction. In this paper we study the asymptotic behavior (as $\varepsilon \rightarrow 0$ ) of solutions of the singularly perturbed quasilinear boundary value problem

$$
\begin{align*}
& \varepsilon y^{\prime \prime}=f(x, y) y^{\prime}+g(x, y), \quad-1<x<1, \\
& y(-1, \varepsilon)=A, \quad y(1, \varepsilon)=B \tag{1}
\end{align*}
$$

where $\varepsilon$ is a small parameter, $f$ and $g$ are smooth functions, $f(0, y)=0$ for all $y$ (i.e., $x=0$ is a turning point), and $A$ and $B$ are prescribed. In particular, we are interested in establishing the existence, for $\varepsilon$ sufficiently small, of a solution of problem ( $\mathrm{P}_{1}$ ) which exhibits spike layer behavior and a solution which exhibits nonmonotone transition layer behavior at $x=0$. We say that a solution $y=y(x, \varepsilon)$ of problem ( $\mathrm{P}_{1}$ ) exhibits spike layer behavior at $x=0$ if

$$
\lim _{\varepsilon \rightarrow 0} y(x, \varepsilon)= \begin{cases}u_{L}(x) & \text { for }-1<x<0,0<x<1 \\ s & \text { for } x=0\end{cases}
$$

where $u_{L}=u_{L}(x)$ is a certain solution of the reduced problem

$$
\begin{aligned}
& 0=f(x, u) u^{\prime}+g(x, u), \quad-1<x<1 \\
& u(-1)=A \quad(\text { or } u(1)=B)
\end{aligned}
$$

and $s \neq u_{L}(0)$. Similarly, we say that $y(x, \varepsilon)$ exhibits nonmonotone transition layer behavior if

$$
\lim _{\varepsilon \rightarrow 0} y(x, \varepsilon)= \begin{cases}u_{L}(x) & \text { for }-1<x<0 \\ s & \text { for } x=0 \\ u_{R}(x) & \text { for } 0<x<1\end{cases}
$$

where $u_{L}$ and $u_{R}$ are certain solutions of the reduced problems

$$
\begin{array}{ll}
0=f(x, u) u^{\prime}+g(x, u), & u(-1)=A, \\
0=f(x, u) u^{\prime}+g(x, u), & u(1)=B,
\end{array}
$$

respectively, and $s$ is such that $s>\max \left\{u_{L}(0), u_{R}(0)\right\}$ or $s<\min \left\{u_{L}(0), u_{R}(0)\right\}$.

[^31]An example of a function exhibiting spike layer behavior is $y_{1}(x, \varepsilon)=\operatorname{sech}^{2}(x / \varepsilon)$. We note that $y_{1}(x, \varepsilon) \rightarrow 0$ for $x \neq 0$ and $y_{1}(0, \varepsilon)=1$. The function $y_{1}$ is sketched in Fig. 1 .

Interior nonmonotone transition layer behavior is exemplified by the function $y_{2}(x, \varepsilon)=\frac{1}{2} \tanh (x / \varepsilon)+\operatorname{sech}^{2}(x / \varepsilon)$. We note that $y_{2}(x, \varepsilon) \rightarrow-\frac{1}{2}$ for $x<0, y_{2}(x, \varepsilon) \rightarrow \frac{1}{2}$ for $x>0$, and $y_{2}(0, \varepsilon)=1$. The function $y_{2}$ is sketched in Fig. 2.

The existence of a solution of problem ( $\mathrm{P}_{1}$ ) exhibiting interior layer behavior depends upon the behavior of the function $f$ near the turning point $x=0$. In other words, interior layer behavior is possible only if the function $f$ changes its algebraic sign in passing through zero. Howes [8] showed that this is true for shock layer behavior, and we shall show that this is true for spike and nonmonotone transition layer behavior. If $f$ does not change sign across zero, then Howes has shown that problem ( $\mathrm{P}_{1}$ ) admits only solutions which exhibit boundary layer behavior at one or both of the endpoints.

Physically, problem ( $\mathrm{P}_{1}$ ) may be interpreted as a model for a one-dimensional, steady-state, reaction-diffusion-convection system. In this connection, $\varepsilon$ is a measure of the diffusivity of the medium, the function $f$ is a measure of convection, and the


Fig. 1. Graph of $y_{1}(x)=\operatorname{sech}^{2}(x / \varepsilon)$.


FIG. 2. Graph of $y_{2}(x)=\frac{1}{2} \tanh (x / \varepsilon)+\operatorname{sech}^{2}(x / \varepsilon)$.
function $g$ is a measure of the effect of reaction and of sources in the medium. Under this interpretation, spike layer solutions of problem $\left(\mathrm{P}_{1}\right)$ are reasonable. Since the convection term is zero at $x=0$, the dominant mechanism of transport of substance or heat away from $x=0$ is diffusion, which is a slow process since the diffusivity of the medium is small. Hence, if there is a source or a reaction at $x=0$, a buildup of substance or of heat is likely.

Problem ( $\mathrm{P}_{1}$ ) may also be interpreted as a model for a nonlinear mass-spring system, or, more generally, simply as a formulation of Newton's Second Law of Motion. In this connection, $x$ is time, $\varepsilon$ is the mass of the object, $f$ is a measure of the damping effect of the medium and $g$ is a nonlinear restoring force.

Nonmonotone transition layer behavior has been observed in some problems arising in gas dynamics. Indeed, Zel'dovich and Raizer [16] have observed such behavior in their studies of entropy changes across shock fronts in gases. Majda [12] has also found such behavior in solutions of a quasilinear equation modeling dynamic combustion in gases.

A number of authors have studied problem ( $\mathrm{P}_{1}$ ) under various assumptions. O'Malley [14] and Ackerberg and O'Malley [1] have provided a theory for the boundary and shock layer behavior of solutions of problem $\left(\mathrm{P}_{1}\right)$ for the case in which $f$ is independent of $y$ and $g$ is a linear function of $y$. Dorr [6] has extended the results of the linear theory to quasilinear equations of the form

$$
\varepsilon y^{\prime \prime}=x^{n} F(x, y) y^{\prime}, \quad-1<x<1,
$$

where $n \geqq 1$. Most recently, Howes [8], [9] has provided a theory for the boundary and shock layer behavior of solutions of the full quasilinear problem ( $\mathrm{P}_{1}$ ).

The only published studies of the spike and nonmonotone transition layer behavior of solutions of problem ( $\mathrm{P}_{1}$ ) concern the case $f(x, y) \equiv 0$ for all $x$ in $[-1,1]$ and for all $y$. In particular, O'Malley [15] has studied the autonomous problem

$$
\varepsilon y^{\prime \prime}=g(y), \quad y(-1, \varepsilon)=A, \quad y(1, \varepsilon)=B,
$$

using a phase-plane argument. In his work, O'Malley made the astonishing discovery that this problem has solutions that exhibit spike layer behavior at each rational point in $(-1,1)$. DeSanti [5] has generalized the results of O'Malley to the nonautonomous case, i.e., $g=g(x, y)$, and has given a method for determining the location of the spike layer as well as the height of the spike. We make extensive use of these results in this paper.

To study the asymptotic behavior of solutions of problem ( $\mathrm{P}_{1}$ ), we use a method based on the theory of differential inequalities. This theory is due originally to Nagumo [13] and Brish [3], but most recently has been described by Jackson [11] and Bernfeld and Lakshmikantham [2]. We describe the method in the next section.
2. Mathematical preliminaries. Throughout the paper we use standard asymptotic terminology. We say that the function $h(x, \varepsilon)$ is $O\left(\varepsilon^{n}\right)$ if $\lim _{\varepsilon \rightarrow 0} h(x, \varepsilon) / \varepsilon^{n}$ exists. In other words, $h(x, \varepsilon)$ is $O\left(\varepsilon^{n}\right)$ if $h$ behaves like $\varepsilon^{n}$ as $\varepsilon \rightarrow 0$. We say that the function $h(x, \varepsilon)$ is transcendentally small if $h(x, \varepsilon)$ is $O\left(\varepsilon^{n}\right)$ for every $n$. Thus a transcendentally small term (abbreviated T.S.T.) behaves like $\exp \left(-k / \varepsilon^{\nu}\right)$ for some $k, \nu>0$ as $\varepsilon \rightarrow 0$. Finally, we say that a function $h(x, \varepsilon)$ approaches zero exponentially as $\varepsilon \rightarrow 0$ if $|h(x, \varepsilon)|<M \exp (-\eta(x, \varepsilon))$ where $M$ is a positive constant and $\lim _{\varepsilon \rightarrow 0} \eta(x, \varepsilon)=+\infty$. In a region in which $\eta$ is bounded away from zero, a term that decays exponentially to zero as $\varepsilon \rightarrow 0$ is also a transcendentally small term.

The basic mathematical tool we use in our study of problem $\left(\mathrm{P}_{1}\right)$ is a theorem due to Nagumo [13] concerning the boundary value problem

$$
\begin{align*}
& y^{\prime \prime}=f(x, y) y^{\prime}+g(x, y), \quad a<x<b, \\
& y(a)=A, \quad y(b)=B, \tag{2}
\end{align*}
$$

and generalizations of this problem.
Theorem 2.1 (Nagumo [13]). Let $f$ and $g$ be of class $C^{(1)}$ on $(-1,1) \times R$. Suppose that there exist functions $\alpha=\alpha(x)$ and $\beta=\beta(x)$ of class $C^{(2)}$ on $(a, b)$ such that

$$
\begin{array}{lr}
\alpha^{\prime \prime} \geqq f(x, \alpha) \alpha^{\prime}+g(x, \alpha), \quad a<x<b, \\
\alpha(a) \leqq A, \quad \alpha(b) \leqq B, & \\
\beta^{\prime \prime} \leqq f(x, \beta) \beta^{\prime}+g(x, \beta), \quad a<x<b, \\
\beta(a) \leqq A, \quad \beta(b) \geqq B, & \\
\alpha(x) \leqq \beta(x), \quad a \leqq x \leqq b . &
\end{array}
$$

Then there exists a solution $y=y(x)$ of $\left(\mathrm{P}_{2}\right)$ such that $\alpha(x) \leqq y(x) \leqq \beta(x)$ for $a \leqq x \leqq b$.
Theorem 2.1 is valid if $\alpha$ and $\beta$ are not differentiable at a finite number of points in ( $a, b$ ), provided that $\alpha$ and $\beta$ behave appropriately near these points. The behavior required at a point $x_{0}$ of nondifferentiability is that the inequalities $D_{l} \alpha\left(x_{0}\right) \leqq D_{r} \alpha\left(x_{0}\right)$ and $D_{l} \beta\left(x_{0}\right) \geqq D_{r} \beta\left(x_{0}\right)$ are satisfied, where $D_{l}$ and $D_{r}$ denote differentiation on the left and right, respectively. It is this stronger version of Nagumo's Theorem, proved in Jackson [11] and in Bernfeld and Lakshmikantham [2], that we use in the following sections.
3. Spike layer theory. In this section we use the method of differential inequalities described in the previous section to deduce the existence of a spike layer solution of the problem

$$
\begin{align*}
& \varepsilon y^{\prime \prime}=f(x, y) y^{\prime}+g(x, y),  \tag{1}\\
& y(-1, \varepsilon)=A, \quad y(1, \varepsilon)=B
\end{align*}
$$

when $f$ has a certain type of turning point at $x=0$. Our method allows the asymptotic determination of the spike height as well as the construction of $O(\varepsilon)$-approximate solutions that serve as upper and lower bounds on the exact solutions of problem ( $\mathrm{P}_{1}$ ). The principal result is the following.

Theorem 3.1. Assume
(a) the functions $f$ and $g$ are of class $C^{(1)}$ on $[-1,1] \times R$, and $f(0, y) \equiv 0$ for all $y$;
(b) there exists a function $u_{L}=u_{L}(x)$ of class $C^{(2)}$ on $[-1,1]$ satisfying the reduced problem

$$
\begin{aligned}
& 0=f(x, u) u^{\prime}+g(x, u), \\
& u(-1)=A, \quad u(-1)>B ;
\end{aligned}
$$

(c) $f_{y}\left(x, u_{L}(x)\right) u_{L}^{\prime}(x)+g_{y}\left(x, u_{L}(x)\right)>K_{1}>0$ for some $K_{1}>0$ and for all $x$ in $(-1,1)$;
(d) $g\left(0, u_{L}(0)\right)=0$;
(e) there exists a number $s \neq u_{L}(0)$ such that $\left[s-u_{L}(0)\right] g(0, s)<0, J_{L}(s)=0$ and $\left[s-u_{L}(0)\right] J_{L}(z)>0$ for $u_{L}(0)<z<s$ or $s<z<u_{L}(0)$, where $J_{L}(z)=\int_{u_{L}(0)}^{z} g(0, u) d u$;
(f) $f_{y}(1, y) u_{L}^{\prime}(1)+g_{y}(1, y)>K_{2}$ for some $K_{2}>0$ and for $B \leqq y \leqq u_{L}(1)$;
(g) $f_{x}(0, y)<0$ for $u_{L}(0) \leqq y \leqq s$ or $s \leqq y \leqq u_{L}(0)$;
(h) $f(1, y)<0$ for $B \leqq y \leqq u_{L}(1)$.

Then, there exists a solution $y=y(x, \varepsilon)$ of problem $\left(P_{1}\right)$ for $\varepsilon$ sufficiently small, say $0<\varepsilon \leqq \varepsilon_{1}$, that exhibits spike layer behavior at $x=0$. More precisely, $y(x, \varepsilon) \rightarrow u_{L}(x)$ for $x$ in $(-1,1)-\{0\}$ as $\varepsilon \rightarrow 0$ and $y(0, \varepsilon) \rightarrow s$ as $\varepsilon \rightarrow 0$.

Proof. We consider only the case $u_{L}(0)<s$. The proof for the case $u_{L}(0)>s$ is similar.

To prove the theorem, we construct lower and upper solutions $\alpha$ and $\beta$, respectively, as in Theorem 2.1. These functions are taken to be straightforward modifications of the solution $u_{L}$ of the reduced problem.

We define $\alpha$ and $\beta$ as follows:

$$
\begin{aligned}
& \alpha(x, \varepsilon)=u_{L}(x)+v_{1}(x, \varepsilon)+v_{b}(x, \varepsilon)-\gamma \varepsilon \\
& \beta(x, \varepsilon)=u_{L}(x)+v_{2}(x, \varepsilon)+\gamma \varepsilon
\end{aligned}
$$

where $\gamma$ is such that $\gamma \min \left\{K_{1}, K_{2}\right\}>\max _{-1 \leqq x \leqq 1}\left|u_{L}^{\prime \prime}(x)\right|$, and where $v_{1}, v_{2}$ and $v_{b}$ satisfy, respectively,
$\left(\mathrm{C}_{1}\right)\left\{\begin{array}{l}\varepsilon v_{1}^{\prime \prime}>g\left(0, u_{L}(0)+v_{1}\right) \text { in }(-1,1), \\ v_{1}(0, \varepsilon)=s-u_{L}(0), \\ v_{1}>0 \text { for all } x \text { in }(-1,1), \\ v_{1}^{\prime}(0, \varepsilon)=0, \\ v_{1}^{\prime}>0 \text { for } x<0, v_{1}^{\prime}<0 \text { for } x>0, \\ v_{1}^{\prime}(x, \varepsilon)=(x / \sqrt{\varepsilon}) p(x, \varepsilon), \text { where } p \rightarrow 0 \text { exponentially as } \varepsilon \rightarrow 0 \text { for } x \neq 0, \\ v_{1} \rightarrow 0 \text { exponentially as } \varepsilon \rightarrow 0 \text { for } x \neq 0,\end{array}\right.$
$\left(\mathrm{C}_{2}\right)\left\{\begin{array}{l}\varepsilon v_{2}^{\prime \prime}<g\left(0, u_{L}(0)+v_{2}\right) \text { in }(-1,1)-\{0\}, \\ v_{2}(0, \varepsilon)=s-u_{L}(0), \\ v_{2}>0 \text { for all } x \text { in }(-1,1), \\ v_{2}^{\prime}>0 \text { for } x<0, v_{2}^{\prime}<0 \text { for } x>0, \\ v_{2} \rightarrow 0 \text { exponentially as } \varepsilon \rightarrow 0 \text { for } x \neq 0,\end{array}\right.$
$\left(\mathrm{C}_{b}\right)\left\{\begin{array}{l}\varepsilon v_{b}^{\prime \prime}>f\left(1, u_{L}(1)+v_{b}\right) v_{b}^{\prime} \text { in }(-1,1), \\ v_{b}(1, \varepsilon)=B-u_{L}(1), \\ v_{b}<0 \text { for all } x \text { in }(-1,1), \\ v_{b}^{\prime}<0 \text { for } x<1, \\ v_{b} \rightarrow 0 \text { exponentially as } \varepsilon \rightarrow 0 \text { for } x \neq 1 .\end{array}\right.$
The existence of a function $v_{1}$ satisfying conditions $\left(\mathrm{C}_{1}\right)$ has been proved by DeSanti [5] under hypotheses (d) and (e). The existence of a piece-wise smooth function $v_{2}$ satisfying conditions $\left(\mathrm{C}_{2}\right)$ has been established by Fife [7]. Finally, the existence of a function $v_{b}$ satisfying conditions $\left(\mathrm{C}_{b}\right)$ has been proved by Howes [10] using a result of Coddington and Levinson [4] and hypothesis (h). The functions $\alpha$ and $\beta$ are sketched in Fig. 3.

We consider first the proof that $\alpha$ is a lower solution on the interval $(-1,1)$. The proof is divided into three stages. First we verify that $\alpha$ is a lower solution for $x$ near 1 , then for $x$ near 0 , and finally for $x$ bounded away from 0 and 1.


FIG. 3. Graphs of the lower solution $\alpha$ and the upper solution $\beta$.
Let us first examine the behavior of $\alpha$ in the vicinity of $x=1$. From the Mean Value theorem we have

$$
\begin{align*}
& \varepsilon \alpha^{\prime \prime}-f(x, \alpha) \alpha^{\prime}-g(x, \alpha)=\varepsilon v_{b}^{\prime \prime}-f\left(x, u_{L}(x)+v_{b}+\gamma \varepsilon\right) \\
& \quad-\left[f_{y}\left(x, u_{L}(x)+\theta_{1}(x)\right) u_{L}^{\prime}+g_{y}\left(x, u_{L}(x)+\theta_{2}(x)\right)\right] v_{b} \tag{*}
\end{align*}
$$

where $u_{L}(x) \leqq \theta_{1}, \theta_{2}<v_{b}(x, \varepsilon)+\gamma \varepsilon$. From conditions $\mathrm{C}_{b}$ and hypotheses (c) and (f), we see that for $x$ near 1 , say in the interval $(1-\rho, 1)$, where $\rho$ is a sufficiently small positive number, the right-hand side of equation (*) is positive for $\varepsilon$ sufficiently small. Thus, $\alpha$ is a lower solution on the interval ( $1-\rho, 1$ ).

We turn now to an examination of $\alpha$ in the vicinity of $x=0$. Let $S(\varepsilon)$ denote the set

$$
\left\{x: x=\delta \varepsilon^{\nu} \text {, for all } \delta \text { such that }-1 \leqq \delta \leqq 1 \text {, and for some } \nu, \frac{1}{4}<\nu<\frac{1}{2}\right\} .
$$

The set $S(\varepsilon)$ is an $O\left(\varepsilon^{\nu}\right)$-neighborhood of $x=0$. Taylor expanding about $x=0$, and making use of the fact that $v_{1}^{\prime}=(x / \sqrt{\varepsilon}) p(x, \varepsilon)$, where $p \rightarrow 0$ exponentially as $\varepsilon \rightarrow 0$, we have, for $x$ in $S(\varepsilon)$,

$$
\varepsilon \alpha^{\prime \prime}-f(x, \alpha) \alpha^{\prime}-g(x, \alpha)=\varepsilon v_{1}^{\prime \prime}-g\left(0, u_{L}(0)+v_{1}\right)+O\left(\varepsilon^{2 \nu-1 / 2}\right) .
$$

By virtue of the nature of $v_{1}$, the right-hand side of this equation is positive for $\varepsilon$ sufficiently small. Thus, $\alpha$ is a lower solution for $x$ in $S(\varepsilon)$.

Let us finally consider the region

$$
I^{0}=(-1,1)-S(\varepsilon)-(1-\rho, 1) .
$$

In this region, $v_{1}$ and $v_{b}$ are both transcendentally small terms (T.S.T.). Thus, for $x$ in $I^{0}$, we have

$$
\begin{aligned}
& \varepsilon \alpha^{\prime \prime}- f(x, \alpha) \alpha^{\prime}-g(x, \alpha) \\
&=\varepsilon\left[u_{L}^{\prime \prime}(x)+\gamma\left(f_{y}\left(x, u_{L}(x)\right) u_{L}^{\prime}(x)+g_{y}\left(x, u_{L}(x)\right)\right]+\right.\text { T.S.T. } \\
& \quad \geqq \varepsilon\left[u_{L}^{\prime \prime}+\gamma K_{1}\right] .
\end{aligned}
$$

For $\varepsilon$ sufficiently small the right-hand side of this inequality is positive by virtue of the definition of $\gamma$. Thus, $\alpha$ is a lower solution for $x$ in the region $I^{\circ}$. We conclude that $\alpha$ is a lower solution in the sense of Theorem 2.1 on all of the interval $(-1,1)$.

We consider now the proof that $\beta$ is an upper solution on the interval $(-1,1)$. We note first of all that $\beta$ is not differentiable at $x=0$. However, since $v_{2}(0, \varepsilon)=$ $s-u_{L}(0), v_{2}^{\prime}>0$ for $x<0$ and $v_{2}^{\prime}<0$ for $x>0$, and since $v_{2} \rightarrow 0$ exponentially as $\varepsilon \rightarrow 0$ for $x \neq 0$, it follows that

$$
\lim _{\varepsilon \rightarrow 0} D_{1} v_{2}(0, \varepsilon)=+\infty \quad \text { and } \quad \lim _{\varepsilon \rightarrow 0} D_{r} v_{2}(0, \varepsilon)=-\infty
$$

Thus, for $\varepsilon$ sufficiently small we must have

$$
D_{l} \beta(0, \varepsilon)=u_{L}^{\prime}(0)+D_{l} v_{2}(0, \varepsilon) \geqq D_{r} \beta(0, \varepsilon)=u_{L}^{\prime}(0)+D_{r} v_{2}(0, \varepsilon) .
$$

We see that the behavior of $\beta$ at $x=0$ is correct in view of the extended version of Theorem 2.1.

Let us now consider the verification that $\beta$ is an upper solution in the vicinity of $x=0$. Recalling that $\varepsilon v_{2}^{\prime \prime}<g\left(0, u_{L}(0)+v_{2}\right)$, it follows that $\varepsilon \beta^{\prime \prime}<g\left(x, u_{L}(x)+v_{2}+\gamma \varepsilon\right) \equiv$ $g(x, \beta)$ for $\varepsilon$ sufficiently small and for $x$ sufficiently close to zero, say $x$ in the interval $(-d, d)$ for some $d>0$. Thus, we have, for $x$ in $(-d, d)$,

$$
\begin{align*}
\varepsilon \beta^{\prime \prime}- & f(x, \beta) \beta^{\prime}-g(x, \beta) \\
& =\varepsilon \beta^{\prime \prime}-g(x, \beta)-f(x, \beta) u_{L}^{\prime}(x)-f(x, \beta) v_{2}^{\prime}+O(\varepsilon)  \tag{**}\\
& =\varepsilon \beta^{\prime \prime}-g(x, \beta)-f(x, \beta) v_{2}^{\prime}+O(d)
\end{align*}
$$

where we have made use of the fact that $f(0, y)=0$ for all $y$ to assert that the term $f(x, \beta) u_{L}^{\prime}(x)$ is $O(d)$ for $x$ in $(-d, d)$. Since $f(x, y)>0$ for $x<0$ and $f(x, y)<0$ for $x>0$, and since $v_{2}^{\prime}>0$ for $x<0$ and $v_{2}^{\prime}<0$ for $x>0$, it follows that $f(x, \beta) v_{2}^{\prime} \geqq 0$ for all $x$ near zero. Hence, the right-hand side of equation ( $* *$ ) is negative for $\varepsilon$ and $d$ sufficiently small. We conclude that $\beta$ is an upper solution on the interval $(-d, d)$.

In the region $(-1,1)-(-d, d)$, the verification that $\beta$ is an upper solution proceeds much like the verification that $\alpha$ is a lower solution. In this region, $v_{2}$ and $v_{b}$ are both transcendentally small terms (T.S.T.), so that

$$
\begin{aligned}
\varepsilon \beta^{\prime \prime}-f(x, \beta) \beta^{\prime}-g(x, \beta) & =\varepsilon\left[u_{L}^{\prime \prime}-\gamma\left(f_{y}\left(x, u_{L}\right) u_{L}^{\prime}+g_{y}\left(x, u_{L}\right)\right)\right]+\text { T.S.T. } \\
& \leqq \varepsilon\left[u_{L}^{\prime \prime}-\gamma K_{1}\right] .
\end{aligned}
$$

The right-hand side of this inequality is negative by virtue of the definition of $\gamma$. Thus, $\beta$ is an upper solution for $x$ in the region $(-1,1)-(-d, d)$. Putting everything together, we see that $\beta$ is an upper solution in the sense of Theorem 2.1 on all of the interval $(-1,1)$.

We have thus far shown that $\alpha$ and $\beta$ satisfy the appropriate differential inequalities of Theorem 2.1. Since $v_{1}$ and $v_{2}$ are transcendentally small terms for $x=-1$ and $x=1$, and since $v_{b}>0$, it follows that for $\varepsilon$ sufficiently small we have $\alpha(-1, \varepsilon) \leqq A \leqq \beta(1, \varepsilon)$ and $\alpha(1, \varepsilon) \leqq \beta \leqq \beta(1, \varepsilon)$. Furthermore, since $\alpha(0, \varepsilon)<\beta(0, \varepsilon)$ and since $v_{1}$ and $v_{2}$ both converge to zero exponentially (meaning that $v_{1}$ and $v_{2}$ are transcendentally small terms for $x$ away from zero), it follows that $\alpha(x, \varepsilon) \leqq \beta(x, \varepsilon)$ on all of $(-1,1)$. Thus we see that $\alpha$ and $\beta$ satisfy all the conditions of Theorem 2.1. We conclude, therefore, that there is a solution $y=y(x, \varepsilon)$ of problem ( $\mathrm{P}_{1}$ ) such that $\alpha(x, \varepsilon) \leqq y(x, \varepsilon) \leqq \beta(x, \varepsilon)$ for all $x$ in $[-1,1]$. Since $\alpha$ and $\beta$ both converge to $u_{L}$ for $x$ in $(-1,1)-\{0\}$ and to $s$ for $x=0$, the solution $y(x, \varepsilon)$ must behave in the same way. This completes the proof of Theorem 3.1.

Remark 3.1.1. The conclusion of Theorem 3.1 obviously remains valid if $f, g, A$ and $B$ are allowed to depend smoothly on $\varepsilon$.

Remark 3.1.2. The reduced solution $u_{L}$ of condition (b) could be replaced by the solution $u_{R}$ of the problem

$$
0=f(x, u) u^{\prime}+g(x, u), \quad u(1)=B .
$$

In this case we would require $u(-1)>A$ and $f(-1, y)>0$ for $A \leqq y \leqq u_{R}(-1)$. All other conditions of the theorem remain unchanged.
4. Nonmonotone transition layer theory. In this section we again consider the singularly perturbed boundary value problem

$$
\begin{align*}
& \varepsilon y^{\prime \prime}=f(x, y) y^{\prime}+g(x, y) \\
& y(-1, \varepsilon)=A, \quad y(1, \varepsilon)=B . \tag{1}
\end{align*}
$$

Our principal goal is to deduce the existence of a solution of $\left(P_{1}\right)$ that exhibits interior nonmonotone transition layer behavior at the turning point $x=0$. We make extensive use of the results of the previous sections. Our principal result is the following:

Theorem 4.1. Assume
(a) the functions $f$ and $g$ are of class $C^{(1)}$ on $[-1,1] \times R$, and $f(0, y) \equiv 0$ for all $y$;
(b) there exist functions $u_{L}=u_{L}(x)$ and $u_{R}=u_{R}(x)$ of class $C^{(2)}$ on $[-1,1]$ satisfying, respectively, the reduced problems

$$
\begin{array}{ll}
0=f(x, u) u^{\prime}+g(x, u), & u(-1)=A \\
0=f(x, u) u^{\prime}+g(x, u), & u(1)=B
\end{array}
$$

(c) $f_{y}(x, u) u^{\prime}+g_{y}(x, u)>K$ for some $K>0$, for $u=u_{L}, u_{R}$, and for all $x$ in $(-1,1)$;
(d) $g\left(0, u_{L}(0)\right)=0$;
(e) $u_{L}(0)<u_{R}(0)$ and either
(i) there exists a number $s>u_{R}(0)$ such that $g(0, s)<0, J_{L}(s)=0, J_{L}(z)>$ 0 for $u_{L}(0) \leqq z<s$, and $J_{R}(z)>0$ for $u_{R}(0)<z \leqq s$, or
(ii) there exists a number $s<u_{L}(0)$ such that $g(0, s)>0, J_{L}(s)=0, J_{R}(z)<$ 0 for $s<z<u_{R}(0)$, and $J_{L}(z)<0$ for $s \leqq z<u_{R}(0)$, where $J_{L}(z)=\int_{u_{L(0)}}^{z} g(0, u) d u$ and $J_{R}(z)=\int_{u_{R(0)}}^{z} g(0, u) d u$;
(f) $f_{x}(0, y)<0$ for $u_{L}(0) \leqq y \leqq s$ or $s \leqq y \leqq u_{R}(0)$.

Then, there exists a solution $y=y(x, \varepsilon)$ of $\left(\mathrm{P}_{1}\right)$ for $\varepsilon$ sufficiently small, say $0<\varepsilon \leqq \varepsilon_{2}$, that exhibits interior nonmonotone transition layer behavior at $x=0$. More precisely, $y(x, \varepsilon) \rightarrow u_{L}(x)$ for $x$ in $(-1,0), y(x, \varepsilon) \rightarrow u_{R}(x)$ for $x$ in $(0,1)$, and $y(0, \varepsilon) \rightarrow s$ as $\varepsilon \rightarrow 0$.

Proof. We consider only the case $s>u_{R}(0)$. The proof for the remaining case is similar.

As in the proof of Theorem 3.1, the proof of this theorem inolves the construction of lower and upper solutions which satisfy the conditions of Theorem 2.1. In this construction, we make extensive use of the lower and upper solutions $\alpha$ and $\beta$ constructed in the previous section.

We define new lower and upper solutions $\bar{\alpha}$ and $\bar{\beta}$ as follows:

$$
\begin{aligned}
& \bar{\alpha}(x, \varepsilon)=\left\{\begin{array}{l}
\alpha(x, \varepsilon) \text { for } x \text { in }[-1,0], \\
\max \left\{\alpha(x, \varepsilon), u_{R}(x)-\lambda \varepsilon\right\}
\end{array} \text { for } x \text { in }(0,1] .\right. \\
& \bar{\beta}(x, \varepsilon)=\left\{\begin{array}{l}
\beta(x, \varepsilon) \text { for } x \text { in }[-1,0], \\
u_{R}(x)+\bar{v}(x, \varepsilon)+\lambda \varepsilon \quad \text { for } x \text { in }(0,1],
\end{array}\right.
\end{aligned}
$$

where $\lambda$ is such that $\lambda K \max _{-1 \leqq x \leqq 1}\left|u_{R}^{\prime \prime}(x)\right|$, and where the function $\bar{v}$ satisfies

$$
\begin{align*}
& \varepsilon \bar{v}^{\prime \prime}<g\left(0, u_{R}(0)+\bar{v}\right), \\
& \bar{v}>0, \bar{v}^{\prime}<0 \text { for } x \text { in }[0,1], \\
& \bar{v}(0, \varepsilon)=s-u_{R}(0),  \tag{C}\\
& \bar{v} \rightarrow 0 \text { exponentially as } \varepsilon \rightarrow 0^{+} \text {for } x \neq 0 .
\end{align*}
$$

The existence of a function $\bar{v}$ satisfying conditions ( $\overline{\mathrm{C}}$ ) follows from hypotheses (d) and (e) and Lemma 2.1 of Fife [7]. The functions $\bar{\alpha}$ and $\bar{\beta}$ are sketched in Fig. 4.


Fig. 4. Graphs of the lower solution $\bar{\alpha}$ and the upper solution $\bar{\beta}$.

That $\bar{\alpha}$ and $\bar{\beta}$ are lower and upper solutions, respectively, on the interval $[-1,0]$ is a consequence of the proof of Theorem 3.1. Moreover, if we simply replace $u_{L}$ with $u_{R}$ in the proof of Theorem 3.1, then it is clear that $u_{R}(x)-\lambda \varepsilon$ is a lower solution on $(0,1]$ and that $\bar{\beta}(x, \varepsilon)=u_{R}(x)+\bar{v}(x, \varepsilon)+\lambda \varepsilon$ is a lower solution on ( 0,1$]$. At the point of intersection $\bar{x}$ of $\alpha(x, \varepsilon)$ and $u_{R}(x)-\lambda \varepsilon$, the function $\bar{\alpha}$ is not differentiable. However, since $\lim _{\varepsilon \rightarrow 0} v_{1}^{\prime}(\bar{x}, \varepsilon)=-\infty$ we have

$$
D_{l} \bar{\alpha}(\bar{x}, \varepsilon)=\alpha^{\prime}(\bar{x}, \varepsilon)=u_{L}^{\prime}(\bar{x})+v_{1}^{\prime}(\bar{x}, \varepsilon) \leqq D_{r} \bar{\alpha}(\bar{x}, \varepsilon)=u_{R}^{\prime}(\bar{x})
$$

for $\varepsilon$ sufficiently small. Thus, $\bar{\alpha}$ and $\bar{\beta}$ satisfy all the appropriate differential inequalities in the extended version of Theorem 2.1.

From the construction of $\bar{\alpha}$ and $\bar{\beta}$ it is clear that $\bar{\alpha}(-1, \varepsilon) \leqq A \leqq \bar{\beta}(-1, \varepsilon)$ and $\bar{\alpha}(1, \varepsilon) \leqq \beta \leqq \bar{\beta}(1, \varepsilon)$. Moreover, since $\alpha(x, \varepsilon) \leqq \beta(1, \varepsilon)$ and $\bar{v}(x, \varepsilon)>0$, we have $\bar{\alpha}(x, \varepsilon) \leqq \bar{\beta}(x, \varepsilon)$ for all $x$ in $[-1,1]$. Thus, $\bar{\alpha}$ and $\bar{\beta}$ satisfy all the conditions of the extended version of Theorem 2.1. We conclude, therefore, that there exists a solution $y(x, \varepsilon)$ of problem $\left(\mathrm{P}_{1}\right)$ such that $\bar{\alpha}(x, \varepsilon) \leqq y(x, \varepsilon) \leqq \bar{\beta}(x, \varepsilon)$. Since $\bar{\alpha}$ and $\bar{\beta}$ both converge to $u_{L}$ for $x$ in $(-1,0)$, to $u_{R}$ for $x$ in $(0,1)$, and to $s$ for $x=0$ as $\varepsilon \rightarrow 0$, the function $y$ must behave in the same way. This completes the proof of Theorem 4.1.

Remark 4.1.1. In condition (e) of Theorem 4.1 we could have $u_{L}(0)>u_{R}(0)$. In this case, Theorem 4.1 remains valid with $u_{L}$ replaced by $u_{R}$ and $J_{L}$ by $J_{R}$.

Remark 4.1.2. As in Theorem 3.1, Theorem 4.1 remains valid if $f, g, A$ and $B$ are allowed to depend smoothly on $\varepsilon$.

Remark 4.1.3. Majda [12] has considered a time-dependent version of problem $\left(\mathrm{P}_{1}\right)$ as a model for dynamic combustion in gases. A simplified version of this combustion model is

$$
\begin{equation*}
\mu(\varepsilon) u_{t}=\varepsilon u_{x x}-f(x, t, u) u_{x}-g(x, t, u), \tag{3}
\end{equation*}
$$

where $\varepsilon$ is a lumped parameter representing the effects of diffusion and heat conduction, and where $\mu$ is a measure of combustion speed. This simplified model is appropriate for the case in which the mass fraction of unburnt gas in the system is constant, or is at least a slowly varying function of time.

The nonmonotone interior layer Theorem 4.1 is applicable to problem ( $\mathrm{P}_{3}$ ) provided that $\mu(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Let $\bar{\alpha}=\bar{\alpha}(x, t, \varepsilon)$ and $\bar{\beta}=\bar{\beta}(x, t, \varepsilon)$ be functions analogous to those given in the proof of Theorem 4.1; i.e., suppose that

$$
\varepsilon \bar{\alpha}_{x x}>f(x, t, \bar{\alpha}) \bar{\alpha}_{x}+g(x, t, \bar{\alpha}),
$$

and

$$
\varepsilon \bar{\beta}_{x x}<f(x, t, \bar{\beta}) \bar{\beta}_{x}+g(x, t, \bar{\beta}),
$$

where $f$ and $g$ satisfy the conditions of Theorem 4.1 with $t$ considered to be a parameter. Then, because the inequalities are sharp, they hold if the terms $\mu \bar{\alpha}_{t}$ and $\mu \bar{\beta}_{t}$ are added to the appropriate sides of the inequalities, provided that $\varepsilon$ is sufficiently small. Thus, in agreement with the qualitative theory of Majda, nonmonotone interior layer behavior is possible for solutions of problem $\left(\mathrm{P}_{3}\right)$.
5. Examples. In this section we give some examples of the application of Theorems 3.1 and 4.1.

Example 5.1. Consider the problem

$$
\begin{align*}
& \varepsilon y^{\prime \prime}=-x y^{\prime}+y(1-y), \quad x \text { in }(-1,1), \\
& y(-1, \varepsilon)=0, \quad y(1, \varepsilon)=-1 . \tag{1}
\end{align*}
$$

The reduced problem is

$$
0=-x u^{\prime}+u(1-u), \quad u(-1)=0 .
$$

This reduced problem has the solution $u_{L}(x)=0$. Now, $f_{y}\left(x, u_{L}\right) u_{L}^{\prime}+g_{y}\left(x, u_{L}\right)=$ $-u_{L}^{2}-u_{L}+1=1>0$ and $f_{y}(1, y) u_{L}^{\prime}+g_{y}(1, y)=-y^{2}-y+1>0$ for $-1 \leqq y \leqq 0$ since $\min _{-1 \leqq y \leqq 0}\left[-y^{2}-y+1\right]=1$. Moreover, $J_{L}(z)=z^{2}\left(\frac{1}{2}-\frac{1}{3} z\right)$. The unique positive zero of $J_{L}$ is $s=\frac{3}{2}>u_{L}(0)=0$. We note that $g\left(0, \frac{3}{2}\right)<0$ and $z^{2}\left(\frac{1}{2}-\frac{1}{3} z\right)>0$ for $0 \leqq z \leqq s$. Finally, we have $f_{x}(0, y)=-1<0$ and $f(1, y)=-1<0$. Thus, all the conditions of Theorem 3.1 are satisfied. We conclude that the boundary value problem $\left(\mathrm{E}_{1}\right)$ has a solution $y=y(x, \varepsilon)$, for $\varepsilon$ sufficiently small, such that $y(x, \varepsilon) \rightarrow u_{L}(x) \equiv 0$ for $x$ in $(-1,1)-\{0\}$ and $y(0, \varepsilon) \rightarrow s=\frac{3}{2}$ as $\varepsilon \rightarrow 0$.

Example 5.2. Consider now the problem

$$
\begin{align*}
& \varepsilon y^{\prime \prime}=-x y^{\prime}-y\left(y^{2}-1\right)(2-y), \quad x \text { in }(-1,1), \\
& y(-1, \varepsilon)=-1, \quad y(1, \varepsilon)=1 . \tag{2}
\end{align*}
$$

The reduced problems are

$$
\begin{array}{ll}
0=-x u^{\prime}-u\left(u^{2}-1\right)(2-u), & u(-1)=-1, \\
0=-x u^{\prime}-u\left(u^{2}-1\right)(2-u), & u(1)=1 .
\end{array}
$$

These problems have the solutions $u_{L}(x) \equiv-1$ and $u_{R}(x) \equiv 1$ respectively. We have $u_{L}(0)<u_{R}(0), f_{y}\left(x, u_{L}\right) u_{L}^{\prime}+g_{y}\left(x, u_{L}\right)=6>0$ and $f_{y}\left(x, u_{R}\right) u_{R}^{\prime}+g_{y}\left(x, u_{R}\right)=2>0$. Furthermore, we have $J_{L}(z)=\frac{1}{60}\left[-12 z^{5}+15 z^{4}+20 z^{3}-60 z^{2}+53\right]$ and $J_{R}(z)=$ $\frac{1}{60}\left[-12 z^{5}+15 z^{4}+20 z^{3}-60 z^{2}+77\right]$. The polynomial $J_{L}(z)$ has a unique zero at a point $s>1$ in the interval ( $-1,2$ ). Moreover, $J_{R}(z)>0$ for $u_{R}(0)=1<z<s$. Finally, we note that $g(0, s)<0$ since $s>1$ and $f_{x}(0, y)=-1<0$ for all $y$. Thus, all conditions of Theorem 4.1 are satisfied. We conclude that $\left(\mathrm{E}_{2}\right)$ has a solution $y=y(x, \varepsilon)$, for $\varepsilon$ sufficiently small, such that $y(x, \varepsilon) \rightarrow u_{L}(x)=-1$ for $x$ in $(-1,0), y(x, \varepsilon) \rightarrow u_{R}(x)=1$ for $x$ in $(0,1)$, and $y(0, \varepsilon) \rightarrow s>1$ as $\varepsilon \rightarrow 0$, where, again, $s$ is the unique root of the polynomial equation $J_{L}(z)=0$ in the interval $-1<z<2$.
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# THE EXISTENCE OF BOUNDED SOLUTIONS OF A SEMILINEAR heat equation* 

WILLIAM C. TROY $\dagger$


#### Abstract

We investigate the existence of bounded solutions of $\Delta w-y \cdot \nabla w / 2-(1 /(p-1)) w+|w|^{p-1} w=$ $0, y \in R^{N}$, for $N>2$ and $p>(N+2) /(N-2)$. We show that if $N=3$ and $6 \leqq p \leqq 12$ then there are infinitely many positive, bounded, radially symmetric solutions $w(r), r=|y|$, such that $\lim _{r \rightarrow \infty} w(r)=0$.


Key words. backward self-similar solutions, radially symmetric solutions, globally bounded solutions

Introduction. We investigate the existence of nonconstant, bounded solutions of the equation

$$
\begin{equation*}
\Delta w-y \cdot \nabla w / 2+|w|^{p-1} w-w /(p-1)=0 \tag{1}
\end{equation*}
$$

in $R^{N}, N>2$, where $p>(N+2) /(N-2)$, and $y \cdot \nabla \equiv \sum_{j=1}^{N} y_{j} \cdot \partial / \partial y_{j}$. Equation (1) is derived from the semilinear heat equation

$$
\begin{equation*}
u_{t}-\Delta u-|u|^{p-1} u=0 . \tag{2}
\end{equation*}
$$

Weissler [7] has shown that (2) has solutions which blow up at $(x, t)=(0,0)$. Giga and Kohn [5] prove that the asymptotic behavior near the blow up time is described by special solutions of (2) called "backward self-similar solutions," i.e., solutions of the form

$$
\begin{equation*}
u(x, t)=(-t)^{1 /(1-p)} w(y) \tag{3}
\end{equation*}
$$

where $y=x /(-t)^{1 / 2}$ and $t<0$. Substitution of (3) into (2) yields (1). Their analysis demonstrates that (1) has no globally bounded solution for $N=1$ and 2, nor for $N>2$ and $p \leqq(N+2) /(N-2)$. However, Giga [4] has recently shown that (1) does have radially symmetric, bounded solutions if the term $w /(p-1)$ is replaced by $\alpha w, \alpha>$ $1 / p-1, N>2$ and $p<(N+2) /(N-2)$. In addition, he shows that if $\alpha \leqq 1 /(p-1)$ and $p<(N+2) /(N-2)$ then there are no radially symmetric solutions.

In this paper we consider the parameter range $N>2$ and $p>(N+2) /(N-2)$, and investigate (1) for the existence of nonconstant, globally bounded solutions. For simplicity we restrict our attention to the case $N=3$ and therefore $p>5$. We look for radially symmetric solutions $w=w(r), r=|y|$ so (1) becomes

$$
\begin{equation*}
w^{\prime \prime}+\left(\frac{2}{r}-\frac{r}{2}\right) w^{\prime}+|w|^{p-1} w-\frac{w}{(p-1)}=0 . \tag{4}
\end{equation*}
$$

A bounded solution of (4) must satisfy

$$
\begin{equation*}
w(0)=\alpha \in R, \quad w^{\prime}(0)=0 . \tag{5}
\end{equation*}
$$

We can assume throughout that on each compact interval $[0, L] \subseteq[0, \infty]$, the solution of (4)-(5) exists, is unique and depends continuously on initial values (see, for example, Haraux and Weissler [6, Thm. 1]). Our main result is:

[^32]Theorem. Let $N=3$ and $6 \leqq p \leqq 12$. There is an unbounded, increasing, positive sequence $\left\{\alpha_{L}\right\}_{L \geqq N}$ such that for each $L$, if $w(0)=\alpha_{L}$ and $w^{\prime}(0)=0$ then $w(r)>0$ for every $r>0$ and $\lim _{r \rightarrow \infty} w(r)=0$. Furthermore, $0<w(r)<\left[(2 p-6) /(p-1)^{2}\right]^{1 /(p-1)} r^{-2 /(p-1)}$ for all large $r$.

Remarks. 1) It will become clear during the course of our proof that the theorem can be extended to a larger range of parameters than $N=3$ and $6 \leqq p \leqq 12$. However, the details become more complicated. Thus, for the sake of simplicity we restrict our attention to the values given.
2) Results similar to those stated above have recently been given for a combustion model similar to (2), namely

$$
u_{t}-\Delta u-e^{u}=0 .
$$

Solutions of this equation also blow up at $(x, t)=(0,0)$. Again, a similarity form of solution and the assumption of radial symmetry lead to an equation like (4),

$$
\begin{equation*}
w^{\prime \prime}+\left(\frac{N-1}{r}-\frac{r}{2}\right) w^{\prime}+e^{w}-1=0 . \tag{6}
\end{equation*}
$$

The appropriate boundary conditions are

$$
\begin{equation*}
w(0) \in R, \quad w^{\prime}(0)=0 \quad \text { and } \quad \lim _{r \rightarrow \infty} \frac{w}{2 \ln (r)}=-1 . \tag{7}
\end{equation*}
$$

For $N=1$ Bebernes and Troy [1] have shown that there are no solutions of (6)-(7). Subsequently, Eberly [2] proved that (6)-(7) has no solution if $N=2$. However, if $N \in(2,9)$, Eberly and Troy [3] proved that the problem (6)-(7) has an infinite number of solutions.

Outline of Proof. The proof of our theorem uses a shooting argument. First, we note that (4) has two particular solutions. One of these is the constant solution $w=\beta^{\beta}$ where $\beta=1 /(p-1)$. The other, a nonconstant solution, is given by

$$
w_{0}(r)=\left[(2 p-6) /(p-1)^{2}\right]^{1 /(p-1)} r^{-2 /(p-1)} .
$$

Define the auxiliary function $h=w-w_{0}$ where $w$ solves (4)-(5). We prove that if $\alpha-\beta^{\beta}>0$ is small then $h$ has at most two zeros before $w=0$. Also, for any given integer $L \geqq 1$, if $\alpha$ is sufficiently large then $h$ has at least $2 L+2$ zeros before $w=0$. This leads us to define the set

$$
\begin{equation*}
A_{2 L}=\left\{\alpha>\beta^{\beta} \mid h \text { has at least } 2 L+2 \text { zeros before } w=0\right\} . \tag{8}
\end{equation*}
$$

We show that for each $L \geqq 0$, the set $A_{2 L}$ is open, nonempty and unbounded above. The remainder of the proof is devoted to showing that there exists $\alpha_{L} \in\left(\beta^{\beta}, \inf A_{2 L}\right.$ ] such that if $w(0)=\alpha_{L}$ and $w^{\prime}(0)=0$ then $h$ has exactly $2 L$ zeros and $w(r)>0$ on $(0, \infty)$, with $\lim _{r \rightarrow \infty} w(r)=0$.

Proof of Theorem. We assume that $\alpha>0$. Thus, for $r>0$, as long as $w>0$ we observe that $w$ satisfies

$$
\begin{equation*}
w^{\prime \prime}+\left(\frac{2}{r}-\frac{r}{2}\right) w^{\prime}+w^{p}-\frac{w}{(p-1)}=0 \tag{9}
\end{equation*}
$$

with initial values

$$
\begin{equation*}
w(0)=\alpha, \quad w^{\prime}(0)=0 . \tag{10}
\end{equation*}
$$

The first step of our proof is to show that $h$ has at most two zeros before $w=0$ if $\alpha-\beta^{\beta}>0$ is sufficiently small. This is done in Lemma 3. However, we first need two technical lemmas before proceeding with the proof of Lemma 3.

Lemma 1. For each $p>5, w^{\prime \prime}<0$ for $r>0$ as long as $w(r) \leqq w_{0}(r)$.
Proof. If there is a first $\bar{r}>0$ for which $w^{\prime \prime}(\bar{r})=0$ then

$$
\begin{equation*}
w^{\prime \prime \prime}(\bar{r}) \geqq 0 . \tag{11}
\end{equation*}
$$

Suppose that $w(\bar{r})<w_{0}(\bar{r})$. Then (9) and the definition of $w_{0}(r)$ lead to $w^{\prime \prime \prime}(\bar{r})<$ $w^{\prime}(\bar{r})(2 p+2) /(p-1)^{2} \bar{r}^{2}<0$, contradicting (11).

Next, recall that $h=w-w_{0}$.
Lemma 2. For each $\alpha>\beta^{\beta}$ there is a first $r_{1}=r_{1}(\alpha)>0$ for which $h\left(r_{1}\right)=0$, and

$$
\begin{equation*}
0<r_{1}(\alpha)<\left[(2 p-6) /(p-1)^{2}\right]^{1 / 2}[(p+1) /(\alpha(p-1))]^{(p-1) / 2} . \tag{12}
\end{equation*}
$$

Proof. If there were an $\alpha>\beta^{\beta}$ for which $r_{1}(\alpha)$ does not exist, then, by Lemma $1, w^{\prime \prime}<0$ and $w^{\prime}<0$ until $w(a)=\beta^{\beta}$ at some $a \in\left(0,((2 p-6) /(p-1))^{1 / 2}\right)$. But then it follows from (9) that $w^{\prime \prime}(a)>0$, a contradiction. Thus $r_{1}(\alpha)$ exists for every $\alpha>\beta^{\beta}$. Further, from Lemma $1, w^{\prime \prime}<0$ on $\left[0, r_{1}(\alpha)\right]$ and therefore $w_{0}^{\prime}\left(r_{1}\right)<\Delta w / \Delta r=$ $\left(w_{0}\left(r_{1}\right)-\alpha\right) / r_{1}$. Since $w_{0}^{\prime}\left(r_{1}\right)=-2 w_{0}\left(r_{1}\right) /(p-1) r_{1}$ this becomes $(-2 /(p-1)) \times$ $\left(w_{0}\left(r_{1}\right) / r_{1}\right)<\left(w_{0}\left(r_{1}\right)-\alpha\right) / r_{1}$ and (12) follows.

Lemma 3. If $\alpha-\beta^{\beta}>0$ is sufficiently small then has hat most two zeros before $w=0$.
Proof. The function $h$ satisfies

$$
\begin{equation*}
h^{\prime \prime}=\left(\frac{r}{2}-\frac{2}{r}\right) h^{\prime}+h\left(\frac{1}{(p-1)}-g(r)\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
g(r) \equiv w^{p-1}+w^{p-2} w_{0}+w^{p-3} w_{0}^{2}+\cdots+w_{0}^{p-1} . \tag{14}
\end{equation*}
$$

We observe that

$$
\begin{equation*}
\frac{1}{p-1}-p w_{0}^{(p-1)}>0 \quad \text { for } r>r_{p} \equiv\left(\frac{p(2 p-6)}{p-1}\right)^{1 / 2} \tag{15}
\end{equation*}
$$

Since $w \equiv \beta^{\beta}$ satisfies (9) it follows from continuity that if $\alpha-\beta^{\beta}>0$ is sufficiently small then $r_{1}(\alpha)$ is the only zero of $h$ on $\left(0, r_{p}+1\right)$, and $w\left(r_{p}+1\right)>w_{0}\left(r_{p}+1\right)$. If $h$ has another zero, $r_{2}(\alpha)$, on $\left(r_{p}+1, \infty\right)$ then $h^{\prime}\left(r_{2}\right)<0$ and $h^{\prime \prime}\left(r_{2}\right)<0$. For $r>r_{2}$, as long as $0<w<w_{0}$ then $g(r)<p w_{0}^{p-1}$ and it follows from (13) and (15) that $h^{\prime \prime}<0$ and $h^{\prime}<0$ at least until $w \leqq 0$. This completes the proof of Lemma 3.

The following lemma plays a key role in our shooting method.
Lemma 4. Let $L \geqq 1$. Then $A_{2 L}$ is nonempty, open and unbounded.
Proof. Continuity and uniqueness imply that $A_{2 L}$ is open. To prove that $A_{2 L} \neq \varnothing$ we use a comparison method. First, let $v=h r e^{-r^{2} / 8}$. Then (13) becomes

$$
\begin{equation*}
v^{\prime \prime}+f(r) v=0 \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
f(r) \equiv g(r)+\frac{3}{4}-\frac{1}{p-1}-\frac{r^{2}}{16} . \tag{17}
\end{equation*}
$$

Next, consider the auxiliary equation

$$
\begin{equation*}
u^{\prime \prime}+\frac{.26 u}{r^{2}}=0 \tag{18a}
\end{equation*}
$$

and define

$$
\left.R=\min \left((2(p-5) /(p-1))^{1 / 2},(2 p-6) /(p-1)^{3}\right)^{1 / 2}, 4\left(\frac{3}{4}-1 /(p-1)\right)^{1 / 2}\right) .
$$

It is well known that (18a) has a solution $u_{0}(r)$ which has an infinite number of zeros accumulating at $r=0$. Since $\lim _{\alpha \rightarrow \infty} r_{1}(\alpha)=0$, we choose $\alpha^{*}>\bar{\alpha}$ such that for all $\alpha>\alpha^{*}, u_{0}(r)$ has at least $2 L+4$ zeros in $\left(r_{1}(\alpha), R\right)$. With $\alpha>\alpha^{*}$, it follows from the Sturm Comparison Theorem (see Simmons [3]) that if $f(r) \geqq .26 / r^{2}$ on $\left(r_{1}(\alpha), R\right)$, then $v(r)$ and $h(r)$ have at least $2 L+2$ zeros in $\left(r_{1}(\alpha), R\right)$. Since $\frac{3}{4}-(1 /(p-1))-\left(r^{2} / 16\right)>0$ for all $p \geqq 5$ and $r \in[0, R]$, it suffices to show that $g(r) \geqq .26 / r^{2}$ on $\left[r_{1}(\alpha), R\right]$ for each $\alpha \geqq \alpha^{*}$. We note that $w(r) \geqq w_{0}(r)$ whenever $h(r) \geqq 0$ and therefore $g(r) \geqq$ $2 p(p-3) /\left(r^{2}(p-1)^{2}\right) \geqq 1 / r^{2}, p \geqq 5$. Thus it remains to determine a lower bound on $g(r)$ when $h<0$. For this we make the transformation $w=s w_{0}$ and $z=\ln (r)$. Then (9) becomes

$$
\begin{equation*}
\ddot{s}+\left(\frac{p-5}{p-1}-\frac{e^{2 z}}{2}\right) \dot{s}+\frac{(2 p-6)}{(p-1)^{2}}\left(s^{p}-s\right)=0 \tag{18b}
\end{equation*}
$$

where $\dot{s} \equiv d s / d z$. Let $z_{1}=\ln \left(r_{1}\right)$ and $z_{R}=\ln (R)$. The definition of $R$ implies that

$$
\begin{equation*}
\frac{p-5}{p-1}-\frac{e^{2 z}}{2}>0 \quad \forall z \in\left(z_{1}, z_{R}\right) . \tag{19}
\end{equation*}
$$

Further, it follows from Lemma 1 that $w^{\prime}\left(r_{1}\right)<0$; hence $h^{\prime}\left(r_{1}\right) \leqq-w_{0}^{\prime}\left(r_{1}\right)=$ $2 w_{0}\left(r_{1}\right) /(p-1) r_{1}$. Therefore

$$
\begin{equation*}
\dot{s}\left(z_{1}\right) \leqq \frac{2}{p-1} . \tag{20}
\end{equation*}
$$

Next, we multiply both sides of (18b) by $\dot{s}$, integrate and obtain

$$
\begin{equation*}
\frac{(\dot{s})^{2}}{2} \leqq \frac{2}{(p-1)^{2}}+\frac{(2 p-6)}{(p-1)^{2}}\left(\frac{1}{p+1}-\frac{1}{2}+\frac{s^{2}}{2}-\frac{s^{p+1}}{p+1}\right) \tag{21}
\end{equation*}
$$

$z \in\left[z_{1}, z_{R}\right]$. It follows from (21) that the right-hand side of (21) is negative if

$$
\begin{equation*}
6 \leqq p \leqq 7 \quad \text { and } \quad s \leqq .21 \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
7 \leqq p \leqq 13.8 \quad \text { and } \quad s \leqq \frac{1}{2} . \tag{23}
\end{equation*}
$$

Thus, $s>.2$ on $\left[z_{1}, z_{R}\right]$ for $6 \leqq p \leqq 7$, and $s>.5$ on $\left[z_{1}, z_{R}\right]$ if $7 \leqq p \leqq 13.8$. Consequently, if $6 \leqq p \leqq 7$ then it follows that

$$
g(r) \geqq\left(\frac{1-.2^{p}}{.80}\right)\left(\frac{2 p-6}{(p-1)^{2}}\right) \frac{1}{r^{2}} \geqq \frac{.27}{t^{2}} \text { for all } r \in\left[r_{1}, R\right] .
$$

Similarly, from (23), $g(r) \geqq .26 / r^{2}$ for all $r \in\left[r_{1}, R\right]$ if $7 \leqq p \leqq 12.6$. Thus, from this analysis and the Sturm Comparison Theorem it follows that $w>0$ on $\left[r_{1}, R\right]$, and $h$ has at least $2 L+2$ zeros on $\left[r_{1}, R\right]$.

Remark. It is clear from the proof that we can vastly expand the range of values of $p$ for which the appropriate estimates hold. For the sake of brevity and simplicity we have chosen not to do so.

For each $L \geqq 1$ it follows from Lemmas 3 and 4 that the set $A_{2 L}$ is bounded below with

$$
\begin{equation*}
\gamma_{L} \equiv \inf A_{2 L}>\beta^{\beta} . \tag{24}
\end{equation*}
$$

We fix $L \geqq 1$ and consider the solution of (9) with $w(0)=\gamma_{L}$ and $w^{\prime}(0)=0$. If $h=w-w_{0}$ has exactly $2 L$ zeros and $w>0$ on $(0, \infty)$ with $\lim _{r \rightarrow \infty} w(r)=0$ then $\alpha_{L} \equiv \gamma_{L}$ and the proof of the theorem is complete. Otherwise there are several cases to consider:
(i) $h$ has at least $2 L+2$ zeros before $w=0$. Then continuity implies the same is true if $\gamma_{L}-\alpha>0$ is sufficiently small, contradicting the definition of $\gamma_{L}$. Therefore $h$ has at most $2 L+1$ zeros before $w=0$;
(ii) $h$ has at most $2 L+1$ zeros followed by a finite value of $r$ for which $h=0$. Again, continuity implies the same is true if $\alpha-\gamma_{L}>0$ is sufficiently small, contradicting the definition of $\gamma_{L}$;
(iii) $h$ has less than $2 L$ zeros and $w>0$ on $(0, \infty)$. Continuity implies that if $\alpha-\gamma_{L}>0$ is sufficiently small then $h$ has at most $2 L-1$ zeros on ( $0, r_{p}+1$ ) as well as at least three more, say at $a_{1}, a_{2}, a_{3}$ on $\left(r_{p}+1, \infty\right)$ before $w=0$. Thus, either $h^{\prime}\left(a_{1}\right)<0$ or $h^{\prime}\left(a_{2}\right)<0$. It suffices to consider the case that $h^{\prime}\left(a_{1}\right)<0$. Then $h^{\prime \prime}\left(a_{1}\right)<0$ since $a_{1}>r_{p}$ and it follows as in the proof of Lemma 3 that $h^{\prime \prime}<0$ for $r>a_{2}$ until $w=0$ at some finite value of $r$. This contradicts the assumption that $h$ has at least $2 L+2$ zeros before $w=0$ for $\alpha-\gamma_{L}>0$ sufficiently small. We conclude from (i)-(iii) that $h$ has at least $2 L$ zeros and $w>0$ for every $r>0$. If $h$ has exactly $2 L$ zeros then $0<w<w_{0}$ for all $r>r_{2 L}$; hence $\lim _{r \rightarrow \infty} w(r)=0$ and the theorem is proved for $\alpha_{L}=\gamma_{L}$. It remains to consider the possibility that $h$ has exactly $2 L+1$ zeros with $w>0$ for every $r>0$. We define the set $B_{2 L+1}=\left\{\hat{\alpha}<\gamma_{L} \mid\right.$ if $\hat{a}<\alpha<\gamma_{L}$ then $h$ has exactly $2 L+1$ zeros. If $\gamma_{L}-\alpha>0$ is sufficiently small then continuity and the definition of $\gamma_{L}$ imply that $h$ has exactly $2 L+1$ zeros. Thus, by Lemma $3, B_{2 L+1}$ is bounded below with $\gamma_{2 L+1} \equiv \inf B_{2 L+1}>\beta^{\beta}$. We consider the solution with $w(0)=\gamma_{2 L+1}, w^{\prime}(0)=0$. There are several possibilities;
(iv) $h$ has $2 L+1$ zeros before $w=0$, or
(v) $h$ has at most $2 L$ zeros followed by a finite value of $r$ where $h=0$, or
(vi) $h$ has fewer than $2 L$ zeros and $w>0$ on $(0, \infty)$. These three possibilities are eliminated in the same way as in (i)-(iii) above. We conclude that $h$ has exactly $2 L$ zeros and $w>0$ on $0<r<\infty$. This implies that $0<w<w_{0}$ for every $r>r_{2 L}$ and $\lim _{r \rightarrow \infty} w(r)=0$. Thus $\alpha_{L} \equiv \gamma_{2 L+1}$ and the theorem is proved.
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#### Abstract

This paper treats the steady motion under gravity of both inextensible and elastic strings that are simultaneously whirled and drawn. The motion is governed by a quasilinear system of singular ordinary differential equations that depend on the two parameters $\omega$ and $\gamma$, which are the rates of whirling and drawing. The singular nonlinear problem is approximated by a sequence of regular problems to which global multiparameter bifurcation theory is applied. It is then shown that the sequence of solution sheets for the approximating problems converges to solution sheets of the actual problem. All these solution sheets, infinite in number, are shown to bifurcate from the $\omega$ - and $\gamma$-axes, which form the boundaries of the continuous spectra for the problem linearized about the trivial solution. (These linearized problems have no eigenvalues.) Nevertheless, each bifurcating sheet is characterized by a novel and distinctive nodal pattern. The nature of steady shocks in elastic strings is briefly discussed.
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1. Introduction. Global studies of the steady whirling of strings began with the work of Kolodner [17]. Such problems have stimulated many advances in global bifurcation theory. (A comprehensive bibliography is given by Alexander, Antman and Deng [3].) Of special relevance for our present investigation is the work of Stuart [28]. His model for a process by which fibers are spun is that of an inextensible string having a fixed configuration in a vertical plane rotating with constant angular speed about the vertical axis. The string is subjected to unusual boundary conditions. Stuart's beautiful analysis represents the first application of the global bifurcation theory of Crandall and Rabinowitz [10], [11] and Rabinowitz [23], [24] to a concrete problem from physics.

Although he described the manufacturing process as one in which fibers are both whirled and drawn, Stuart in fact ignored the longitudinal motion. As we shall show, the presence of both longitudinal and rotational motions results in a Coriolis acceleration, which prevents the fiber from remaining in a rotating plane, as Stuart required. Moreover, shocks can form in an elastic string that is being drawn. Thus the more realistic model we shall present introduces several qualitatively new and interesting phenomena.

The actual formulation of our problem, carried out in § 2, requires care because the material particles forming the fiber under study change with time. The problem has two basic parameters: the speed of drawing $\gamma$ and the angular rotation speed $\omega$.

In § 3 we work out the full bifurcation analysis for a special elastic string for which the boundary value problem admits a closed-form solution. This example shows that bifurcating sheets of solutions exhibit remarkable nodal properties characteristic

[^33]of solution sets for all kinds of strings. Other features of its solutions are not typical, however, as we show in the subsequent analysis.

In § 4 we carry out an analysis of the regularity of solutions, which enables us to reformulate the problem in a more tractable form. In $\S 5$ we give a careful formulation of the equations for inextensible strings. This formulation supports the global bifurcation analysis of § 6 , the heart of the paper. Here we employ a delicate regularization procedure to handle the troublesome singularities of the governing equations. We ultimately obtain the remarkable bifurcation diagram of Fig. 6.63. It shows that all bifurcating sheets of solutions bifurcate from the $\omega$ and $\gamma$ axes (which are the boundaries of the continuous spectra for the linearization). Associated with each bifurcating sheet is a distinctive nodal pattern. This nodal pattern obviously cannot be inherited from that of the linearized problem, because the solutions of the linearized problem have no nodal pattern. In § 7 we examine some aspects of the behavior of elastic strings.

We denote ordinary derivatives by primes and partial derivatives by subscripts. Thus the partial derivative of $(\alpha, \beta, t) \mapsto f(\alpha, \beta, t)$ with respect to $t$ at $(\alpha, \beta, t)$ is denoted $f_{t}(\alpha, \beta, t)$. The partial derivative of $(\alpha, t) \mapsto f(\alpha, b(t), t)$ with respect to $t$ at $(\alpha, t)$ is denoted $(\partial / \partial t) f(\alpha, b(t), t)=f_{\beta}(\alpha, b(t), t) b^{\prime}(t)+f_{t}(\alpha, b(t), t)$. We occasionally use the summation convention for twice repeated Latin indices ranging over $1,2,3$.
2. Formulation of the governing equations. Let $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$ represent a fixed righthanded orthonormal basis for Euclidean 3-space $\mathbb{E}^{3}$. Let $a \geqq 0$. We study the whirling motion under gravity of that part of a string lying between $\mathbf{0}$ and $a \mathbf{k}$ when it is being fed through an inlet at $\mathbf{0}$ and is being withdrawn through an outlet at $a \mathbf{k}$. Gravity is taken to act in either the $\mathbf{k}$ or $-\mathbf{k}$ direction.

Let $\zeta$ parametrize an unstressed reference configuration of the string. $\zeta$ identifies a typical material point of the string. Let $\xi(\tau)$ and $\eta(\tau)$ be the material points of the string that respectively pass through $\mathbf{0}$ and $a \mathbf{k}$ at time $\tau$. Let $\mathbf{p}(\zeta, t)$ be the position of material point $\zeta$ at time $t$. Then by definition of $\xi$ and $\eta$ we have

$$
\begin{equation*}
\mathbf{p}(\xi(t), t)=\mathbf{0}, \quad \mathbf{p}(\eta(t), t)=a \mathbf{k} \tag{2.1}
\end{equation*}
$$

We assume that $\mathbf{p}(\cdot, t)$ is absolutely continuous so that it has a derivative almost everywhere and has a well defined length. The stretch at ( $\zeta, t$ ), which is the local ratio of deformed to reference length at $(\zeta, t)$, is

$$
\begin{equation*}
\delta(\zeta, t) \equiv\left|\mathbf{p}_{\zeta}(\zeta, t)\right| . \tag{2.2}
\end{equation*}
$$

The string is inextensible if $\delta$ is constrained to equal 1 , no matter what system of forces acts on the string. The arc length of the curve $\mathbf{p}(\cdot, t)$ between $\mathbf{p}(\alpha, t)$ and $\mathbf{p}(\beta, t)$ is

$$
\begin{equation*}
\sigma(\alpha, \beta, t)=\int_{\alpha}^{\beta} \delta(\zeta, t) d \zeta \tag{2.3}
\end{equation*}
$$

From (2.1) we find that the arc length of $\mathbf{p}(\cdot, t)$ between $\mathbf{0}$ and $\mathbf{p}(\xi(\tau), t)$ is $\sigma(\xi(t), \xi(\tau), t)$.

We now seek steady motions of the string in which it is fed in at $\mathbf{0}$ and withdrawn at $a \mathbf{k}$ at a constant rate and in which the configuration of the active part of the string, i.e., the part between $\mathbf{0}$ and $a \mathbf{k}$, occupies a rigid space curve that is rotating about the $\mathbf{k}$-axis with a constant angular velocity $\omega$. We now translate these requirements into precise analytic forms. We assume that

$$
\begin{equation*}
\xi^{\prime}(\tau)=\eta^{\prime}(\tau)=-\gamma<0 \tag{2.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
\xi(\tau)=\xi(0)-\gamma \tau, \quad \eta(\tau)=\eta(0)-\gamma \tau \tag{2.5}
\end{equation*}
$$

Thus

$$
\begin{equation*}
l \equiv \eta(\tau)-\xi(\tau)=\eta(0)-\xi(0) \tag{2.6}
\end{equation*}
$$

is independent of $\tau$. (The prescription of $l$ for uniform strings, which are defined below, is equivalent to the prescription of the amount of material in the active part of the string.) Let us set

$$
\begin{equation*}
s=\gamma(t-\tau)=\xi(\tau)-\xi(t) \tag{2.7}
\end{equation*}
$$

Note that if $\xi(t) \leqq \xi(\tau) \leqq \eta(t)$, then $s \in[0, l]$. We require that the string lie on a rotating rigid space curve $\mathbf{r}(\cdot, t)$, which (without loss of generality) must have the form

$$
\begin{gather*}
\mathbf{r}(s, t)=x_{m}(s) \mathbf{e}_{m}(t) \quad \text { for } s \in[0, l]  \tag{2.8}\\
\mathbf{e}_{1}(t) \equiv \cos \omega t \mathbf{i}+\sin \omega t \mathbf{j}, \quad \mathbf{e}_{2}(t) \equiv \mathbf{k} \times \mathbf{e}_{1}(t), \quad \mathbf{e}_{3}(t) \equiv \mathbf{k}, \tag{2.9}
\end{gather*}
$$

by setting

$$
\begin{equation*}
\mathbf{p}(\xi(\tau), t) \equiv \mathbf{p}(\xi(t)+s, t)=\mathbf{r}(s, t) \equiv \mathbf{r}(\gamma(t-\tau), t) . \tag{2.10}
\end{equation*}
$$

The absolute continuity of $\mathbf{p}(\cdot, t)$ ensures that of $\mathbf{r}(\cdot, t)$. We are actually requiring that the motion of the string be a travelling wave with $s$ representing the fixed phase.

Under these conditions we have

$$
\begin{equation*}
\mathbf{p}_{\zeta}(\xi(\tau), t)=\mathbf{r}_{s}(s, t) \tag{2.11a}
\end{equation*}
$$

so that (2.2) and (2.10) imply that

$$
\begin{equation*}
\delta(\xi(\tau), t)=\left|\mathbf{r}_{s}(s, t)\right| \equiv \nu(s) \tag{2.11b}
\end{equation*}
$$

since $\left|\mathbf{r}_{s}(s, t)\right|$ does not depend explicitly on $t$. Moreover, the equality of the extremes of (2.10) implies that

$$
\begin{gather*}
\mathbf{p}_{t}(\xi(\tau), t)=\gamma \mathbf{r}_{s}(s, t)+\omega \mathbf{k} \times \mathbf{r}(s, t),  \tag{2.12}\\
\mathbf{p}_{t t}(\xi(\tau), t)=\gamma^{2} \mathbf{r}_{s s}(s, t)+2 \omega \gamma \mathbf{k} \times \mathbf{r}_{s}-\omega^{2}\left[x_{1}(s) \mathbf{e}_{1}(t)+x_{2}(s) \mathbf{e}_{2}(t)\right] \tag{2.13}
\end{gather*}
$$

whenever $\mathbf{r}(\cdot, t)$ is twice continuously differentiable. Note that the speeds at $\mathbf{0}$ and $a \mathbf{k}$ of the material points occupying them are

$$
\begin{equation*}
\left|\mathbf{p}_{t}(\xi(t), t)\right|=\gamma \nu(0), \quad\left|\mathbf{p}_{t}(\eta-(t), t)\right|=\gamma \nu(l) . \tag{2.14}
\end{equation*}
$$

These are not necessarily equal. For a uniform string, (2.4) can be interpreted as a requirement that the mass fluxes at $\mathbf{0}$ and $a \mathbf{k}$ be equal. This requirement, rather than the equality of the entrance and exit speeds (given by (2.14)), is essential for steady motions.

We could have alternatively chosen to parametrize $\mathbf{r}$ by the arc length $\sigma(\xi(t), \xi(\tau), t)$ from 0 to $\mathbf{p}(\xi(\tau), t)$. We should then have to require that

$$
\begin{equation*}
\sigma(\xi(t+\lambda), \xi(\tau+\lambda), t+\lambda)=\sigma(\xi(t), \xi(\tau), t) \quad \forall \lambda \tag{2.15a}
\end{equation*}
$$

We would therefore obtain from (2.5) and (2.15a) that

$$
\begin{equation*}
\sigma_{t}(\xi(t), \xi(\tau), t)=\gamma[\delta(\xi(\tau), t)-\delta(\xi(t), t)] \tag{2.15b}
\end{equation*}
$$

In this case the resulting equations would be cluttered with $\delta$ 's.

Having described the kinematics of the steady motion of our string, we now turn to the mechanics. To ensure that the string admits motion (2.10) solely under the action of gravity, we require that the string be uniform, i.e., that its mass density $\rho A$ per unit natural length be a positive constant and that its constitutive functions be independent of $\zeta$. Otherwise (2.10) would represent a constraint, which would have to be maintained by artificial (time-varying) constraint forces. Since $\rho A$ is constant, equation (2.6) implies that the total mass of the active part of the string is independent of $t$.

Let $\mathbf{n}(\zeta, t)$ be the resultant contact force exerted by the material of $\{\chi: \chi>\zeta\}$ on that of $\{\chi: \chi \leqq \zeta\}$ at time $t$. The defining property of a string is that $\mathbf{n}(\zeta, t)$ be tangent to the curve $\mathbf{p}(\cdot, t)$ at $\mathbf{p}(\zeta, t)$, i.e., that $\mathbf{n}$ have the form

$$
\begin{equation*}
\mathbf{n}(\zeta, t)=\tilde{n}(\zeta, t) \mathbf{p}_{\zeta}(\zeta, t) / \delta(\zeta, t) \tag{2.16}
\end{equation*}
$$

$\tilde{n}(\zeta, t)$ is the tension at $(\zeta, t)$. The string is in tension at $(\zeta, t)$ if $\tilde{n}(\zeta, t)>0$ and in compression at $(\zeta, t)$ if $\tilde{n}(\zeta, t)<0$.

The string is elastic (and uniform) if there is a function $(0, \infty) \ni \nu \mapsto N(\nu) \in \mathbb{R}$ such that

$$
\begin{equation*}
\tilde{n}(\zeta, t)=N(\delta(\zeta, t)) . \tag{2.17}
\end{equation*}
$$

We assume that $N$ is continuously differentiable and that

$$
\begin{equation*}
N^{\prime}(\nu)>0, \quad N(1)=0, \quad N(\nu) \rightarrow \infty \quad \text { as } \nu \rightarrow \infty, \quad N(\nu) \rightarrow-\infty \quad \text { as } \nu \rightarrow 0 . \tag{2.18}
\end{equation*}
$$

For the steady motions we study, we set

$$
\begin{equation*}
\tilde{n}(\xi(\tau), t)=\tilde{n}(s+\xi(0)-\gamma t, t) \equiv n(s, t) \tag{2.19}
\end{equation*}
$$

(cf. (2.5), (2.7)). In this case (2.11) implies that (2.17) reduces to

$$
\begin{equation*}
n(s, t)=N(\nu(s)) \tag{2.20}
\end{equation*}
$$

so that $n$ is independent of $t$ for elastic strings. We henceforth drop the argument $t$ of $n$.

The string is inextensible if

$$
\begin{equation*}
\nu(s)=1 \quad \forall s \in[0, l] \tag{2.21}
\end{equation*}
$$

no matter what tension field is acting. For an inextensible string, the constraint force $n$ is retained as a fundamental unknown of the problem. (It is the Lagrange multiplier maintaining the constraint of inextensibility.) We shall seek solutions for which $n$ is locally integrable. As part of our definition of steady motion for such strings we require that $n$ be independent of $t$.

Since we expect that the string might sustain shocks we formulate its equations of motion in the weakest possible form as impulse-momentum laws (cf. [5]). Let $g$ denote the acceleration of gravity. If the only forces acting on the active part of the string executing the motion described above are its weight acting in the $\mathbf{k}$ or $-\mathbf{k}$ direction and the forces acting on its ends, then the impulse-momentum law for each material segment $\left(\xi\left(\tau_{1}\right), \xi\left(\tau_{2}\right)\right)$ in ( $\left.\xi(t), \eta(t)\right)$ and for each time interval $\left(t_{1}, t_{2}\right)$ is

$$
\begin{align*}
& \left.\int_{t_{1}}^{t_{2}} \frac{\tilde{n}(\zeta, t) \mathbf{p}_{\zeta}(\zeta, t)}{\delta(\zeta, t)}\right|_{\zeta=\xi\left(\tau_{1}\right)} ^{\zeta=\xi\left(\tau_{2}\right)} d t+\varepsilon \rho A g\left[\xi\left(\tau_{2}\right)-\xi\left(\tau_{1}\right)\right]\left(t_{2}-t_{1}\right) \mathbf{k} \\
& \quad=\left.\rho A \int_{\xi\left(\tau_{1}\right)}^{\xi\left(\tau_{2}\right)} \mathbf{p}_{t}(\zeta, t)\right|_{t=t_{1}} ^{t=t_{2}} d \zeta \tag{2.22a}
\end{align*}
$$

where $\varepsilon= \pm 1$. We now use (2.5), (2.7), (2.11), (2.12) to convert (2.22a) to the following form

$$
\begin{align*}
&\left.\int_{t_{1}}^{t_{2}} \frac{n(\gamma(t-\tau)) \mathbf{r}_{s}(\gamma(t-\tau), t)}{\rho A \nu(\gamma(t-\tau))}\right|_{\tau=\tau_{1}} ^{\tau=\tau_{2}} d t-\varepsilon g \gamma\left(\tau_{2}-\tau_{1}\right)\left(t_{2}-t_{1}\right) \mathbf{k} \\
&=\left.\int_{\xi\left(\tau_{1}\right)}^{\xi\left(\tau_{2}\right)}\left[\gamma \mathbf{r}_{s}(\zeta-\xi(0)+\gamma t, t)+\omega \mathbf{k} \times \mathbf{r}(\zeta-\xi(0)+\gamma t, t)\right]\right|_{t=t_{1}} ^{t=t_{2}} d \zeta  \tag{2.22b}\\
&=\int_{\gamma\left(t_{2}-\tau_{1}\right)}^{\gamma\left(t_{2}-\tau_{2}\right)}\left[\gamma \mathbf{r}_{s}\left(s, t_{2}\right)+\omega \mathbf{k} \times \mathbf{r}\left(s, t_{2}\right)\right] d s \\
& \quad-\int_{\gamma\left(t_{1}-\tau_{1}\right)}^{\gamma\left(t_{1}-\tau_{2}\right)}\left[\gamma \mathbf{r}_{s}\left(s, t_{1}\right)+\omega \mathbf{k} \times \mathbf{r}\left(s, t_{1}\right)\right] d s .
\end{align*}
$$

Since $\mathbf{r}(\cdot, t)$ is absolutely continuous and since $\mathbf{r}(s, \cdot)$ is analytic, we can differentiate (2.22) with respect to $t_{2}$ almost everywhere, obtaining

$$
\begin{align*}
& {\left.\left[\frac{n(s)}{\rho A \nu(s)}-\gamma^{2}\right] \mathbf{r}_{s}(s, t)\right|_{s_{1}} ^{s_{2}}+\varepsilon g\left(s_{2}-s_{1}\right) \mathbf{k}} \\
& \quad=2 \omega \gamma \mathbf{k} \times\left.\mathbf{r}(s, t)\right|_{s_{1}} ^{s_{2}}+\omega^{2} \int_{s_{1}}^{s_{2}} \mathbf{k} \times[\mathbf{k} \times \mathbf{r}(s, t)] d s \tag{2.23}
\end{align*}
$$

where we have set $s_{2}=\gamma\left(t_{2}-\tau_{2}\right), s_{1}=\gamma\left(t_{2}-\tau_{1}\right)$ and have replaced $t_{2}$ by $t$.
Let us now set

$$
\begin{equation*}
m(s, \gamma)=\frac{n(s)}{\rho A \nu(s)}-\gamma^{2}, \quad M(\nu, \gamma)=\frac{N(\nu)}{\rho A \nu}-\gamma^{2} \tag{2.24a}
\end{equation*}
$$

(so that

$$
\begin{equation*}
m(s, \gamma)=M(\nu(s), \gamma) \tag{2.24b}
\end{equation*}
$$

for elastic strings),

$$
\begin{equation*}
u(s)=x_{1}(s)+i x_{2}(s), \quad z(s)=x_{3}(s) \tag{2.25a}
\end{equation*}
$$

where $i$ is the imaginary unit. Thus

$$
\begin{equation*}
\nu^{2}=\left|u^{\prime}\right|^{2}+\left(z^{\prime}\right)^{2} \tag{2.25b}
\end{equation*}
$$

Then we can write (2.23) and the boundary conditions corresponding to (2.4) as

$$
\begin{gather*}
\left.m(y, \gamma) u^{\prime}(y)\right|_{c} ^{s}=\left.2 i \omega \gamma u(y)\right|_{c} ^{s}-\omega^{2} \int_{c}^{s} u(y) d y  \tag{2.26}\\
 \tag{2.27}\\
u(0)=0=u(l)  \tag{2.28}\\
\\
m(s, \gamma) z^{\prime}(s)=\varepsilon g(b-s)
\end{gather*}
$$

where $b$ is a constant of integration,

$$
\begin{equation*}
z(0)=0, \quad z(l)=a \tag{2.29}
\end{equation*}
$$

Equations (2.26) and (2.28) are to hold for all $[c, s] \subset[0, l]$.
If (2.26)-(2.29) has a solution with $u$ absolutely continuous, then $m u^{\prime}$ is absolutely continuous and $m z^{\prime}$ is an affine function of $s$. We can therefore differentiate (2.26) and (2.28) with respect to $s$ almost everywhere to obtain

$$
\begin{align*}
& \left(m u^{\prime}\right)^{\prime}-2 i \omega \gamma u^{\prime}+\omega^{2} u=0,  \tag{2.30}\\
& \left(m z^{\prime}\right)^{\prime}+\varepsilon g=0 . \tag{2.31}
\end{align*}
$$

If the configuration of the string is confined to a vertical plane through $\mathbf{k}$ rotating about $\mathbf{k}$ with angular velocity $\omega$, then we can always take $u$ to be real. In this case (2.26) and (2.27) imply that $\omega \gamma u=0$. If $\gamma>0$, then either the solution is trivial: $u=0$, or else $\omega=0$. In the latter case (2.26) implies that

$$
\begin{equation*}
\left.m u^{\prime}=\mathscr{C} \text { (real const. }\right) . \tag{2.32}
\end{equation*}
$$

Now (2.28) and (2.32) imply that $m^{2} \nu^{2}=\mathscr{C}^{2}+g^{2}(b-s)^{2}$. We require that $\nu>0$. Thus if $m$ should vanish on [ $0, l]$, it could do so only at $s=b$ provided $b \in[0, l]$. In this case (2.32) would imply that $\mathscr{C}=0$ and therefore $u^{\prime}=0$. Conditions (2.27) would then imply that $u=0$. If $m$ vanishes nowhere, then (2.32) and (2.37) imply that $\mathscr{C}=0$. Thus if $\gamma>0$, then the only planar solution of boundary value problem (2.26)-(2.29) is the trivial solution.

The equations for an elastic string are obtained by supplementing (2.26)-(2.29) with the constitutive equation (2.24b). The equations for an inextensible string are obtained by retaining $n$ or $m$ as a fundamental variable in (2.23) and by setting $\nu=1$, so that

$$
\begin{equation*}
\left(z^{\prime}\right)^{2}=1-\left|u^{\prime}\right|^{2} . \tag{2.33}
\end{equation*}
$$

In principle, we can determine $m$ from (2.28), (2.29), (2.33) in terms of $\left|u^{\prime}\right|^{2}$. (Note that $m$ does not now depend on the $u^{\prime}$ or $z^{\prime}$ through a composition of $M$ with $\nu$.) Solutions for $m$ can be substituted into (2.26) to obtain a system for $u$ alone. We shall discuss the details of this procedure in $\S 5$.
3. Example. If $\nu_{0}>1$, then a conceivable form for the restriction of $N$ to $\left[\nu_{0}, \infty\right)$ is

$$
\begin{equation*}
N(\nu)=\alpha^{2} \rho A \nu \quad \text { for } \nu \geqq \nu_{0} \tag{3.1}
\end{equation*}
$$

where $\alpha^{2}$ is a positive constant. The substitution of (3.1) into (2.30), (2.27)-(2.29) reduces them to

$$
\begin{align*}
& \left(\alpha^{2}-\gamma^{2}\right) u^{\prime \prime}-2 i \omega \gamma u^{\prime}+\omega^{2} u=0, \quad u(0)=0=u(l),  \tag{3.2}\\
& \left(\alpha^{2}-\gamma^{2}\right) z^{\prime}=\varepsilon g(b-s), \quad z(0)=0, \quad z(l)=a . \tag{3.3}
\end{align*}
$$

$\gamma^{2}$ cannot equal $\alpha^{2}$ if (3.3) is to have a solution. If $\gamma^{2} \neq \alpha^{2}$, then the solution of (3.3) is

$$
\begin{equation*}
z=\frac{\varepsilon g s(b-s / 2)}{\alpha^{2}-\gamma^{2}}=\frac{a s}{l}+\frac{\varepsilon g s(l-s)}{2\left(\alpha^{2}-\gamma^{2}\right)} \tag{3.4a}
\end{equation*}
$$

with

$$
\begin{equation*}
b=\frac{l}{2}+\frac{\varepsilon\left(\alpha^{2}-\gamma^{2}\right) a}{g l} . \tag{3.4b}
\end{equation*}
$$

Problem (3.2) has a nontrivial solution if and only if

$$
\begin{equation*}
\omega=\frac{k \pi}{\alpha l}\left(\alpha^{2}-\gamma^{2}\right), \quad k= \pm 1, \pm 2, \cdots \tag{3.5}
\end{equation*}
$$

If $l$ is fixed, (3.5) defines a countable family of parabolic eigencurves in the $(\omega, \gamma)$-plane. If $l$ is variable, then (3.5) defines a countable family of eigensurfaces in ( $\omega, \gamma, l$ )-space. Corresponding to (3.5) are the nontrivial solutions

$$
\begin{equation*}
u^{k}=B \sin \frac{k \pi s}{l} \exp i\left(\frac{k \pi \gamma s}{\alpha l}\right) . \tag{3.6}
\end{equation*}
$$

Let us now check that $\nu \geqq \nu_{0}$. From (3.4) and (3.6) we obtain

$$
\begin{equation*}
\nu^{2}=\left(\frac{a}{l}+\frac{\varepsilon g(l-2 s)}{2\left(\alpha^{2}-\gamma^{2}\right)}\right)^{2}+\left(B \frac{k \pi}{l}\right)^{2}\left(\cos ^{2}\left(\frac{k \pi s}{l}\right)+\left(\frac{\gamma}{\alpha}\right)^{2} \sin ^{2}\left(\frac{k \pi s}{l}\right)\right) . \tag{3.7}
\end{equation*}
$$

We can ensure that $\nu \geqq \nu_{0}$ for all $B$ by taking

$$
\begin{equation*}
\frac{a}{l}+\frac{\varepsilon g(l-2 s)}{2\left(\alpha^{2}-\gamma^{2}\right)} \geqq \nu_{0}, \tag{3.8}
\end{equation*}
$$

i.e., by taking

$$
\begin{equation*}
\frac{a}{l}-\frac{g l}{2\left|\alpha^{2}-\gamma^{2}\right|} \geqq \nu_{0} \quad \text { or equivalently }\left|\gamma^{2}-\alpha^{2}\right| \geqq \frac{g l}{2\left(a-\nu_{0} l\right)} . \tag{3.9}
\end{equation*}
$$

Since $\nu_{0}>1$, the first form of (3.9) requires that $a / l>\nu_{0}>1$. This means that the distance $a$ between inlet and outlet exceeds the natural length $l$ of the string. When (3.9) holds, (3.4b) yields

$$
\begin{equation*}
\left|b-\frac{l}{2}\right| \geqq \frac{l}{2}\left(\frac{a}{a-\nu_{0} l}\right)>\frac{l}{2} . \tag{3.10}
\end{equation*}
$$

Thus $b \notin[0, l]$ so that (3.3) implies that $z$ is strictly increasing along the length of the curve.

In the space of $(\omega, \gamma, u)$ the solution pairs are represented by cylindrical surfaces above the eigencurves (3.5) with the points at which $\nu \leqq \nu_{0}$ excluded. (Thus the planes $\gamma= \pm \alpha$ are excluded.) We sketch the curves (3.5) in Fig. 3.11. On the $k$ th sheet $\left|u^{k}\right|$ has exactly $(k-1)$ interior zeros (which are simple), but the number of zeros of $x_{1}^{k}$ and $x_{2}^{k}$ varies markedly with $\gamma$ along the sheet. The shape of the string for $k=3$ and $\gamma / \alpha=6$ is sketched in Fig. 3.12. (The virtues of (3.1) for other "nonlinear" problems for strings were recognized by Keller [16].)
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Our goal in the remainder of this paper is to determine which properties of this example are typical of all materials.
4. Regularity of solutions. A solution of the boundary value problem (2.26)-(2.29) is trivial if $u=0$ and nontrivial otherwise. We seek nontrivial solutions of our boundary value problem for which $u$ and $z$ are absolutely continuous. Throughout this section we suppose that (2.26)-(2.29) has such solutions. Our results apply to them. Below we show that such solutions actually exist.

Equations (2.26) and (2.28) imply that $m u^{\prime}$ and $m z^{\prime}$ are absolutely continuous. Thus $|m \nu|$ is absolutely continuous. But this fact does not imply that $m \nu$ itself is continuous. It can be shown that if $m \nu$ is allowed to be discontinuous, then the governing equations admit an uncountable collection of pathological solutions. (Indeed, the methods of Reeken [25], [26] show that for an elastic string there are solutions of (2.26)-(2.29) with $m \nu$ nowhere negative on an arbitrarily prescribed measurable subset of $[0, l]$ and negative on its complement.) Such kinky solutions correspond to certain kinds of travelling shocks. These cannot exist when the string has some bending stiffness. But the presence of bending stiffness would also exclude other effects that are quite reasonable for our model. (For example, a stiff string supported at two nearby points on the same vertical line could not have a folded; pendant equilibrium configuration confined to the line beneath the supports. Such a configuration is a reasonable approximation to the actual one.) To avoid discussions on the physical admissibility of kinky solutions, we choose to preclude them from consideration by seeking solutions for which $m \nu$ is continuous.

Note that the continuity of $|m \nu|$ and the properties of $N$ given in (2.18) ensure that $\nu$ has a positive lower bound for any solution of the boundary value problem for elastic strings. For inextensible strings $\nu$ is constrained to be 1 .

If the string is inextensible, the requirement that $m \nu$ be continuous reduces to the requirement that $m$ be continuous. If we compute $m^{2}$ from (2.26), (2.28) we find that $m$ could only vanish on $[0, l]$ at $b$, provided $b \in[0, l]$. It then follows from (2.26) and (2.28) that $u$ and $z$ are continuously differentiable on $[0, l] \backslash\{b\}$.

The corresponding results for elastic strings are more delicate. Set

$$
\begin{equation*}
\gamma_{0}^{2}=\inf _{\nu} \frac{N^{\prime}(\nu)}{\rho A} . \tag{4.1}
\end{equation*}
$$

Then (2.18) implies that if $\gamma^{2}<\gamma_{0}^{2}$, then $\nu \mapsto M(\nu, \gamma) \nu$ is strictly increasing on $(0, \infty)$ and has a continuously differentiable inverse. The continuity of $s \mapsto M(\nu(s), \gamma) \nu(s)$ then implies that of $\nu$ when $\gamma^{2}<\gamma_{0}^{2}$. For $\gamma^{2} \geqq \gamma_{0}^{2}$ we cannot in general exclude the possibility of discontinuities in $\nu$ (density shocks). ( $\gamma_{0}$ is the smallest longitudinal wave speed. For special $N$ 's, however, a priori estimates could restrict $\nu$ to an interval on which $s \mapsto M(\nu(s), \gamma) \nu(s)$ is invertible so that $\nu$ would be continuous.) The continuity of $\nu$ implies that $u^{\prime}$ and $z^{\prime}$ are bounded. It follows from (2.28) that $m$ could have at most one zero on $[0, l]$, at $b$, provided $b \in[0, l]$. From (2.26) and (2.28) we then find that $u$ and $z$ are continuously differentiable on $[0, l] \backslash\{b\}$ when $\gamma^{2}<\gamma_{0}^{2}$, or more generally, when the parameters are such that $\nu$ is continuous. Henceforth, without further comment, we shall restrict our attention to parameter ranges for elastic strings for which $\nu$ is continuous.

Equation (2.26) now implies that $s \mapsto m(s, \gamma) u^{\prime}(s)$ is continuously differentiable on $[0, l] \backslash\{b\}$ so that (2.30) and (2.31) hold on this set in the classical sense. This fact does not, by itself, imply that $u$ is twice continuously differentiable here. But if we compute $m^{2} \nu^{2}$ as before, we find that it is continuously differentiable on $[0, l] \backslash\{b\}$. Thus $m \nu$ is continuously differentiable because it cannot vanish here. For the inextensible string, $m$ itself is continuously differentiable and does not vanish on $[0, l] \backslash\{b\}$. From (2.26) and (2.28) we find that $u^{\prime}$ and $z^{\prime}$ are continuously differentiable here. For elastic strings we proceed as before to show that $\nu$ is continuously differentiable (where it is continuous). Since $\nu$ does not vanish, $m$ itself is continuously differentiable on $[0, l] \backslash\{b\}$ and we again find that $u$ and $z \in C^{2}([0, l] \backslash\{b\})$. Now suppose that the complex-valued function $u$ has a double zero at a point $s_{0} \in[0, l] \backslash\{b\}$. Since $m$ does not vanish on $[0, l] \backslash\{b\}$, the initial value problem for (2.30) on the connected component of $[0, l] \backslash\{b\}$ containing $s_{0}$ with initial conditions $u\left(s_{0}\right)=0=u^{\prime}\left(s_{0}\right)$ has the unique solution $u=0$ on this connected component. Thus we conclude that on each connected component of $[0, l] \backslash\{b\}$ either $u=0$ or else all the zeros of $u$ are simple. By the same token we find that if $u$ is not the zero function on $[0, b]$ with $b \in(0, l]$, then the only place its zeros on $[0, b]$ could accumulate is at $b$. An analogous result holds for $u$ nonzero on $[b, l]$.

Let $u$ be a nontrivial solution and let

$$
E=\{s \in(0, l) \backslash\{b\}: u(s) \neq 0\}, \quad F=\left\{\begin{array}{lll}
{[0, b]} & \text { if } u(s)=0 & \text { for } s \in[0, b],  \tag{4.2}\\
{[b, l]} & \text { if } u(s)=0 & \text { for } s \in[b, l] .
\end{array}\right.
$$

Since $u$ is continuous, $E$ is open and can therefore be expressed as a countable union of disjoint open intervals. We now define real-valued functions $v$ and $\phi$ on $E \cup F$ such that

$$
\begin{equation*}
u(s)=v(s) e^{i \phi(s)} \tag{4.3}
\end{equation*}
$$

We do not require $v$ to be positive. Clearly $v(s)= \pm|u(s)|$. On each component open interval of $E, \phi$ is determined by (4.3) to within an integral multiple of $\pi$. Representation (4.3) does not restrict $\phi$ on $F$.

Suppose that $b>0$ and that $u$ is not the zero function on $[0, b]$. Since the zeros of $u$ could accumulate only at $b$, we can number the intervals of $E$ starting with that having 0 as an end point. Let $0 \equiv s_{0}<s_{1}<s_{2}<\cdots$ denote the zeros of $u$ that are less than $b$. On $\left(s_{k}, s_{k+1}\right)$ we set $v=(-1)^{k}|u|, k=0,1, \cdots$. Since $u$ is twice continuously differentiable on $[0, b]$, it follows that $v$ is Lipschitz continuous on $[0, b)$ and twice continuously differentiable on each interval ( $s_{k}, s_{k+1}$ ). On $\left[0, s_{1}\right)$, we take

$$
\begin{equation*}
\phi(s)=\arg u^{\prime}(0)+\int_{0}^{s} \frac{\left[x_{1}(\sigma) x_{2}^{\prime}(\sigma)-x_{2}(\sigma) x_{1}^{\prime}(\sigma)\right]}{|u(\sigma)|^{2}} d \sigma \tag{4.4}
\end{equation*}
$$

where $\arg u^{\prime}(0)$ is well defined by the requirement that it lie in $[0,2 \pi)$ (since $\left.u^{\prime}(0) \neq 0\right)$. We now show that $\phi$ is defined at $s_{1}$. Since $u \in C^{2}([0, b))$, we have

$$
\begin{equation*}
u(s)=\left(s-s_{1}\right) u^{\prime}\left(s_{1}\right)+o\left(s-s_{1}\right), \quad u^{\prime}(s)=u^{\prime}\left(s_{1}\right)+o\left(s-s_{1}\right) \tag{4.5}
\end{equation*}
$$

The use of (4.5) in (4.4) shows not only that the integral converges when the upper limit is $s_{1}$, but also that $\phi^{\prime}\left(s_{1}\right)=0$. We can extend this argument to all the component open intervals of $[0, b)$. Thus (4.4) defines a continuously differentiable function on $[0, b)$ that is twice continuously differentiable on $E \cap[0, b)$. If $b \geqq l$, then $v$ and $\phi$ are completely defined. If $b \in(0, l)$, then we use a similar process to define $v$ and $\phi$ on ( $b, l$ ] when $u$ is not identically zero here. If $u$ is identically zero here, then we set $v=0$ here. The remaining cases are treated similarly. We now substitute (4.3) into (2.30) to obtain

$$
\begin{align*}
& \left(m v^{\prime}\right)^{\prime}-m v\left(\phi^{\prime}\right)^{2}+2 \omega \gamma v \phi^{\prime}+\omega^{2} v=0,  \tag{4.6a}\\
& \left(m \phi^{\prime}\right)^{\prime} v+2 m \phi^{\prime} v^{\prime}-2 \omega \gamma v^{\prime}=0, \tag{4.6b}
\end{align*}
$$

which hold in the classical sense on each component open interval of $E$. We multiply (4.6b) by $v$ and integrate the resulting expression to obtain

$$
\begin{equation*}
m \phi^{\prime} v^{2}=\omega v^{2}+c_{n} \quad \text { on } E_{n} \tag{4.7}
\end{equation*}
$$

where $E_{n}$ is a component open interval of $E$ and $c_{n}$ is a constant. But since $v(s) \rightarrow 0$ as $s$ approaches an end point of $E_{n}$ (which is not $b$ ), the constant $c_{n}$ must be 0 (since $m \phi^{\prime}$ is continuous on $\bar{E} \backslash\{b\}$ ). Since $v(s) \neq 0$ for $s \in E$, we obtain from (4.7) that

$$
\begin{equation*}
m \phi^{\prime}=\omega \gamma \tag{4.8}
\end{equation*}
$$

on $E$. Since $m \phi^{\prime}$ is continuous on $\bar{E} \backslash\{b\}$ it follows that (4.8) holds on $\bar{E} \backslash\{b\}$, the superposed bar denoting the closure. We now substitute (4.8) into (4.6a) and use (2.24a) to obtain

$$
\begin{equation*}
\left(m v^{\prime}\right)^{\prime}+\omega^{2} m^{-1}\left(m+\gamma^{2}\right) v=0 \tag{4.9}
\end{equation*}
$$

on $\bar{E} \backslash\{b\}$. (Note that $m+\gamma^{2}=n / \rho A \nu$.)
There are still a few loose ends to tie up. We shall show that if $u$ has a double zero on $[0, l]$, then $u=0$. This result would imply that (4.9) holds on all of $[0, l]$. To prove these results we first obtain a proposition of some intrinsic interest.

Proposition 4.10. Let $m$ and $\nu$ be continuous and let $(u, z)$ be a nontrivial absolutely continuous solution of (2.26)-(2.29) for $\omega \gamma \neq 0$. If $b \in[0, l]$, then $m(b, \gamma) \neq 0$.

Proof. We restrict our attention to independent variables $s$ lying in $\bar{E} \backslash\{b\}$. From (2.25b) and (4.3) we obtain

$$
\begin{equation*}
\nu^{2}=\left(v^{\prime}\right)^{2}+v^{2}\left(\phi^{\prime}\right)^{2}+\left(z^{\prime}\right)^{2} . \tag{4.11}
\end{equation*}
$$

Thus

$$
\begin{equation*}
m^{2} \nu^{2} \geqq m^{2}\left(v^{\prime}\right)^{2} \geqq 0 . \tag{4.12}
\end{equation*}
$$

From (4.11) and (4.8) we get

$$
\begin{equation*}
m^{2} \nu^{2} \geqq \omega^{2} \gamma^{2} v^{2} \geqq 0 \tag{4.13}
\end{equation*}
$$

From (4.11) and (2.28) we get

$$
\begin{equation*}
|m(s, \gamma)|^{-1} \leqq g^{-1}|b-s|^{-1} \nu(s) \quad \text { for } s \neq b . \tag{4.14}
\end{equation*}
$$

Let us assume for contradiction that $m(b, \gamma)=0$. Since $v$ is continuous on $[0, l],(4.13)$ implies that

$$
\begin{equation*}
v(b)=0 \tag{4.15}
\end{equation*}
$$

and since $m v^{\prime}$ is continuous on $\bar{E} \backslash\{b\}$, (4.12) implies that

$$
\begin{equation*}
m(s, \gamma) v^{\prime}(s) \rightarrow 0 \quad \text { as } s \rightarrow b . \tag{4.16}
\end{equation*}
$$

The integration of (4.9) from $b$ to $s$ and the use of (4.16) yields

$$
\begin{equation*}
m(s, \gamma) v^{\prime}(s)=-\omega^{2} \int_{b}^{s}\left[1+\gamma^{2} m(\sigma, \gamma)^{-1}\right] v(\sigma) d \sigma . \tag{4.17}
\end{equation*}
$$

We now multiply (4.17) by $m(s, \gamma)^{-1} v(s)$, integrate the resulting expression from $b$ to $s$, and use (4.15) to get

$$
\begin{equation*}
\frac{v(s)^{2}}{2}=-\omega^{2} \int_{b}^{s} \frac{v(\sigma)}{m(\sigma, \gamma)} \int_{b}^{\sigma}\left[1+\frac{\gamma^{2}}{m(\tau, \gamma)}\right] v(\tau) d \tau d \sigma . \tag{4.18}
\end{equation*}
$$

Next we divide (4.18) by $m(s)^{2}$ and integrate the resulting expression from $b$ to $s$ to get

$$
\begin{equation*}
\frac{1}{2} \int_{b}^{s} \frac{v(\sigma)^{2}}{m(\sigma, \gamma)^{2}} d \sigma=-\omega^{2} \int_{b}^{s} \frac{1}{m(\sigma, \gamma)^{2}} \int_{b}^{\sigma} \frac{v(\tau)}{m(\tau, \gamma)} \int_{b}^{\tau}\left[1+\frac{\gamma^{2}}{m(\chi, \gamma)}\right] v(\chi) d \chi d \tau d \sigma . \tag{4.19}
\end{equation*}
$$

The integral on the left of (4.19) converges despite the singularity of $m(\sigma, \gamma)^{-1}$ at $\sigma=b$ because (4.13) implies that $\left|v m^{-1}\right| \leqq \nu|\omega \gamma|^{-1}$. This same inequality also implies that the double integral with respect to $\chi$ and $\tau$ on the right side of (4.19) behaves like $(\sigma-b)^{2}$. Thus (4.14) implies that the entire integral on the right side of (4.19) also converges.

Let us set $w=v m^{-1}$ and observe that

$$
\begin{equation*}
2 \int_{b}^{\sigma} w(\tau) \int_{b}^{\tau} w(\chi) d \chi d \tau=\left[\int_{b}^{\sigma} w(\tau) d \tau\right]^{2} \tag{4.20}
\end{equation*}
$$

It then follows from (4.19) that
$\frac{1}{2} \int_{b}^{s} w(\sigma)^{2} d \sigma \leqq-\omega^{2} \int_{b}^{s} m(\sigma, \gamma)^{-2} \int_{b}^{\sigma} w(\tau) \int_{b}^{\tau} m(\chi, \gamma) w(\chi) d \chi d \tau d \sigma$

$$
\begin{align*}
& \leqq \omega^{2}\left|\int_{b}^{s} m(\sigma, \gamma)^{-2} \int_{b}^{\sigma} w(\tau) d \tau\left[\int_{b}^{\sigma} m(\chi, \gamma)^{2} d \chi\right]^{1 / 2}\left[\int_{b}^{s} w(\chi)^{2} d \chi\right]^{1 / 2} d \sigma\right|  \tag{4.21}\\
& \leqq \omega^{2}\left[\int_{b}^{s} w(\sigma)^{2} d \sigma\right] M(s, b), \\
& M(s, b) \equiv\left|\int_{b}^{s} m(\sigma, \gamma)^{-2}\right| \sigma-\left.b\right|^{1 / 2}\left|\int_{b}^{\sigma} m(\chi, \gamma)^{2} d \chi\right|^{1 / 2} d \sigma \mid, \tag{4.22}
\end{align*}
$$

the last two inequalities of (4.21) coming from two applications of the Cauchy-Bunyakovskii-Schwarz inequality.

We now show that $w$ must vanish near $b$ by showing that $M(s, b)$ can be made arbitrarily small by taking $|s-b|$ sufficiently small. Thus we must show that the integrand of (4.22) is integrable.

Let us define the set

$$
\begin{equation*}
A \equiv\left\{\alpha>0:\left|\int_{b}^{s_{0}}\right| \sigma-\left.b\right|^{-2 \alpha} m(\sigma, \gamma)^{2} d \sigma \mid<\infty\right\} \tag{4.23}
\end{equation*}
$$

where $s_{0} \neq \boldsymbol{b}$ is some fixed number (in $\bar{E} \backslash\{b\}$ ). Since $m$ is continuous, $\left(0, \frac{1}{2}\right) \subset A$. Since $\nu$ has a positive lower bound, (4.14) implies that $\left[\frac{3}{2}, \infty\right) \subset A^{c}$, the complement of $A$.

Let $\beta=\sup A$. Thus $\frac{1}{2} \leqq \beta \leqq \frac{3}{2}$ and

$$
\begin{align*}
& \left|\int_{b}^{s_{0}}\right| \sigma-\left.b\right|^{-2(\beta-\varepsilon)} m(\sigma, \gamma)^{2} d \sigma \mid<\infty,  \tag{4.24}\\
& \left|\int_{b}^{s_{0}}\right| \sigma-\left.b\right|^{-2(\beta+\varepsilon)} m(\sigma, \gamma)^{2} d \sigma \mid=\infty \tag{4.25}
\end{align*}
$$

for all $\varepsilon>0$. Condition (4.25) implies that the reciprocal of its integrand is bounded:

$$
\begin{equation*}
m(s, \gamma)^{-2} \leqq C|s-b|^{-2(\beta+\varepsilon)} \quad \text { for } s \text { between } b \text { and } s_{0} . \tag{4.26}
\end{equation*}
$$

Here and below $C$ denotes a positive constant.
Combining (4.26) with (4.14) we have

$$
m(s, \gamma)^{-2} \leqq C|s-b|^{-\mu} \quad \text { where } \mu \equiv \begin{cases}2 & \text { if } \beta \geqq 1,  \tag{4.27}\\ 2(\beta+\varepsilon) & \text { if } \beta<1,\end{cases}
$$

for $s$ between $b$ and $s_{0}$. Using (4.27) and the inequality

$$
\begin{equation*}
\left|\int_{b}^{\sigma} m(\chi, \gamma)^{2} d \chi\right| \leqq|\sigma-b|^{2 \alpha}\left|\int_{b}^{\sigma} \frac{m(\chi, \gamma)^{2}}{|\chi-b|^{2 \alpha}} d \chi\right| \tag{4.28}
\end{equation*}
$$

with $\alpha=b-\varepsilon$, we obtain

$$
\begin{align*}
M(s, b) & \left.\leqq\left|\int_{b}^{s}\right| \sigma-\left.b\right|^{(1 / 2)-\mu+\beta-\varepsilon}\left|\int_{b}^{\sigma} \frac{m(\chi, \gamma)^{2}}{|\chi-b|^{2(\beta-\varepsilon)}} d \chi\right|^{1 / 2} d \sigma \right\rvert\, \\
& \leqq C \int_{b}^{s}|\sigma-b|^{(1 / 2)-\mu+\beta-\varepsilon} d \sigma . \tag{4.29}
\end{align*}
$$

The definition of $\mu$ in (4.27) shows that for sufficiently small $\varepsilon$, the exponent $\frac{1}{2}-\mu+\beta-$ $\varepsilon$, appearing in (4.29), exceeds -1 . Thus (4.21) implies that $w$ and therefore $v$ and $u$ must vanish on a neighborhood of $b$. By the argument preceding (4.2) this fact ensures that $u=0$ on $[0, l]$.

By reproducing our earlier arguments we immediately obtain the following.
Corollary 4.30. Let $m$ and $\nu$ be continuous. Then absolutely continuous solutions $(u, z)$ of (2.26)-(2.29) with $\omega \gamma \neq 0$ are continuously differentiable on $[0, l]$ and therefore twice continuously differentiable solutions of (2.30), (2.31).

Corollary 4.31. Let $m$ and $\nu$ be continuous. If $(u, z)$ is a nontrivial absolutely continuous solution of (2.26)-(2.29) with $\omega \gamma \neq 0$, then all the zeros of $u$ are simple. Moreover, $\phi$ is continuously differentiable on $[0, l]$ and $v$ is a twice continuously differentiable solution of (4.9) on $[0, l]$.
5. Inextensible strings. We begin our study of inextensible strings, for which $\nu$ is constrained to equal 1 , by examining the consequences of (2.28), (2.29), (2.33). Throughout this and the following section we tacitly consider only solutions for which $(u, z)$ is absolutely continuous and $m$ is continuous.

CASE 1. If $z^{\prime}$ has but one sign on $[0, l]$, which must be positive to accommodate (2.29), then
(5.1a, b, c)

$$
z^{\prime}=\sqrt{1-\left|u^{\prime}\right|^{2}}, \quad \int_{0}^{l} \sqrt{1-\left|u^{\prime}\right|^{2}} d s=a, \quad m=\frac{\varepsilon g(b-s)}{\sqrt{1-\left|u^{\prime}\right|^{2}}} .
$$

Case 2. If $b \in(0, l)$ and $z^{\prime}>0$ on $[0, b), z^{\prime}<0$ on $(b, l]$, then
(5.2a, b, c)

$$
\begin{aligned}
& z^{\prime}(s)=\operatorname{sign}(b-s) \sqrt{1-\left|u^{\prime}\right|^{2}}, \\
& \int_{0}^{l} \operatorname{sign}(b-s) \sqrt{1-\left|u^{\prime}\right|^{2}} d s=a, \quad m=\frac{\varepsilon g|b-s|}{\sqrt{1-\left|u^{\prime}\right|^{2}}} .
\end{aligned}
$$

Case 3. If $b \in(0, l)$ and $z^{\prime}<0$ on $[0, b), z^{\prime}>0$ on $(b, l]$, then
(5.3a, b, c)

$$
\begin{aligned}
& z^{\prime}=-\operatorname{sign}(b-s) \sqrt{1-\left|u^{\prime}\right|^{2}}, \\
& -\int_{0}^{l} \operatorname{sign}(b-s) \sqrt{1-\left|u^{\prime}\right|^{2}} d s=a, \quad m=\frac{-\varepsilon g|b-s|}{\sqrt{1-\left|u^{\prime}\right|^{2}}}
\end{aligned}
$$

For inextensible strings we necessarily restrict our attention to problems in which ( $0 \leqq$ ) $a \leqq l$. If $a=l$, then (5.2b) and (5.3b) cannot be satisfied, while ( 5.1 b ) implies that the solution is trivial. Unless there is a statement to the contrary we assume throughout this section that $a<l$. For similar reasons we also assume that $\omega \gamma \neq 0$.

Using (4.3) and (4.8) we obtain from (5.1c), (5.2c), (5.3c) that

$$
\begin{equation*}
m^{2}=\frac{g^{2}|b-s|^{2}+\omega^{2} \gamma^{2} v^{2}}{1-\left(v^{\prime}\right)^{2}} \tag{5.4}
\end{equation*}
$$

from which we can get explicit forms for $m$ in each case. Now we convert (4.9) into a system by setting

$$
\begin{equation*}
y=\omega \gamma v, \quad \omega \gamma w=y^{\prime} m \tag{5.5a,b}
\end{equation*}
$$

so that (5.4) yields

$$
\begin{equation*}
\omega^{2} \gamma^{2} w^{2}=\left(y^{\prime}\right)^{2} m^{2}=\left(y^{\prime}\right)^{2}\left[g^{2}|b-s|^{2}+y^{2}+w^{2}\right] . \tag{5.5c}
\end{equation*}
$$

In Cases 1, 2 and 3, we then have

$$
\begin{equation*}
m(s)=\varepsilon \operatorname{sign}(b-s)|m(s)|, \quad m=\varepsilon|m|, \quad m=-\varepsilon|m|, \tag{5.6a}
\end{equation*}
$$

respectively. Here we take

$$
\begin{equation*}
|m(s)|=\sqrt{g^{2}|b-s|^{2}+y(s)^{2}+w(s)^{2}} . \tag{5.6b}
\end{equation*}
$$

Then (4.9) reduces to each of the equivalent systems:

$$
\begin{array}{ll}
v^{\prime}=\frac{w}{m}, & w^{\prime}=-\omega^{2}\left(1+\gamma^{2} / m\right) v, \\
y^{\prime}=\frac{\omega \gamma w}{m}, & w^{\prime}=\frac{-\omega}{\gamma}\left(1+\gamma^{2} / m\right) y . \tag{5.7b}
\end{array}
$$

In (5.7b) $m$ has the form (5.6) and, in (5.7a), $m$ has the same form, but with $y$ expressed in terms of $v$ by (5.5a). In (5.7b) $m$ does not depend upon the eigenvalue parameters $\omega$ and $\gamma$, but the value of $\gamma=0$ is singular. This formulation is useful for comparison theorems, but the problem in which $\gamma=0$ cannot be readily treated in this setting. In (5.7a), the right sides of the equations are regular in the parameters, but the dependence is complicated because $m$ also depends on $\omega \gamma$. In view of (4.3), equation (5.7) has the boundary conditions

$$
\begin{equation*}
y(0)=0=y(l) . \tag{5.8}
\end{equation*}
$$

Note that Proposition 4.10 and (5.1c) imply that if there is a nontrivial solution corresponding to Case 1 , then $b \notin[0, l]$. We can now consolidate the nontrivial cases of our problem. Let

$$
\eta \equiv\left\{\begin{array}{r}
1 \quad \text { in Case } 1 \text { when } b \geqq l \text { and in Case 2, }  \tag{5.9}\\
-1 \quad \text { in Case } 1 \text { when } b \leqq 0 \quad \text { and in Case } 3 .
\end{array}\right.
$$

Then (5.6) reduces to

$$
\begin{equation*}
m=\varepsilon \eta|m| \tag{5.10}
\end{equation*}
$$

while (5.1a), (5.2a), (5.3a) yield

$$
\begin{equation*}
z^{\prime}(s)=\eta \operatorname{sign}(b-s) \sqrt{1-\left|u^{\prime}(s)\right|^{2}}=\eta g(b-s) /|m| . \tag{5.11}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
r=\sqrt{y^{2}+w^{2}} . \tag{5.12}
\end{equation*}
$$

Thus (5.1b), (5.2b), (5.3b) have the form

$$
\begin{equation*}
A[b, r] \equiv g \int_{0}^{l}[(b-s) /|m|] d s=\eta a . \tag{5.13}
\end{equation*}
$$

For $r \neq 0$, we readily find that

$$
\begin{equation*}
A[b, r] \rightarrow \pm l \quad \text { as } b \rightarrow \pm \infty, \quad A_{b}[b, r]=g \int_{0}^{l} r^{2}|m|^{-3} d s \tag{5.14}
\end{equation*}
$$

This means that if $a<l$, we can solve (5.18) uniquely for $b$ in terms of $r$ and $\eta a$ whenever $r \neq 0$. We denote the solution as $b=\beta[r]$. The classical implicit function theorem in Banach space implies that $\beta$ is continuously differentiable on $C^{0} \backslash\{0\}$. For trivial solutions, we find that $2 b=2 \beta[0]=l+\eta a$ if $a<l$, but that $b$ is not defined if $a=l$, in which case $b$ can assume any value in $\mathbb{R} \backslash(0, l)$. In this case, however, $z^{\prime}=1$ and the configuration is well defined, but

$$
\begin{equation*}
m(s)=\varepsilon \eta g|b-s| . \tag{5.15}
\end{equation*}
$$

Thus there is a whole family of compatible tensions when $a=l$. For $a<l, m$ is uniquely determined from $b$ by (5.15).

At this stage it is convenient to obtain some estimates for $A[b, r]$. Suppose that $R$ is a positive number with $R \geqq r$. We have the following inequalities:

If $b \leqq 0$,

$$
\begin{align*}
-l & =A[b, 0] \leqq A[b, r] \leqq A[b, R] \\
& =\sqrt{b^{2}+R^{2} / g^{2}}-\sqrt{(l-b)^{2}+R^{2} / g^{2}}, \tag{5.16a}
\end{align*}
$$

if $b \in(0, l)$,

$$
\begin{align*}
\sqrt{b^{2}+R^{2} / g^{2}}-R / g-(l-b) & =g \int_{0}^{b} \frac{(b-s) d s}{\sqrt{g^{2}(b-s)^{2}+R^{2}}}-g \int_{b}^{l} \frac{|b-s| d s}{\sqrt{g^{2}|b-s|^{2}}} \\
& \leqq g \int_{0}^{l} \frac{(b-s) d s}{\sqrt{g^{2}(b-s)^{2}+r^{2}}} \\
& \equiv A[b, r] \leqq b-g \int_{b}^{l} \frac{|b-s| d s}{\sqrt{g^{2}|b-s|^{2}+R^{2}}}  \tag{5.16b}\\
& =b+R / g-\sqrt{(l-b)^{2}+R^{2} / g^{2}}
\end{align*}
$$

if $b \geqq l$,

$$
\begin{equation*}
\sqrt{b^{2}+R^{2} / g^{2}}-\sqrt{(b-l)^{2}+R^{2} / g^{2}}=A[b, R] \leqq A[b, r] \leqq A[b, 0]=l . \tag{5.16c}
\end{equation*}
$$

We consolidate these inequalities into

$$
\begin{equation*}
A^{-}(b, R) \leqq A[b, r] \leqq A^{+}(b, R) \tag{5.1.1d}
\end{equation*}
$$

where $A^{-}(b, R)$ is defined by the leftmost terms of $(5.16 \mathrm{a}, \mathrm{b}, \mathrm{c})$ and $A^{+}(b, R)$ by the rightmost terms. We illustrate (5.16) in Fig. 5.17.

Equation (5.10) allows us to write (5.7a) as

$$
\begin{equation*}
v^{\prime}=\frac{\varepsilon \eta w}{|m|}, \quad w^{\prime}=-\omega^{2}\left(1+\varepsilon \eta \gamma^{2} /|m|\right) v \tag{5.18}
\end{equation*}
$$

where $|m|$ is given by (5.6b) with $b=\beta[r], r^{2}=\omega^{2} \gamma^{2} v^{2}+w^{2}$. Equation (5.18) is equivalent to

$$
\begin{equation*}
\left(|m| v^{\prime}\right)^{\prime}+\omega^{2}\left[\varepsilon \eta+\gamma^{2} /|m|\right] v=0 . \tag{5.19}
\end{equation*}
$$

The conversion of (5.7b) is analogous. Indeed, $v$ satisfies (5.19) with the appropriate form of $|m|$.
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The formal linearization of (5.19) is obtained by replacing $|m|$ in (5.10) with $g|s-(l+\eta a) / 2|$. In this case (5.19) reduces to the singular Sturm-Liouville equation

$$
\begin{equation*}
g\left(|s-(l+\eta a) / 2| v^{\prime}\right)^{\prime}+\omega^{2}\left[\varepsilon y+\gamma^{2} g^{-1}|s-(l+\eta a) / 2|^{-1}\right] v=0 . \tag{5.20}
\end{equation*}
$$

Independent solutions of (5.20) on either of the intervals $(0,(l+\eta a) / 2)$ or $((l+\eta a) / 2, l)$ are the Bessel functions

$$
\begin{equation*}
J_{ \pm 2 i \omega \gamma / g}\left(2\left[\varepsilon \eta \omega^{2} g^{-1}|s-(l+\eta a) / 2|\right]^{1 / 2}\right) . \tag{5.21}
\end{equation*}
$$

The power series

$$
\begin{equation*}
J_{\nu}(z)=\sum_{m=0}^{\infty} \frac{(-1)^{m}(z / 2)^{\nu+2 m}}{m!\Gamma(\nu+m+1)} \tag{5.22}
\end{equation*}
$$

shows that (5.21) is bounded near $s=(l+\eta a) / 2$. Indeed, when $\varepsilon \eta=1$, the leading term of (5.21) about this point is

$$
\begin{align*}
\Gamma(1 \pm 2 i \omega \gamma / g)^{-1}\{\cos & \left\{\frac{\omega \gamma}{g} \ln \left[\frac{\omega^{2}}{g}\left|s-\frac{(l+\eta a)}{2}\right|\right]\right\}  \tag{5.23}\\
& \left. \pm i \sin \left\{\frac{\omega \gamma}{g} \ln \left[\frac{\omega^{2}}{g}\left|s-\frac{(l+\eta a)}{2}\right|\right]\right\}\right\},
\end{align*}
$$

which is discontinuous at $s=(l+\eta a) / 2$. Analogous results hold for $\varepsilon \eta=-1$. Since the solutions of (5.20), (5.8) must be real combinations of the functions of (5.21), this problem can have no nontrivial continuous solutions. This disturbing observation is a manifestation of the failure of the integral operator corresponding to (5.18), (5.8), say, to be Fréchet differentiable on all of $C^{0} \times C^{0}$.

Remarks. (i) That solutions of our boundary value problems should be continuous is a consequence of the underlying physics. The problem (5.20), (5.8) can be given a very complete spectral analysis in weighted $L_{2}$-spaces by the Weyl theory and its refinements (cf. Coddington and Levinson [8], Dunford and Schwartz [13] and Naimark [22]). But the results of such an analysis are largely irrelevant for our problem. One inkling of the difficulty we face is that nontrivial solutions of (5.20), (5.8) in the appropriate Hilbert space have no discernible nodal structure.
(ii) Tabulations of the properties of Bessel functions of complex order are sparse (apparently because they were once wrongly deemed to be of little use in applications). The following references, kindly provided to us by F. W. J. Olver, may be consulted: Buckens [7], Luke and Weissman [20], Morgan [21].
(iii) For $\gamma=0$, independent solutions of (5.20) are the Bessel functions $J_{0}$ and $N_{0}$ of the argument shown in (5.21). Since $N_{0}$ is singular when its argument vanishes, its coefficient in the general solution must vanish. The remaining coefficient is generally insufficient to handle the two boundary conditions. A strategy for obtaining physically meaningful results in this case, which relies on the introduction of $a$ or $b$ as a second bifurcation parameter, is described in [3].
6. Global bifurcation theory for inextensible strings. To circumvent the difficulties portended by the singularities of (5.20), we let $k$ denote a positive integer and replace (5.13) with the regularized problem

$$
\begin{equation*}
A_{k}[b, r] \equiv A\left[b, \sqrt{r^{2}+k^{-2}}\right] \equiv g \int_{0}^{l} \frac{(b-s) d s}{\sqrt{g^{2}|b-s|^{2}+r(s)^{2}+k^{-2}}}=\eta a . \tag{6.1}
\end{equation*}
$$

For each $k$, considerations like those discussed in the treatment of (5.13) show that (6.1) has a unique solution for $b$, which we denote by $b=\beta_{k}[r]$. The functional $\beta_{k}$ is continuously Fréchet differentiable on $C^{0}$. Next we set

$$
\begin{equation*}
m_{k}(s)=\varepsilon \eta \sqrt{g^{2}\left|\beta_{k}[r]-s\right|^{2}+r(s)^{2}+k^{-2}} . \tag{6.2}
\end{equation*}
$$

We now study the regularized version of (5.18), (5.8)

$$
\begin{equation*}
v^{\prime}=w / m_{k}, \quad w^{\prime}=-\omega^{2}\left(1+\gamma^{2} / m_{k}\right) v, \quad v(0)=0=v(l) \tag{6.3}
\end{equation*}
$$

and the associated integral equations

$$
\begin{align*}
& v(s)=\int_{0}^{s} m_{k}(t)^{-1} w(t) d t  \tag{6.4}\\
& w(s)=\omega^{2}\left[\int_{0}^{l} m_{k}(t)^{-1} d t\right]^{-1} \int_{0}^{l} m_{k}(t)^{-1} \int_{0}^{t}\left[1+\gamma^{2} m_{k}(\tau)^{-1}\right] v(\tau) d \tau d t \tag{6.5}
\end{align*}
$$

$$
-\omega^{2} \int_{0}^{s}\left[1+\gamma^{2} m_{k}(t)^{-1}\right] v(t) d t .
$$

We abbreviate (6.4), (6.5) as

$$
\begin{equation*}
(v, w)=T_{k}(\omega, \gamma, v, w) \tag{6.6}
\end{equation*}
$$

Since the right sides of (6.4) and (6.5) are innocuous, a simple application of the Ascoli-Arzelà theorem shows that $T_{k}$ is a compact and continuous mapping from $\mathbb{R} \times[\mathbb{R} \backslash\{0\}] \times C^{0} \times C^{0}$ to $C^{0} \times C^{0}$. The linearization of (6.6) about the trivial solution, which we denote by

$$
\begin{equation*}
(v, w)=L_{k}(\omega, \gamma)(v, w), \tag{6.7}
\end{equation*}
$$

corresponds to integral equations obtained by replacing $m_{k}$ in (6.4), (6.5) with

$$
\begin{equation*}
m_{k}^{0}(s)=\varepsilon \eta \sqrt{g^{2}\left|\beta_{k}[0]-s\right|+k^{-2}} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \beta_{k}[0]=2 \beta\left[k^{-1}\right]=l+\eta a \sqrt{1+4\left[k^{2} g^{2}\left(l^{2}-a^{2}\right)\right]^{-1}} . \tag{6.9}
\end{equation*}
$$

These integral equations in turn correspond to the regular Sturm-Liouville problem (5.19), (5.8) with $m(s)$ replaced by (6.8). In the formal limit as $k \rightarrow \infty$, these regularized problems reduce to the actual problems of $\S 5$. Our goal is to justify this limit process.

Remark. Had we replaced the radical of (6.1) with $\sqrt{g^{2}|b-s|^{2}+r(s)^{2}}+k^{-1}$ and made analogous changes elsewhere, then we would not have obtained the resulting solution $b=\beta_{k}[0]$ of the equation $A_{k}[b, 0]=a$ in closed form. On the other hand, the boundary value problem corresponding to (6.7) could be solved explicitly in terms of Bessel functions of imaginary order.

To carry out the analysis we shall require the following results from the Sturmian theory for the boundary value problem

$$
\begin{equation*}
\left[p(s, \lambda) u^{\prime}\right]^{\prime}+q(s, \lambda) u=0, \quad u(0)=0=u(l) \tag{6.10}
\end{equation*}
$$

The Prüfer transformation

$$
\begin{equation*}
u=\rho \sin \theta, \quad p u^{\prime}=\rho \cos \theta \tag{6.11}
\end{equation*}
$$

takes (6.10) into the system

$$
\begin{align*}
& \rho^{\prime}=\rho\left[p(s, \lambda)^{-1}-q(s, \lambda)\right] \sin \theta \cos \theta,  \tag{6.12}\\
& \theta^{\prime}=p(s, \lambda)^{-1} \cos ^{2} \theta+q(s, \lambda) \sin ^{2} \theta,  \tag{6.13}\\
& \theta(0)=0, \quad \theta(l)=(j+1) \pi
\end{align*}
$$

where $j$ is an integer. (Note that (6.13) can be solved in closed form when $p$ and $q$ are independent of $s$.)

Theorem 6.15. Let $q$ be continuous and let $p$ be continuous and positive on $[0, l] \times$ $[0, \infty)$. Let the solution of (6.13), (6.14a) (known to exist on $[0, l]$ for each $\lambda \in[0, \infty)$ ) be denoted by $\theta(\cdot, \lambda)$. If

$$
\begin{equation*}
\theta(l, 0) \leqq \pi \quad \text { and } \quad \theta(l, \lambda) \rightarrow \infty \quad \text { as } \lambda \rightarrow \infty, \tag{6.16}
\end{equation*}
$$

then (6.10) has a countable infinity of collections $e_{j}, j=0,1, \cdots$, of eigenvalues with the following properties: $e_{j}$ is a compact subset of $(0, \infty)$,

$$
\begin{aligned}
& 0<\min e_{0}<\min e_{1}<\cdots, \\
& 0<\max e_{0}<\max e_{1}<\cdots, \\
& \min e_{j} \rightarrow \infty \quad \text { as } j \rightarrow \infty,
\end{aligned}
$$

the eigenspace corresponding to any eigenvalue is one-dimensional, an eigenfunction corresponding to any eigenvalue in $e_{j}$ has exactly $j+2$ zeros on $[0, l]$ each of which is simple. If

$$
\begin{equation*}
\theta(l, \lambda) \text { strictly increases to } \infty \quad \text { as } \lambda \rightarrow \infty, \tag{6.17}
\end{equation*}
$$

then each $e_{j}$ consists of but a single eigenvalue $\lambda_{j}$.
Let $P$ and $Q$ be continuous on $[0, l] \times[0, \infty)$ and satisfy

$$
\begin{equation*}
p(s, \lambda) \leqq P(s, \lambda), \quad q(s, \lambda) \geqq Q(s, \lambda) . \tag{6.18}
\end{equation*}
$$

Let $\Theta(\cdot, \lambda)$ denote the solution of the modification of (6.13), (6.14a) obtained by replacing $p$ and $q$ by $P$ and $Q$. (Then $\Theta(s, \lambda) \leqq \theta(s, \lambda)$.) Let $\theta(\cdot, \lambda)$ and $\Theta(\cdot, \lambda)$ each satisfy (6.16). Let $\left\{E_{j}\right\}$ represent the collections of eigenvalues for the problem with $P$ and $Q$. Then

$$
\begin{equation*}
\min e_{j} \leqq \min E_{j}, \quad \max e_{j} \leqq \max E_{j}, \quad j=0,1, \cdots \tag{6.19}
\end{equation*}
$$

Theorem 6.20. Let $p(s, \lambda)=p(s), q(s, \lambda)=\lambda h(s)-k(s)$ where $p, h, k$ are continuous on $[0, l], p$ is positive on $[0, l]$, and $h$ and $k$ are positive on ( $0, l$ ). (In this case $\theta$ satisfies (6.16) and (6.17).) Then the eigenvalues $\lambda_{j}$ of (6.10) are characterized by

$$
\begin{equation*}
\lambda_{j}=\max _{E_{j} \in S_{j}} \min _{u \in E_{j}^{\perp}} \frac{\int_{0}^{l}\left[p\left(v^{\prime}\right)^{2}+k v^{2}\right] d s}{\int_{0}^{l} h v^{2} d s} \tag{6.21}
\end{equation*}
$$

where $S_{j}$ is the class of all j-dimensional subspaces of the Sobolev space $H_{0}^{1}$ and $E_{j}^{\perp}$ is the orthogonal complement of $E_{j}$ with respect to the inner product $\left(v_{1}, v_{2}\right) \mapsto \int_{0}^{l} h v_{1} v_{2} d s$. $\lambda_{j}$ and its suitably normalized eigenfunction depend analytically on $p, h, k$ in the topology of $C^{0} \times C^{0} \times C^{0}$.

Theorem 6.15 is a generalized version of standard results. Its proof relies on the simple observation that $\lambda \in e_{j}$ if and only if $\theta(b, \lambda)=(j+1) \pi$. (Cf. (6.14b).) Since it is a straightforward exercise (cf. Hille [14], e.g.) to verify that (6.16) and (6.17) hold for our problems, we shall not pause to give the details. Equation (6.21) is derived in [9, Chap. VI], e.g., it has various generalizations. When the hypotheses of Theorem 6.20 hold, the specialization of (6.19) is readily proved by means of (6.21). The last statement of Theorem 6.20 is based on Kato [15, Thm. II.5.16 and § IV.3.57].

We set

$$
\begin{equation*}
\chi=\left(\left(\omega^{2}, \gamma^{2}\right),(v, w)\right) . \tag{6.22}
\end{equation*}
$$

We define the norm $\|\cdot\|$ on $C^{0} \times C^{0}$ by

$$
\begin{equation*}
\|(v, w)\|=\max _{s \in[0,1]} \sqrt{v(s)^{2}+w(s)^{2}} . \tag{6.23}
\end{equation*}
$$

We are now ready to use Theorems 6.15 and 6.20 to study (6.7). Our analysis is based on the observation that if $\boldsymbol{\chi}$ satisfies (6.7), then $\left(\omega^{2}, \gamma^{2}, v\right)$ satisfies (5.19), (5.8) with $m(s)$ replaced by (6.8).

THEOREM 6.24. Let $\varepsilon \eta=1$. Then (6.7) has a countable infinity of analytic eigencurves $G_{j}^{k} \equiv\left\{\left(\omega^{2}, \gamma^{2}\right) \in[0, \infty] \times[0, \infty]: \omega^{2}=\Omega_{j}^{k}\left(\gamma^{2}\right)\right\}, j=0,1,2, \cdots$, such that

$$
\begin{gather*}
0<\Omega_{0}^{k}\left(\gamma^{2}\right)<\Omega_{1}^{k}\left(\gamma^{2}\right)<\cdots,  \tag{6.25}\\
\Omega_{j}^{k}\left(\gamma^{2}\right) \rightarrow \infty \text { as } j \rightarrow \infty,  \tag{6.26}\\
\Omega_{j}^{k}\left(\gamma^{2}\right)=\max _{E_{j} \in S_{j}} \min _{v \in E_{j}^{\perp}} \frac{\int_{0}^{l}\left|m_{k}^{0}\right|\left(v^{\prime}\right)^{2} d s}{\int_{0}^{l}\left(\varepsilon \eta+\gamma^{2} /\left|m_{k}^{0}\right|\right) v^{2} d s}, \quad \varepsilon \eta=1,  \tag{6.27}\\
\Omega_{j}^{k}\left(\gamma^{2}\right) \searrow 0 \quad \text { as } \gamma^{2} \rightarrow \infty,  \tag{6.28}\\
\Omega_{j}^{k}\left(\gamma^{2}\right) \searrow 0 \quad \text { as } k \rightarrow \infty . \tag{6.29}
\end{gather*}
$$

( $S_{j}$ is defined as in (6.21).) The eigenfunction $V_{j}^{k}\left(\cdot, \gamma^{2}\right)$ corresponding to the eigenvalue $\left(\Omega_{j}^{k}\left(\gamma^{2}\right), \gamma^{2}\right)$ on $G_{j}^{k}$ has exactly $j+2$ zeros on $[0, l]$, each of which is simple. $V_{j}^{k}$ depends analytically on $\gamma^{2}$.

Proof. All the statements of this theorem save (6.28) and (6.29) follow immediately from Theorems 6.15 and 6.20. Limits (6.28) and (6.29) are consequences of (6.27), the proof of the latter requiring the observation that if $v$ does not vanish near $(l+\eta a) / 2$ then the denominator of the Rayleigh quotient in (6.27) becomes infinite with $k$. (For $k$ sufficiently large, (6.9) implies that $\beta_{k}[0] \in(0, l)$.) These results can also be established on the basis of (6.19) by means of a suitable comparison problem.

In a similar way we obtain the following.
Theorem 6.30. Let $\varepsilon \eta=-1$. Then (6.7) has a countable infinity of analytic eigencurves $G_{j}^{k} \equiv\left\{\left(\omega^{2}, \gamma^{2}\right) \in[0, \infty) \times[0, \infty): \gamma^{2}=\Gamma_{j}^{k}\left(\omega^{2}\right)\right\}, j=0,1,2, \cdots$ such that

$$
\begin{align*}
& 0<\Gamma_{0}^{k}\left(\omega^{2}\right)<\Gamma_{1}^{k}\left(\omega^{2}\right)<\cdots,  \tag{6.31}\\
& \Gamma_{j}^{k}\left(\omega^{2}\right) \rightarrow \infty \text { as } j \rightarrow \infty,  \tag{6.32}\\
& \Gamma_{j}^{k}\left(\omega^{2}\right)=\max _{E_{j} \in S_{j}} \min _{v \in E_{j}^{1}} \frac{\int_{0}^{l}\left[\omega^{-2}\left|m_{k}^{0}\right|\left(v^{\prime}\right)^{2}+v^{2}\right] d s}{\int_{0}^{l}\left|m_{k}^{0}\right|^{-1} v^{2} d s},  \tag{6.33}\\
& \Gamma_{j}^{k}\left(\omega^{2}\right) \nearrow \infty \text { as } \omega^{2} \searrow 0,  \tag{6.34}\\
& \Gamma_{j}^{k}\left(\omega^{2}\right) \searrow 0 \text { as } k \rightarrow \infty . \tag{6.35}
\end{align*}
$$

Suppose now that $\varepsilon \eta=-1$ and that $\gamma^{2}$ is a fixed positive number. The coefficient of $\omega^{2} v$ in the second-order version of (6.7) is

$$
\begin{equation*}
-1+\gamma^{2}\left[g^{2}\left|\beta_{k}[0]-s\right|^{2}+k^{-2}\right]^{-1 / 2} \tag{6.36}
\end{equation*}
$$

For $k$ sufficiently large there is a neighborhood around $\beta_{k}[0]$, in fact, around $(l+\eta a) / 2$, on which (6.36) is positive. In this case we can conclude from Theorem 6.15 that (6.7) has a countable infinity of eigenvalues $\Omega_{j}^{k}\left(\gamma^{2}\right)$ satisfying (6.25) and (6.26). In particular, if

$$
\begin{equation*}
\gamma^{4} \geqq g^{2} l^{2}+1, \tag{6.37}
\end{equation*}
$$

then (6.36) is nonnegative on $[0, l]$, whence it follows that (6.27)-(6.29) also hold. On the other hand, if

$$
\begin{equation*}
\gamma^{2}<g(l+a) / 2 \tag{6.38}
\end{equation*}
$$

then (6.36) is negative on an open subset of $(0, l)$. In this case (6.7) also has a countable infinity of negative eigenvalues $\omega^{2}$, which we ignore because $\omega^{2}$ is confined to $[0, \infty)$ on physical grounds.

All these considerations show that the eigencurves of (6.7) have the forms shown in Fig. 6.39. When $\varepsilon \eta=-1$ we take $\Omega_{j}^{k}$ to be the inverse of $\Gamma_{j}^{k}$.

The simplicity of the eigenvalues, the nodal properties of the corresponding eigenfunctions, the Fréchet differentiability of $T_{k}$, and the compactness and continuity of $T_{k}$ and $L_{k}$ enable us to apply the global multiparameter bifurcation theory of Alexander and Antman [2] to conclude the following.

Theorem 6.40. Bifurcating from each eigencurve $G_{j}^{k}$ of (6.7) is a connected family $K_{j}^{k}$ of nontrivial solution pairs $\chi$ of (6.6), each point of which has Lebesgue dimension at least 2 . The intersection of $K_{j}^{k}$ with a plane of the form $\gamma^{2}=\gamma_{0}^{2}$ has at least one of the following properties: (i) $K_{j}^{k}$ is unbounded in $(0, \infty) \times(0, \infty) \times C^{0} \times C^{0}$, (ii) there is an $i \neq j$ such that $K_{j}^{k}$ connects $\left(\left(\Omega_{j}^{k}\left(\gamma^{2}\right), \gamma^{2}\right),(0,0)\right)$ to $\left(\left(\Omega_{i}^{k}\left(\gamma^{2}\right), \gamma^{2}\right),(0,0)\right)$. Moreover, if $\chi \in K_{j}^{k}$ and if $\|(v, w)\|$ is sufficiently small, then $v$ has exactly $j+2$ zeros on [ $\left.0, l\right]$, each of which is simple.


Fig. 6.39. Eigencurves of (6.7).

Corollaries 4.30 and 4.31 for our regularized problem and the last statement of Theorem 6.40 allow us to imitate a now standard argument of Crandall and Rabinowitz [10] (cf. e.g. [23], [3]) to deduce the following.

Theorem 6.41. Everywhere on $K_{j}^{k}$, v has exactly $j+2$ zeros, each of which is simple. For each $\gamma_{0}^{2}, K_{j}^{k} \cap\left\{\mathbf{\chi}: \gamma^{2}=\gamma_{0}^{2}\right\}$ is unbounded in $(0, \infty) \times(0, \infty) \times C^{0} \times C^{0}$, does not satisfy property (ii) of Theorem 6.40, and does not meet $K_{i}^{k}$ for $i \neq j$.

We now study the behavior of $K_{j}^{k}$ as $k \rightarrow \infty$. For this purpose we need estimates, such as those of Proposition 6.51, that are uniform in $k$. Unless there is a statement to the contrary, we assume that $\omega \gamma \neq 0$. Now (5.18) implies that $\left|v^{\prime}\right| \leqq 1$. From this inequality and from (2.29), or more simply from the underlying geometry, we find that

$$
\begin{equation*}
4 v^{2} \leqq l^{2}-a^{2} \tag{6.42a}
\end{equation*}
$$

If we use this inequality together with the inequality $\left|\omega \gamma v / m_{k}\right| \leqq 1$ in (6.5) we obtain

$$
\begin{equation*}
|w|^{2} \leqq 2 l^{2} \omega^{2}\left[\omega^{2}\left(l^{2}-a^{2}\right) / 4+\gamma^{2}\right], \tag{6.42b}
\end{equation*}
$$

whence

$$
\begin{equation*}
r^{2} \leqq \omega^{2}\left\{\left[\gamma^{2}+2 l^{2} \omega^{2}\right]\left(l^{2}-a^{2}\right) / 4+2 l^{2} \gamma^{2}\right\} . \tag{6.42c}
\end{equation*}
$$

Thus $v$ and $w$ are bounded when $\omega$ and $\gamma$ are bounded.
We now construct related bounds, which are sharper for small $\|(v, w)\|$. Set

$$
\begin{equation*}
B(R)=\{(v, w):\|(v, w)\| \leqq R\} . \tag{6.43a}
\end{equation*}
$$

If

$$
\begin{equation*}
x \in\{[0, \infty) \times[0, \infty) \times B(R)\} \cap K_{j}^{k}, \tag{6.43b}
\end{equation*}
$$

then

$$
\begin{equation*}
r^{2} \leqq\left(\omega^{2} \gamma^{2}+1\right) R^{2} \equiv \delta^{2}-1 \tag{6.44}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{-}(b, \delta) \leqq A_{k}[b, r] \equiv A\left[b, \sqrt{r^{2}+k^{-2}}\right] \leqq A^{+}(b, \delta) . \tag{6.45}
\end{equation*}
$$

It follows from Fig. 5.17 that

$$
\begin{equation*}
\beta^{-}(\delta, \eta a) \leqq \beta_{k}[r] \leqq \beta^{+}(\delta, \eta a) \tag{6.46}
\end{equation*}
$$

where $b=\beta^{\mp}(\delta, \eta a)$ is the solution of $A^{ \pm}(b, \delta)=\eta a$. Indeed, we find from (5.16) that

$$
\begin{align*}
& 2 \beta^{+}(\delta, \eta a)=(l+\eta a) \frac{[l+\eta a+2 \delta / g]}{[l+\eta a+\delta / g]} \in(0, l) \\
& \text { when } 2 \eta \delta<g\left(l^{2}-a^{2}\right) / a  \tag{6.47a}\\
& 2 \beta^{+}(\delta, \eta a)=l+\eta a \sqrt{1+4 \delta^{2} g^{-2}\left(l^{2}-a^{2}\right)^{-1}} \in[l, \infty) \\
& \text { when } \eta=1, \quad 2 \delta \geqq g\left(l^{2}-a^{2}\right) / a . \tag{6.47b}
\end{align*}
$$

Now from Fig. 5.17 we find that

$$
\begin{align*}
& 0<\beta^{-}(\delta, a)<\beta^{+}(\delta, a),  \tag{6.48a}\\
& \left|\beta^{-}(\delta, a)\right| \leqq \beta^{+}(\delta, a) . \tag{6.48b}
\end{align*}
$$

Thus (6.46)-(6.48) imply that

$$
\begin{equation*}
2\left|\beta_{k}[r]\right| \leqq l+a \sqrt{1+\frac{4 \delta^{2}}{g^{2}\left(l^{2}-a^{2}\right)}} \tag{6.49}
\end{equation*}
$$

Inequalities (6.44) and (6.49) imply that

$$
\begin{align*}
& \left|m_{k}\right|^{2} \leqq 2 g^{2}\left(\left|\beta_{k}\right|^{2}+l^{2}\right)+r^{2} \leqq g^{2}\left(3 l^{2}+a^{2}\right)+\frac{\left(3 a^{2}-l^{2}\right)}{l^{2}-a^{2}} \delta^{2}-1,  \tag{6.50a}\\
& \left|m_{k}\right| \leqq g \sqrt{3 l^{2}+a^{2}}+\sqrt{\frac{3 a^{2}+l^{2}}{l^{2}-a^{2}}}\left[\omega \gamma R+\sqrt{R^{2}+1}\right] \equiv \omega \gamma R \xi+\psi(R) . \tag{6.50b}
\end{align*}
$$

We now study the case in which $\varepsilon \eta=1$. Since (6.43) is still in force, $\chi$ is a solution pair of the regularized version of (5.19), which we regard as a linear equation for $v$ with coefficients known. We can compare the eigenvalues $\omega^{2}$ of this nonlinear equation with those of the linear equation obtained by replacing the coefficient $\left|m_{k}\right|$ of $v^{\prime}$ with the right side of (6.50b) and replacing the coefficient $\omega^{2}\left[1+\gamma^{2} /\left|m_{k}\right|\right]$ with $\omega^{2}$. Since the resulting comparison problem has constant coefficients, we find from Theorem 6.15 the following result.

Proposition 6.51. Let $\varepsilon \eta=1$ and let (6.44) hold. Then

$$
\begin{equation*}
0<\omega_{j}^{2} \leqq \Omega_{j}^{+}\left(\gamma^{2}, R\right) \tag{6.52a}
\end{equation*}
$$

where

$$
\begin{equation*}
2 l^{2} \sqrt{\Omega_{j}^{+}\left(\gamma^{2}, R\right)} \equiv j^{2} \pi^{2} \xi \gamma R+\left[\left(j^{2} \pi^{2} \xi \gamma R\right)^{2}+4 l^{2} j^{2} \pi^{2} \psi(R)\right]^{1 / 2} . \tag{6.52b}
\end{equation*}
$$

(The comparison problem has two eigenvalues $\omega$ for each $j$. We called the larger $\sqrt{\left(\Omega_{j}^{+}\left(\gamma^{2}, R\right)\right)^{1 / 2}}$ because its square is also the larger, in consonance with Theorem 6.15.)

From Theorem 6.41, inequalities (6.42), and Proposition 6.51, we deduce the following.

Theorem 6.53. Let $\varepsilon \eta=1$ and let $\gamma^{2}$ be fixed. Then $w$ is unbounded and $\omega^{2}$ is positive and unbounded on $K_{j}^{k}$.

We now fix $j$, fix a number $\Gamma>0$, and set

$$
\begin{equation*}
\Delta_{j}(\Gamma) \equiv\left\{\boldsymbol{x} \in[0, \infty) \times[0, \Gamma] \times C^{0} \times C^{0}: \omega^{2} \leqq \Omega_{j}^{+}\left(\gamma^{2},\|(v, w)\|\right)\right\} \cup\{\infty\} \tag{6.54}
\end{equation*}
$$

We define the topology of $\Delta_{j}$ (which is like a one-point compactification) by taking a neighborhood basis of $\infty$ to be

$$
\begin{equation*}
\{\mathbf{X}:\|(v, w)\| \geqq h, h=1,2, \cdots\} . \tag{6.55}
\end{equation*}
$$

Let

$$
\begin{gather*}
H_{j}(\Gamma) \equiv\{\chi: v=0=w\} \cap \Delta_{j}(\Gamma),  \tag{6.56}\\
\bar{K}_{j}^{k}(\Gamma) \equiv\left[K_{j}^{k} \cup H_{j}(\Gamma) \cup\{\infty\}\right] \cap \Delta_{j}(\Gamma) . \tag{6.57}
\end{gather*}
$$

Then $\bar{K}_{j}^{k}(\Gamma)$ is compact in $\Delta_{j}(\Gamma)$ and Theorem 6.53 says that $H_{j}(\Gamma)$ is not separated from $\{\infty\}$ in $\bar{K}_{j}^{k}(\Gamma)$. We define

$$
\begin{equation*}
K_{j}(\Gamma) \equiv\left\{\boldsymbol{\chi} \in \Delta_{j}(\Gamma): \chi \text { satisfies }(6.6) ; v \text { has exactly } j+2\right. \tag{6.58}
\end{equation*}
$$

zeros on $[0, l]$, which are simple $\}$,

$$
\begin{equation*}
\bar{K}_{j}(\Gamma) \equiv K_{j}(\Gamma) \cup H_{j}(\Gamma) \cup\{\infty\} \tag{6.59}
\end{equation*}
$$

It is conceivable that $K_{j}(\Gamma)$ is empty. Our basic result, which among other things asserts that it is not, is the following.

Theorem 6.60. Let $\varepsilon \eta=1$. (i) $H_{j}(\Gamma)$ and $\{\infty\}$ are not separated in $\bar{K}_{j}(\Gamma)$. Thus $K_{j}(\Gamma)$ contains a connected subset $C_{j}(\Gamma)$ bifurcating from the jth eigencurve $\left\{\left(\left(\omega^{2}, \gamma^{2}\right),(0,0)\right): \omega^{2}=\Omega_{j}\left(\gamma^{2}\right), \gamma^{2} \in[0, \Gamma]\right\}$ and containing solution pairs with $\|w\|$ and $\omega^{2}$ unbounded. (ii) $K_{j}(\Gamma) \cap K_{i}(\Gamma)=\varnothing$ for $i \neq j$. (iii) $C_{j}(\Gamma)$ has Lebesgue dimension at least 2 at each of its points.

Proof. We hold $j$ fixed. Property (ii) is a consequence of Corollary 4.31. To prove property (i) we appeal to Alexander's [1] generalization and unification of connectivity results of the sort treated by Kuratowski [18, Chap. V] and Whyburn [30, Chap. I]. The theory of Alexander shows that the following two properties suffice to establish property (i): (a) Let $\{k\}$ be any subsequence of the positive integers. If $\boldsymbol{\chi}_{j}^{k} \in \bar{K}_{j}^{k}(\Gamma)$, then $\left\{\boldsymbol{\chi}_{j}^{k}\right\}$ has a subsequence converging in the topology of $\Delta_{j}(\Gamma)$. (b) If $\boldsymbol{\chi}_{j}^{k} \in \bar{K}_{j}^{k}(\Gamma)$ and if $\boldsymbol{\chi}_{j}^{k} \rightarrow \boldsymbol{\chi}_{j}$ in $\Delta_{j}(\Gamma)$ as $k \rightarrow \infty$, then $\boldsymbol{\chi}_{j} \in \bar{K}_{j}(\Gamma)$. We first prove (a). If an infinite number of the points $\boldsymbol{\chi}_{j}^{k}$ equal $\infty$, or if $\left\|w_{j}^{k}\right\|$ is unbounded, then $\left\{\boldsymbol{\chi}_{j}^{k}\right\}$ has a subsequence converging to $\infty$ and (a) holds. If an infinite number of $\chi_{j}^{k}$ lie in $H_{j}(\Gamma)$, then the Bolzano-Weierstrass theorem ensures that (a) holds. Otherwise we may suppose that there is an $R>0$ such that $(0,0) \neq(v, w)_{j}^{k} \in B(R)$. Since elements of $K_{j}^{k}(\Gamma) \cap$ $\left[\mathbb{R}^{2} \times B(R)\right]$ are nontrivial solution pairs $\chi_{j}^{k}$ of (6.6) with $\left(\gamma^{2}\right)_{j}^{k} \in[0, \Gamma]$ and $\left(\omega^{2}\right)_{j}^{k}$ satisfying (6.52a), it suffices to show that $U_{k} T_{k}\left(\Delta_{j}(\Gamma) \cap\left\{\mathbb{R}^{2} \times B(R)\right\}\right) \equiv D(\Gamma, R)$ is precompact. But the inequalities $\left|w m_{k}^{-1}\right|,\left|y m_{k}^{-1}\right| \leqq 1$ allow us to deduce from (6.4), (6.5) that $D(\Gamma, R)$ is uniformly bounded and equicontinuous, and, by virtue of the AscoliArzelà theorem, is precompact.

We now prove (b), assuming that its hypotheses hold. As before, we can restrict our attention to the case that $R^{-1} \leqq\left\|w_{j}^{k}\right\| \leqq R$ with $R>1$. Since $\chi_{j}^{k}$ satisfies (6.6) (i.e., (6.4) and (6.5)), we let $k \rightarrow \infty$. The Lebesgue Dominated Convergence theorem allows us to interchange the order of limit and integration to show that $\boldsymbol{\chi}_{\boldsymbol{j}}$ is a nontrivial solution pair of the limiting form of (6.6), which is equivalent to the boundary value problem posed in $\S 5$. We need only show that $v_{j}$ has exactly $j+2$ zeros on $[0, l]$, which are simple. If not, $(v, w)_{j}$ would be approximated in $C^{0} \times C^{0}$ by functions $(v, w)_{j}^{k}$ with this nodal pattern. Thus $(v, w)_{j}$ would vanish at some point in $[0, l]$, whence $(v, w)_{j}=0$ by Corollary 4.31, a contradiction. Thus (b) also holds, so that property (i) holds.

To prove property (iii) we observe that the statement that each point of $K_{j}^{k}(\Gamma)$ has Lebesgue dimension at least 2 is proved by computing Čech cohomology (cf. [2]). But Čech cohomology is continuous under the limit processes we have just carried out (cf. [1]). Thus the dimensionality properties of $K_{j}(\Gamma)$ are inherited from those of $K_{j}^{k}(\Gamma)$.

We now study the behavior of $K_{j}$ or $C_{j}$ as $\|(v, w)\| \rightarrow 0$. We assume that $\left(\omega^{2}, \gamma^{2}\right)$ lies in a compact subset $\Sigma$ of $[0, \infty) \times(0, \infty)$. Then (5.6) implies that

$$
\begin{equation*}
|m(s)| \leqq \sqrt{g^{2}|\beta[r]-s|^{2}+\zeta^{2}\|r\|^{2}} \quad \text { where } \zeta^{2}=\max \left\{\omega^{2} \gamma^{2}+1:\left(\omega^{2}, \gamma^{2}\right) \in \Sigma\right\} . \tag{6.61}
\end{equation*}
$$

Now the analysis supporting Fig. 5.17 shows that $\beta[r] \in(0, l)$ if $\|r\|$ is sufficiently small. Thus we can imitate the proof leading to (6.29) to obtain

Theorem 6.62 Let $\varepsilon \eta=1$. Let $\chi_{j} \in K_{j} \cap[\Sigma \times\{(v, w):\|(v, w)\| \leqq \rho\}]$. Then $\omega_{j}^{2} \rightarrow 0$ as $\rho \rightarrow 0$.

We do not pause to refine our picture of $C_{j}$ by the use of Theorems 6.15 and 6.20 buttressed by sharper estimates. We illustrate the appearance of $C_{j}$ in Figs. 6.63 and 6.64. For fixed $\gamma^{2}>0$, a countable infinity of nontrivial solution branches bifurcate from $\omega^{2}=0=(v, w) . \omega^{2}=0$ is the boundary of the continuous spectrum of the linearized problem. All the sheets of solutions we have treated bifurcate from the lines $\omega^{2}=0$ and $\gamma^{2}=0$.

The treatment of the problem for $\varepsilon \eta=-1$ is much easier than that for $\varepsilon \eta=1$, paradoxically because the singular behavior as $\gamma^{2} \rightarrow 0$ of the former is worse than that of the latter. One manifestation of this singular behavior is that the eigencurves of the regularized problem with $\varepsilon \eta=-1$, which are shown in Fig. 6.39, do not intersect the $\omega^{2}$-axis. The presence of such intersections for $\varepsilon \eta=1$ meant that we had to treat the behavior for small $\gamma^{2}$ with great care in the analysis beginning with (6.42). Since no such phenomena occur for $\varepsilon \eta=-1$, no such care is required. Consequently we can formulate the problem for $\varepsilon \eta=-1$ in terms of the variables $y$ and $w$ (cf. (5.5), (5.7)).

The integral equations for ( $y, w$ ) corresponding to (6.4)-(6.6) are singular for $\gamma^{2}=0$, as is evident from (5.7). We set

$$
\begin{align*}
& \tilde{\boldsymbol{\chi}} \equiv\left(\left(\omega^{2}, \gamma^{2}\right),(y, w)\right),  \tag{6.65}\\
& \tilde{\boldsymbol{K}}_{j}^{k}=\left\{\tilde{\boldsymbol{\chi}}: \boldsymbol{\chi} \in \boldsymbol{K}_{j}^{k}\right\} \tag{6.66}
\end{align*}
$$

where $y$ is related to $v$ by (5.5a). Then clearly Theorem 6.40 holds with $\boldsymbol{\chi}$ and $K_{j}^{k}$


Fig. 6.63. Schematic illustration of the bifurcating sheets $C_{j}$ for $\varepsilon \eta=1$.


Fig. 6.64. Schematic diagram of the level surfaces $C_{j} \cap\{\mathbf{x}:\|(v, w)\|=\rho\}$ for different values of $\rho$. The solid lines correspond to $C_{0}$ and the dashed lines to $C_{1}$.
replaced with $\tilde{\boldsymbol{\chi}}$ and $\tilde{\boldsymbol{K}}_{j}^{k}$ and with (6.6) interpreted as the equivalent equation for $\tilde{\boldsymbol{\chi}}$. Theorem 6.41 holds with these substitutions together with the replacement of $v$ by $y$.

Next we set

$$
\begin{equation*}
\tilde{B}(R)=\{(y, w):\|(y, w)\| \leqq R\} \tag{6.67}
\end{equation*}
$$

If

$$
\begin{equation*}
\tilde{\chi} \in\{[0, \infty) \times(0, \infty) \times \tilde{B}(R)\} \cap \tilde{K}_{j}^{k} \tag{6.68}
\end{equation*}
$$

then

$$
\begin{equation*}
r^{2} \leqq R^{2} \tag{6.69}
\end{equation*}
$$

which is a great simplication over (6.44). It follows that (6.45)-(6.50) hold with

$$
\begin{equation*}
\delta^{2}=R^{2}+1 \tag{6.70}
\end{equation*}
$$

In analogy with Proposition 6.51 we have the following.
Proposition 6.71. Let $\varepsilon \eta=-1$ and let (6.68) hold. Then

$$
\begin{equation*}
0<\gamma^{2} \leqq \Gamma_{j}^{+}\left(\omega^{2}, R\right) \equiv|\mu|+\frac{\mu^{2}}{\omega^{2}}\left(\frac{j \pi}{l}\right)^{2} \tag{6.72}
\end{equation*}
$$

where $\mu^{2} \equiv 10 g^{2} l^{2}+\alpha^{2}\left(R^{2}+1\right)$.
(The estimates leading to (6.72) are painless.)
We now fix $j$, fix a number $\Omega>1$ and set

$$
\begin{equation*}
\tilde{\Delta}_{j}(\Omega) \equiv\left\{\tilde{\chi}: \omega^{2} \in\left[\Omega^{-1}, \Omega\right], \gamma^{2} \leqq \Gamma_{j}^{+}\left(\omega^{2},\|(y, w)\|\right)\right\} \cup\{\infty\}, \tag{6.73}
\end{equation*}
$$

defining its topology just as we did for $\Delta_{j}(\Gamma)$. We set

$$
\begin{align*}
\tilde{K}_{j}(\Omega) \equiv\left\{\tilde{\boldsymbol{x}} \in \tilde{\Delta}_{j}(\Omega):\right. & \tilde{\boldsymbol{\chi}} \text { satisfies its equivalent version of }(6.6)  \tag{6.74}\\
& y \text { has exactly } j+2 \text { zeros on }[0, l], \text { which are simple. }\}
\end{align*}
$$

Then we can duplicate the proof of Theorem 6.60 to obtain the following.
Theorem 6.75. Let $\varepsilon \eta=-1$. Then $\tilde{K}_{j}(\Omega)$ contains a connected subset $\tilde{C}_{j}(\Omega)$ bifurcating from the jth eigencurve $\left\{\left(\left(\omega^{2}, \gamma^{2}\right),(0,0)\right): \gamma^{2}=\Gamma_{j}\left(\omega^{2}\right), \omega^{2} \in\left[\Omega^{-1}, \Omega\right]\right\}$ and containing solution pairs with $\|(y, w)\|$ unbounded. $\tilde{K}_{j}(\Omega) \cap \tilde{K}_{i}(\Omega)=\varnothing$ for $i \neq j$. $\tilde{C}_{j}(\Omega)$ has Lebesgue dimension at least two at each of its points.

Further analysis shows that the level curves on which $\|(y, w)\|=R$ resemble hyperbolas and that the bifurcation diagram corresponding to Fig. 6.63 looks like a quarter of a saddle surface. All the solution sheets bifurcate from the lines $\omega^{2}=0$, $\gamma^{2}=0$. (Incidentally, the use of (6.65) promotes the further analysis of the problem for which $\varepsilon \eta=1$.)

From (4.8) we see that $\phi^{\prime}$ depends on $\omega \gamma$. Hence the number of zeros of $x_{1}$ and $x_{2}$, although not the number of zeros of $v$, on any sheet changes with $\omega$ and $\gamma$. To study this dependence, we use (6.50a) with $\delta^{2}-1$ taken to be the right side of (6.42c). We thus obtain

$$
\begin{equation*}
\left|\phi^{\prime}\right| \geqq \frac{\omega \gamma}{A \omega^{2}+B \omega \gamma+C} \tag{6.76}
\end{equation*}
$$

where $A, B, C$ are positive constants that depend on $l$ and $a$. Contrast this behavior with that of § 3. The Prüfer transformation $\omega=r \cos \theta, \gamma=r \sin \theta$ converts (5.7b) to a system for which

$$
\begin{equation*}
r(s)=r\left(s_{0}\right) \exp \left[-\frac{\omega}{\gamma} \int_{s_{0}}^{s} \sin \theta(t) \cos \theta(t) d t\right], \quad s_{0} \in[0, l] \tag{6.77}
\end{equation*}
$$

From (6.77), (4.8), (5.6b), (5.12) we then get

$$
\begin{align*}
& r(s) \geqq r\left(s_{0}\right) e^{-\omega l / \gamma}  \tag{6.78}\\
& \left|\phi^{\prime}\right| \leqq \frac{|\omega \gamma| e^{\omega l / \gamma}}{\sqrt{\omega^{2} \gamma^{2} v\left(s_{0}\right)^{2}+w\left(s_{0}\right)^{2}}} . \tag{6.79}
\end{align*}
$$

We finally observe that when $r^{2}>0$, the differential equation (5.18) involves only analytic functions. For one-parameter bifurcation problems of the form $f(x, \lambda)=0$ where $x$ is in a Banach space, $\lambda$ is real, and $f$ is real-analytic, Dancer [12] has shown that where the set of solution pairs is compact, it consists of a locally finite union of finite-dimensional analytic manifolds. That $\lambda$ is a scalar is irrelevant to Dancer's proof. Thus his theorem is applicable to our problem away from the bifurcation points. Moreover, the theorem of Alexander and Antman [2] shows that the set of nontrivial solution pairs contains a minimal set each point of which has dimension at least two. The combination of these two results shows that the set of nontrivial solution pairs for our problem contains a locally finite union of analytic manifolds of dimension at least two.

Several authors ([3], [4], [27], [29]) have developed methods to handle lack of compactness in one-parameter problems. See [29] for an extensive bibliography on this matter.
7. Elastic strings. Here we indicate the extent to which our results for inextensible strings are typical of those for elastic strings. We begin by observing that the bifurcation diagram (Fig. 6.63) bears absolutely no resemblance to that corresponding to Fig. 3.11, because the singularities arising in the problem for the inextensible string reflect the fact that the trivial state must be folded at $b \in(0, l)$ for the problem to have meaning. The conditions under which Fig. 3.11 is valid ensure that $b \notin[0, l]$ so that the trivial state is not folded and so that $z^{\prime}>0$ for any steady state. Solutions for elastic strings can be expected to exhibit the properties of those for inextensible strings when $l>a$. But there are other pathologies that can arise. We now examine the simplest manifestation of these.

We seek a trivial solution of the problem for elastic strings, i.e., we seek an absolutely continuous function $z$ and a real number $b$ satisfying (2.28), (2.29):

$$
\begin{equation*}
N\left(\left|z^{\prime}(s)\right|\right)-\gamma^{2} \rho A\left|z^{\prime}(s)\right|=\varepsilon \rho A g(b-s) \operatorname{sign} z^{\prime}(s), \quad z(0)=0, \quad z(l)=a . \tag{7.1}
\end{equation*}
$$

To be specific let us assume that $\varepsilon=1$, that $\gamma$ is given, and that $N$ is concave. Then $\nu \mapsto N(\nu)-\gamma^{2} \rho A \nu$ has the form shown in Fig. 7.2. $\mu(\gamma)$ denotes the maximum value of this function. (It decreases with increasing $|\gamma|$.)


Fig. 7.2

We examine whether (7.1) admits a solution with $z^{\prime}$ continuous and positive. In this case (7.1) reduces to
(7.3a, b, c) $\quad N\left(z^{\prime}(s)\right)-\gamma^{2} \rho A z^{\prime}(s)=\rho A g(b-s) \quad$ for $s \in[0, l], \quad z(0)=0, \quad z(l)=a$.

Equation (7.3a) has no solutions for $z^{\prime}$ if there is an $s$ in $[0, l]$ such that $\rho A g(b-s)>$ $\mu(\gamma)$ and hence no solutions if $\rho A g b>\mu(\gamma)$. Equation (7.3a) has two continuous solutions for $z^{\prime}$ if $\rho A g(b-s) \leqq \mu(\gamma)$ for all $s \in[0, l]$, i.e., if $\rho A g b \leqq \mu(\gamma)$. We denote the two continuous functions whose graphs form the inverse of that of Fig. 7.2 by $\nu^{-}(\cdot, \gamma)$ and $\nu^{+}(\cdot, \gamma)$ with $\nu^{-}(\xi, \gamma)<\nu^{+}(\xi, \gamma)$ for $\xi<\mu(\gamma)$. We set

$$
\begin{equation*}
\Phi^{ \pm}(g \rho A b, \gamma) \equiv \int_{0}^{l} \nu^{ \pm}(g \rho A(b-s), \gamma) d s \quad \text { when } g \rho A b \leqq \mu(\gamma) . \tag{7.4}
\end{equation*}
$$

$\Phi^{-}(\cdot, \gamma)$ strictly increases from 0 at $b=-\infty$ to $\int_{0}^{l} \nu^{-}(\mu(\gamma)-g \rho A s, \gamma) d s$ at $g \rho A b=\mu(\gamma)$ while $\Phi^{+}(\cdot, \gamma)$ strictly decreases from $\infty$ at $b=-\infty$ to $\int_{0}^{l} \nu^{+}(\mu(\gamma)-g \rho A s, \gamma) d s$ at $g \rho A b=\mu(\gamma)$. Hence $\Phi^{+}(\mu(\gamma), \gamma)>\Phi^{-}(\mu(\gamma), \gamma)$. The graphs of $\Phi^{ \pm}$are shown in Fig. 7.5.

From Fig. 7.5 we immediately see that (7.3) has a continuous solution with $z^{\prime}=\nu^{ \pm}(\rho A g(b-s))$ when $a \notin\left(\Phi^{-}(\mu(\gamma), \gamma), \Phi^{+}(\mu(\gamma), \gamma)\right)$, for then one of the equations $\Phi^{ \pm}(g \rho A b, \gamma)=a$ has a unique solution for $b$ in terms of $a$, these equations corresponding to the condition that $z(l)-z(0)=a$.

We do not get a solution with $z^{\prime}$ continuous if $a \in\left(\Phi^{-}(\mu(\gamma), \gamma), \Phi^{+}(\mu(\gamma), \gamma)\right)$. In this case we can construct a discontinuous $z^{\prime}$ (nonuniquely) to satisfy (7.3). Now,
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since $N(\nu) \rightarrow \infty$ as $\nu \rightarrow \infty$, we can make $\mu(\gamma)$ as large as we like by taking $|\gamma|$ small enough. Suppose that $\mu(\gamma) \geqq g \rho A l$. Then $\Phi^{-}(\mu(\gamma), \gamma)>l \nu^{-}(\mu-g \rho A l) \geqq l$. Thus we fail to get a continuous solution for a range of $a$ 's exceeding $l$. In this range the average stretch $a / l$ of the string exceeds one, yet the only possible steady motion is a standing shock.

We can similarly treat other cases under the requirement, introduced at the end of $\S 4$, that $m \nu$ be continuous. Since the left side of (7.1) is just $m \nu$ for the class of trivial solutions under consideration, the continuity of $m \nu$ requires that $z^{\prime}$ could only change sign in $(0, l)$ at $b$, when $b \in(0, l)$.

The same difficulties arise for the full problem. Figure 7.2 represents a typical graph for $m \nu$. Other such graphs may have several local maxima and minima with $m \nu$ approaching $\infty$ as $\nu \rightarrow \infty$ if $N$ is asymptotically superlinear and approaching $-\infty$ as $\nu \rightarrow \infty$ if $N$ is asymptotically sublinear. The requirement that $m \nu$ be continuous allows many possible jumps in $\nu$. An entropy condition is needed to eliminate solutions that are not physically realistic. Unfortunately the concept of being physically realistic is not mathematically precise. Admissibility conditions such as those of Liu [19] are based on the interpretation of the original hyperbolic system as a singular limit of a parabolic system with a mechanism for viscous dissipation. Such mechanisms are appropriate for treating shocks in fluids, but their suitability for solids is not so well established (cf. [6]). For our problem the jump conditions they provide are incompatible with those based on criteria such as Maxwell's equal area rule, which has a more purely thermodynamical motivation. Neither kind of jump condition can be relied upon to pick out a unique system of shocks for the steady motions we study. Our preliminary studies of shock conditions also show that they are very sensitive to an interpretation of the equations of motion for strings as singular limits of those for rods, which have flexural and torsional stiffness.

Even if we could confidently adopt an entropy condition as realistic, we have no assurance that the resulting operator equations admit a global bifurcation theory. (If they do, then a proof of that fact would likely require an analysis based on a
regularization argument like that of § 6.) Nevertheless, we can still get useful global information about nontrivial solutions for elastic strings by exploiting the techniques of $\S 6$ when $b \in(0, l)$ and by less drastic techniques otherwise:

Theorem 7.6. The number of (necessarily simple) zeros of $v$ on $[0, l]$ is constant on any connected set of nontrivial shock-free solution pairs. (The topology of solutionparameter space is that of § 6.) Let D be a region of $\left(\omega^{2}, \gamma^{2}\right)$-space for which the trivial solutions are shock-free. If the b for the trivial state lies outside $[0, l]$ for all $\left(\omega^{2}, \gamma^{2}\right) \in D$, then there is a neighborhood of $D$ in solution-parameter space in which the bifurcation diagram resembles that corresponding to Fig. 3.11 with the bifurcating sheets inheriting their nodal properties from those of the eigenfunctions of the linearized problem. Let $D \subset\left\{\left(\omega^{2}, \gamma^{2}\right): \omega^{2} \neq 0, \gamma^{2} \neq 0\right\}$ and let $D \neq \varnothing$. If the $b$ for the trivial state lies inside $(0, l)$ for all $\left(\omega^{2}, \gamma^{2}\right) \in D$, then there is a neighborhood of $D$ in solution-parameter space in which the bifurcation diagram resembles those of § 6 .

Note that all these conclusions hold for $\gamma^{2}<\gamma_{0}^{2}$, where $\gamma_{0}^{2}$ is defined in (4.1).
Finally we may comment briefly on the limit as an elastic string becomes inextensible. Let $\nu^{*}$ be the inverse of $N$ and let $n=N(\nu)$. Then (2.24) yields

$$
\begin{equation*}
n=\rho A\left(m+\gamma^{2}\right) \nu^{*}(n) \tag{7.7}
\end{equation*}
$$

If $\nu^{*}$ is sufficiently "flat," e.g., if $\nu^{*}$ is concave on $(0, \infty)$, then (7.7) has a unique solution $n=\hat{n}(m, \gamma)$ for $n$ in terms of $m$. In the limit that the string becomes inextensible, i.e., as $\nu^{*}(n) \rightarrow 1$ for all $n$, this solution is obviously $\hat{n}(m, \gamma)=\rho A\left(m+\gamma^{2}\right)$. We now replace (2.33) with

$$
\begin{equation*}
\left(z^{\prime}\right)^{2}=\nu^{*}(\hat{n}(m, \gamma))^{2}-\left|u^{\prime}\right|^{2} \tag{7.8}
\end{equation*}
$$

We may then follow the approach of §§ 5 and 6 , observing than an equation such as (5.1c) becomes an implicit equation for $m$. It appears from our preliminary analysis of this question that the resulting bifurcation diagrams for slightly extensible strings converge nonuniformly to those for inextensible strings, the nonuniformity occurring for large values of $\gamma^{2}$. Note that the special material used in § 3 does not admit a natural limit process allowing the extensibility to go to zero.
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# CONVOLUTION OPERATORS IN A FADING MEMORY SPACE: THE CRITICAL CASE* 

G. S. JORDAN $\dagger$, OLOF J. STAFFANS $\ddagger$ AND ROBERT L. WHEELER§

$$
\begin{aligned}
& \text { Abstract. We study the linear system of convolution equations } \\
& \qquad \mathscr{L} x(t) \equiv x^{\prime}(t)+\mu * x(t)=f(t), \quad t \in(-\infty, \infty),
\end{aligned}
$$

where $x, f$ are $n$-dimensional column vectors and $\mu$ is an $n \times n$ matrix-valued measure which is finite with respect to a suitable weight function. We describe the null space and the range of the operator $\mathscr{L}$ in a fading memory space. Our results include the previously untreated critical case when there may be a finite number of eigenvalues of the Laplace transform $\hat{L}(z)=z I+\hat{\mu}(z)$ of $\mathscr{L}$ on the boundary of the strip of convergence of $\hat{\mu}$. Our description is given in terms of the Jordan chains at the eigenvalues of the locally analytic matrix-valued function $\hat{L}(z)$. We prove a new Smith factorization theorem for locally analytic matrix functions. At the eigenvalues on the boundary of the strip of convergence, sufficient conditions for the existence of such a factorization are given in terms of the Banach algebra concept of the order of smoothness of a locally analytic matrix function and the structure of the Smith factorization. The authors have previously developed such Banach algebra methods to analyze scalar locally analytic functions.

Key words. convolution equation, locally analytic matrix function, Smith factorization, null space, range, fading memory

AMS(MOS) subject classifications. $45 \mathrm{~F} 05,45 \mathrm{Mxx}, 34 \mathrm{~K} 20$

1. Introduction. We study the linear system of convolution equations

$$
\begin{equation*}
\mathscr{L} x(t) \equiv x^{\prime}(t)+\mu * x(t)=f(t), \quad t \in R \equiv(-\infty, \infty), \tag{1.1}
\end{equation*}
$$

where $x, f$ are $n$-dimensional column vectors and $\mu$ is an $n \times n$ matrix-valued measure which is finite with respect to a suitable weight function. As usual $\mu * x$ denotes the convolution

$$
\mu * x(t) \equiv \int_{-\infty}^{\infty} d \mu(s) x(t-s)
$$

We describe the null space and the range of the operator $\mathscr{L}$ in a fading memory space in the critical case when there may be a finite number of eigenvalues of the Laplace transform $\hat{L}(z)=z I+\hat{\mu}(z)$ of $\mathscr{L}$ (that is, zeros of the determinant of $\hat{L}(z)$ ) on the boundary of the strip of convergence of $\hat{\mu}$. Our descriptions are in terms of Jordan chains of vectors at the eigenvalues of the Laplace transform $\hat{L}$ of $\mathscr{L}$, and they depend on a Smith factorization theorem which we prove for locally analytic matrix functions.

Conditions sufficient to guarantee the existence of local and global Smith factorizations of locally analytic matrix functions are given in $\S 3$. These results are central to the subsequent analysis and are the most difficult theorems of the paper. The global Smith factorization theorem, Theorem 3.2, is the matrix analogue of the $L^{1}$-quotient theorem for scalar locally analytic functions [7, Thm. 3.4]. Since we are primarily concerned with permitting eigenvalues on the boundary of the strip of convergence of

[^34]locally analytic matrix functions, the development of these theorems is, of necessity, rather technical. For eigenvalues on the boundary of this strip, these theorems require that the components of the locally analytic matrix function satisfy certain smoothness hypotheses with the required order of smoothness being determined by the maximal partial multiplicity of the factored matrix. In the interior of the strip of convergence, the locally analytic matrix function is analytic and these smoothness assumptions hold automatically.

In § 2 we describe the weighted measure spaces in which we work, and review the concepts of local analyticity and smoothness of scalar locally analytic functions as developed in [7]. We remark that in [7, Lemma 4.3] we gave conditions on the components of the measure $\mu(t)$ that are necessary and sufficient to guarantee that the components of $\hat{\mu}(z)$, and hence of $\hat{L}(z)$, are smooth of a prescribed order. We conclude $\S 2$ with a discussion of the fading memory spaces on which the operator $\mathscr{L}$ in (1.1) acts.

We describe the null space and the range of the operator $\mathscr{L}$ in (1.1) in §§ 5 and 6 , respectively. The results established here are in the same spirit as those of [12]. However, they are more general because the eigenvalues of $\hat{L}(z)$ are not restricted to the interior of the strip of convergence of $\hat{\mu}$ as was the case in [12]. The results here also sharpen those in [12] since, roughly, our descriptions take account of polynomial rates of growth (or decay), whereas the descriptions in [12] only distinguish growth (or decay) rates that are exponentially separated. The methods of proof in [12] do not apply in the present situation; instead we must use the factorization theorems that we develop in §3. Our description relates the null space and range of $\mathscr{L}$ to the Jordan chains of $\hat{L}(z)$. The notion of Jordan chains of vectors at the eigenvalues of a locally analytic matrix function and some of their elementary properties are described in § 4.

The principal application which motivates the results given here is the same as in [12] and [11], i.e., a study of the asymptotic behavior of the linear, infinite delay, autonomous system of functional differential equations

$$
\begin{align*}
& x^{\prime}(t)+\mu * x(t)=f(t), \quad t \in R^{+} \equiv[0, \infty),  \tag{1.2}\\
& x(t)=\phi(t), \quad t \in R^{-} \equiv(-\infty, 0],
\end{align*}
$$

where $\mu(t)$ is supported on $R^{+}$. We analyze (1.2) in the sequel paper [8]. Again the results in [8] improve those in [12] and [11] since in [8] we study the critical case where the components of the solution of (1.2) are not exponentially separated as well as the noncritical case studied in [12] and [11].

In addition to the description of the null and range spaces of the Fredholm convolution operator (1.1) given in $\S \S 5$ and 6 , the analysis of the functional differential equation (1.2) in [8] requires us to study the singular part expansion of the inverse of a locally analytic matrix function at its eigenvalues. Conditions necessary to ensure the existence of such a singular part expansion follow from the Smith factorization theorems proved here. Since this expansion is not used in our study of (1.1), we postpone its development to [8]. Kappel and Wimmer [9] have used similar factorization and singular part expansions to decompose the null space of a system of linear functional differential equations with finite delay. However, in the case of finite delay equations, the characteristic equation $z I+\hat{\mu}(z)$ is entire, so the analytic difficulties that we encounter at the boundary of the strip of convergence do not arise.

Finally, we remark that the scalar $L^{1}$-quotient theorem as well as less precise results concerning singular part expansions have been used to study the asymptotic behavior of both scalar and system versions of Volterra integrodifferential equations
of convolution type whose eigenvalues lie on the boundary of the half-plane of convergence of the Laplace transform of the kernel [7, Props. 5.1, 5.2, 5.3], [4], [5], [6], [10] (both in weighted and nonweighted $L^{1}$-spaces). The Smith factorization theorem for locally analytic matrix functions obtained here as well as the related results concerning singular part expansions given in [8] can be applied to sharpen and extend these earlier results for systems of integrodifferential equations.
2. Weighted measures and fading memory spaces. Let us begin with a short presentation of weighted $L^{1}$-spaces and locally analytic functions. For more details see, e.g., [7], [11] and [12].

We call the function $\rho$ a weight function, if $\rho$ is a Borel measurable, strictly positive function on $R, \rho$ and $\rho^{-1}$ are locally bounded, and $\rho$ is submultiplicative, i.e.,

$$
\rho(s+t) \leqq \rho(s) \rho(t), \quad s, t \in R .
$$

Without loss of generality one may always take $\rho(0)=1$. A typical weight function to keep in mind is

$$
\rho(t)= \begin{cases}e^{-a t}(1+|t|)^{\delta}, & t \in R^{-}, \\ e^{-b t}(1+t)^{\gamma}, & t \in R^{+},\end{cases}
$$

where $\delta, \gamma \geqq 0$ and $-\infty<b \leqq a<\infty$.
The space $L^{1}(C ; \rho)$ consists of all complex measurable functions $x$ on $R$ for which

$$
\|x\| \equiv \int_{R}|x(t)| \rho(t) d t<\infty .
$$

For $x, y \in L^{1}(C ; \rho)$, define the convolution of $x$ and $y$ by

$$
x * y(t)=\int_{R} x(t-s) y(s) d s
$$

Then $L^{1}(C ; \rho)$ becomes a commutative normed ring with convolution multiplication. We let $V(C ; \rho)$ denote the ring one obtains from $L^{1}(C ; \rho)$ by adjoining a unit.

Both $L^{1}(C ; \rho)$ and $V(C ; \rho)$ are closed subrings of $M(C ; \rho)$, the space of locally finite complex Borel measures $\mu$ on $R$ satisfying

$$
\|\mu\| \equiv \int_{R} \rho(t) d|\mu|(t)<\infty
$$

where $|\mu|$ is the total variation measure of $\mu$. The convolution of $a \in L^{1}(C ; \rho)$ and $\mu \in M(C ; \rho)$ is defined by

$$
\mu * a(t)=a * \mu(t)=\int_{R} a(t-s) d \mu(s) .
$$

Define

$$
\begin{align*}
& \alpha=-\sup _{t<0} \frac{\log \rho(t)}{t}=-\lim _{t \rightarrow-\infty} \frac{\log \rho(t)}{t}, \\
& \omega=-\inf _{t>0} \frac{\log \rho(t)}{t}=-\lim _{t \rightarrow \infty} \frac{\log \rho(t)}{t} \tag{2.1}
\end{align*}
$$

(in [7] these numbers were denoted by $\rho^{*}$ and $\rho_{*}$, respectively). Then $-\infty<\omega \leqq \alpha<\infty$, and the maximal ideal space of $V(C ; \rho)$ can be identified with $\bar{\Pi}=\Pi \cup\{\infty\}$, where

$$
\Pi \equiv\{z \in C \mid \omega \leqq \operatorname{Re} z \leqq \alpha\} .
$$

For the example of a weight function given earlier, $\omega=b$ and $\alpha=a$. We note that for the special case $\rho(t) \equiv 1, \omega=\alpha=0$ and $\Pi$ is the imaginary axis.

The bilateral Laplace transforms defined by

$$
\begin{array}{ll}
\hat{a}(z)=\int_{R} e^{-z t} a(t) d t, & a \in L^{1}(C ; \rho), \\
\hat{\mu}(z)=\int_{R} e^{-z t} d \mu(t), \quad \mu \in M(C ; \rho)
\end{array}
$$

converge absolutely for $z \in \Pi$.
We let $C^{n \times n}$ stand for the space of $n \times n$ complex-valued matrices, and define $L^{1}\left(C^{n \times n} ; \rho\right), V\left(C^{n \times n} ; \rho\right)$ and $M\left(C^{n \times n} ; \rho\right)$ as above, but with complex-valued functions and measures replaced by $C^{n \times n}$-valued functions and measures. Also these are normed rings, if one defines the convolutions componentwise in the obvious way, but they are no longer commutative due to the fact that matrix multiplication is not commutative. One can define the bilateral Laplace transforms $\hat{a}(z)$ and $\hat{\mu}(z)$ of a function $a \in$ $L^{1}\left(C^{n \times n} ; \rho\right)$ and a measure $\mu \in M\left(C^{n \times n} ; \rho\right)$, e.g., componentwise, and these too converge for all $z \in \Pi$.

We use the same concept of "local analyticity" as in [7], and call a complex function $\phi$ locally analytic at a point $z_{0} \in \Pi$, if there exist measures $\mu_{0}, \cdots, \mu_{k}$ in $M(C ; \rho)$ and a function $\psi\left(z, \xi_{1}, \cdots, \xi_{k}\right)$ analytic at $\left(z_{0}, \hat{\mu}_{1}\left(z_{0}\right), \cdots, \hat{\mu}_{k}\left(z_{0}\right)\right)$ such that

$$
\phi(z)=\psi\left(z, \hat{\mu}_{1}(z), \cdots, \hat{\mu}_{k}(z)\right)
$$

in a neighborhood of $z_{0}$. We say that $\phi$ is locally analytic at infinity if there exist functions $a_{1}, \cdots, a_{m}$ in $L^{1}(C ; \rho)$, measures $\mu_{1}, \cdots, \mu_{k}$ in $M(C ; \rho)$, and a function $\psi\left(z, \eta_{1}, \cdots, \eta_{m}, \xi_{1}, \cdots, \xi_{k}\right)$ analytic at $(0,0, \cdots, 0)$ such that

$$
\phi(z)=\psi\left(z^{-1}, \hat{a}_{1}(z), \cdots, \hat{a}_{m}(z), \hat{\mu}_{1}(z) / z, \cdots, \hat{\mu}_{k}(z) / z\right)
$$

in a neighborhood of infinity. Throughout, the word "neighborhood" means an open subset of $\bar{\Pi}$ rather than an open subset of the compactified plane. Finally, we call $\phi$ locally analytic if it is locally analytic at each point of $\bar{\Pi}$.

The "smoothness" concept which we use is also the same as in [7]. We say that a complex function $\phi$ has a zero of order at least $m$ at $z_{0} \in \Pi$ if

$$
\lim _{z \rightarrow z_{0}, z \in \Pi} \sup _{n}\left|\left(z-z_{0}\right)^{-m} \phi(z)\right|<\infty .
$$

The point $z_{0} \in \Pi$ is a zero of order $m$ of $\phi$ if $\lim _{z \rightarrow z_{0}}\left(z-z_{0}\right)^{-m} \phi(z)$ exists and is nonzero. A very important subclass of zeros consists of those which are locally analytic; specifically, $z_{0}$ is a locally analytic zero of order (at least) $m$ of $\phi$ if it is a zero of order (at least) $m$ and $\left(z-z_{0}\right)^{-m} \phi(z)$ is locally analytic at $z_{0}$. Finally, we define a complex locally analytic function to be smooth of order $m$ at $z_{0}[7$, Def. 3.5] if $\phi(z)=\psi(z)+\zeta(z)$ near $z_{0}$ where $\psi$ is analytic at $z_{0}$ and $\zeta$ is locally analytic at $z_{0}$ with a locally analytic zero of order at least $m$ at $z_{0}$. Observe that a complex locally analytic function $\phi$ has a locally analytic zero of order (at least) $m$ at $z_{0}$ if and only if it has a zero of order (at least) $m$ at $z_{0}$ and is smooth of order $m$ at $z_{0}$.

The scalar concepts listed above carry over to vector and matrix functions in an obvious way. We say that a vector or matrix function is locally analytic (at a point), has a zero of order at least $m$, has a locally analytic zero of order at least $m$, or is smooth of order $m$, if each component has the same scalar property.

In the following lemmas we list some elementary properties of the preceding definitions. They apply to scalar, vector and matrix functions, except when stated otherwise.

Lemma 2.1. A function $\phi$ is smooth of order $m$ at $z_{0}$ if and only if it is of the form $\phi=p+\zeta$, where $p$ is a polynomial of degree at most $m-1$, and $\zeta$ has a locally analytic zero of order at least $m$ at $z_{0}$. The functions $p$ and $\zeta$ in this decomposition are uniquely determined.

Proof. Clearly, if $\phi=p+\zeta$, with $p$ and $\zeta$ as above, then $\phi$ is smooth of order $m$ at $z_{0}$. Also, if we have two decompositions $\phi=p_{1}+\zeta_{1}=p_{2}+\zeta_{2}$, then $p_{1}-p_{2}$ has a zero of order at least $m$ at $z_{0}$; hence it vanishes identically. This proves the uniqueness of the decomposition.

To prove the existence of the decomposition, one first writes $\phi$ in the form $\phi=\psi+\zeta_{1}$, where $\psi$ is analytic at $z_{0}$ and $\zeta_{1}$ has a zero of order at least $m$ at $z_{0}$, and then uses the Taylor series for $\psi$ at $z_{0}$ to get

$$
\phi=p+\zeta_{1}+\zeta_{2}
$$

where $p$ is a polynomial of degree at most $m-1, \zeta_{2}$ is the remainder of order $m$ in the Taylor series, and $\zeta_{1}+\zeta_{2}$ has a zero of order at least $m$ at $z_{0}$.

If $\phi$ is smooth of order $m$ at $z_{0}$, then we can define the generalized derivatives $\phi^{\prime}\left(z_{0}\right), \cdots, \phi^{(m-1)}\left(z_{0}\right)$ of $\phi$ at the point $z_{0}$ to be

$$
\phi^{(i)}\left(z_{0}\right)=p^{(i)}\left(z_{0}\right)=i!p_{i}, \quad 1 \leqq i \leqq m-1
$$

where

$$
p(z)=\sum_{i=0}^{m-1} p_{i}\left(z-z_{0}\right)^{i}
$$

is the polynomial in the decomposition in Lemma 2.1. The generalized derivative $\phi^{(m)}\left(z_{0}\right)$ can be defined analogously by

$$
\phi^{(m)}\left(z_{0}\right)=\lim _{z \rightarrow z_{0}, z \in \Pi}\left(z-z_{0}\right)^{-m} \eta(z)
$$

where $\eta$ is the remainder in the decomposition in Lemma 2.1. If $\zeta$ is $m$ times continuously differentiable, then the generalized derivatives defined above coincide with the ordinary derivatives of $\phi$ at $z_{0}$. If both $\phi$ and $\psi$ are smooth of order $m$ at $z_{0}$, then so is $\phi \psi$ (cf. Lemma 2.2 below), and the generalized derivatives $(\phi \psi)^{(j)}\left(z_{0}\right), 0 \leqq$ $j \leqq m$, of $\phi \psi$ at $z_{0}$ satisfy the same conditions as ordinary derivatives do, i.e.,

$$
\begin{equation*}
(\phi \psi)^{(j)}\left(z_{0}\right)=\sum_{i=0}^{j}\binom{j}{i} \phi^{(i)}\left(z_{0}\right) \psi^{(j-i)}\left(z_{0}\right) . \tag{2.2}
\end{equation*}
$$

Definition 2.1. A scalar, vector or matrix quasipolynomial is an expression of the form $\sum_{k=0}^{m} A_{k}(z-c)^{-k}$, where the $A_{k}$ are scalars, vectors or $n \times n$ matrices. Here $c<\omega$ is a fixed real number.

Note that a quasipolynomial may be expressed in the alternative form $\sum_{k=0}^{m} B_{k}((z-$ $\left.\left.z_{0}\right) /(z-c)\right)^{k}$ where $z_{0} \neq c$ can be chosen arbitrarily, and each $B_{k}$ is a scalar, vector or $n \times n$ matrix.

Lemma 2.2. Let $\phi$ and $\psi$ be functions which are locally analytic at $z_{0}$.
(i) If both $\phi$ and $\psi$ are smooth of order $l$ at $z_{0}$, then each of $\phi \pm \psi$ is smooth of order lat $z_{0}$.
(ii) If $\phi$ has a zero of order at least $m$ and is smooth of order $l \geqq m$ at $z_{0}$, and if $\psi$ is smooth of order $l-m$ and has a zero of order at least $r \leqq l-m$ at $z_{0}$, then $\phi \psi$ and $\psi \phi$ are smooth of order $l$ and have a zero of order at least $m+r$ at $z_{0}$.
(iii) If $\phi$ has a zero of order at least $r$ at $z_{0}, \psi$ is scalar-valued and has a zero of order $m$ at $z_{0}$ and $\phi$ and $\psi$ are smooth of order $l$ at $z_{0}$, where $m \leqq r \leqq l$, then $\phi / \psi$ is
smooth of order $l-m$ and has a zero of order at least $r-m$ at $z_{0}$. Moreover, there is a quasipolynomial $p$ such that $\phi-p \psi$ has a zero of order at least $l$ at $z_{0}$.

Proof. The proofs of (i) and (ii) are obvious and will not be given. To prove (iii), first express $\phi$ and $\psi$ in the form $\phi(z)=\left(z-z_{0}\right)^{r} \tilde{\phi}(z)$ and $\psi(z)=\left(z-z_{0}\right)^{m} \tilde{\psi}(z)$, where $\tilde{\phi}$ and $\tilde{\psi}$ are smooth of order $l-r$ and $l-m$, respectively. Since $\tilde{\psi}\left(z_{0}\right) \neq 0,1 / \tilde{\psi}$ is smooth of order $l-m$ at $z_{0}$ by [7, Lemma 4.2]. Now (ii) implies $\tilde{\phi} / \tilde{\psi}$ is smooth of order $l-r$, and thus $\phi(z) / \psi(z)=\left(z-z_{0}\right)^{r-m} \tilde{\phi}(z) / \tilde{\psi}(z)$ is smooth of order $l-m$, and has a zero of order at least $r-m$ at $z_{0}$.

As $\phi / \psi$ is smooth of order $l-m$, we can use Lemma 2.1 to write $\phi / \psi=p_{1}+\zeta_{1}$ where $p_{1}$ is a polynomial of degree at most $l-m-1$ and $\zeta_{1}$ has a zero of order at least $l-m$ at $z_{0}$. If $p$ is a quasipolynomial whose Taylor series expansion at $z_{0}$ up to order $l-m-1$ equals $p_{1}$, then also $\zeta=\phi / \psi-p=p_{1}-p+\zeta_{1}$ has a zero of order at least $l-m$ at $z_{0}$. By Lemma 2.2(ii), $\phi-\psi p=\zeta \psi$ has a zero of order at least $l$ at $z_{0}$.

Every measure $\mu \in M\left(C^{n \times n} ; \rho\right)$ induces a continuous operator $\mu^{*}$ on certain spaces of (fading) memory type. These spaces are defined as follows (for more details, see [11] or [12]).

We call $\eta$ an influence function dominated by $\rho$ if $\eta$ is Borel measurable, strictly positive, $\eta(0)=1$, and

$$
\eta(s+t) \leqq \eta(s) \rho(t), \quad s, t \in R
$$

(in [12] both $\rho$ and $\eta$ were supposed to be continuous, but that assumption was not important). In particular, $\rho$ is an influence function dominated by itself. For each influence function $\eta$ we define the adjoint influence function $\tilde{\eta}$ by

$$
\begin{equation*}
\tilde{\eta}(t)=[\eta(-t)]^{-1}, \quad t \in R . \tag{2.3}
\end{equation*}
$$

If $\eta$ is dominated by $\rho$, then so is $\tilde{\eta}$. Moreover, every influence function dominated by $\rho$ must satisfy

$$
\begin{equation*}
\tilde{\rho}(t) \leqq \eta(t) \leqq \rho(t), \quad t \in R, \tag{2.4}
\end{equation*}
$$

so $\tilde{\rho}$ and $\rho$, respectively, are the smallest and largest influence functions dominated by $\rho$. We point out, however, that not every $\eta$ satisfying (2.4) is an influence function dominated by $\rho$. For example, if $\rho(t)=(1+|t|)^{p}$ and

$$
\eta(t)= \begin{cases}(1+|t|)^{-q_{-}}, & t \in R^{-}, \\ (1+t)^{q_{+}}, & t \in R^{+},\end{cases}
$$

with $p, q_{-}$and $q_{+}$nonnegative, then it is easy to check that $\eta$ is dominated by $\rho$ if and only if $q_{-}+q_{+} \leqq p$.

Every influence $\eta$ induces a number of (fading) memory spaces. We let $L^{p}\left(C^{n} ; \eta\right), 1 \leqq p \leqq \infty$, be the space of measurable functions $x: R \rightarrow C^{n}$, with norm

$$
\|x\|= \begin{cases}\left\{\int_{R}[\eta(t)\|x(t)\|]^{p} d t\right\}^{1 / p}, & 1 \leqq p<\infty \\ \underset{t \in R}{\operatorname{ess} \sup } \eta(t)\|x(t)\|, & p=\infty\end{cases}
$$

We let the space $B U C\left(C^{n} ; \eta\right)$ consist of those continuous functions $x \in L^{\infty}\left(C^{n} ; \eta\right)$ which satisfy $\left\|\tau_{t} x-x\right\| \rightarrow 0$ as $t \rightarrow 0$, where $\tau_{t}$ is the translation operator $\tau_{t} x(s)=$ $x(t+s), s, t \in R$. An important subclass of $B U C\left(C^{n} ; \eta\right)$ is $B C_{0}\left(C^{n} ; \eta\right)$, which is made up of those functions $x$ in $\operatorname{BUC}\left(C^{n} ; \eta\right)$ which satisfy

$$
\lim _{t \rightarrow \infty} \underset{\mid s s \geqq t}{\operatorname{ess} \sup } \eta(t)\|x(t)\|=0 .
$$

We use the notation $\mathscr{B}\left(C^{n} ; \eta\right)$ to represent any one of the preceding spaces, i.e., all results which are formulated in terms of $\mathscr{B}\left(C^{n} ; \eta\right)$ remain true when $\mathscr{B}\left(C^{n} ; \eta\right)$ is replaced by $L^{p}\left(C^{n} ; \eta\right), 1 \leqq p \leqq \infty, B U C\left(C^{n} ; \eta\right)$, and $B C_{0}\left(C^{n} ; \eta\right)$. Finally, we define $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$ to be the space of all functions $x \in \mathscr{B}\left(C^{n} ; \eta\right)$ whose distribution derivatives up to order $m$ also belong to $\mathscr{B}\left(C^{n} ; \eta\right)$. In particular, $\mathscr{B}^{0}\left(C^{n} ; \eta\right)$ is the same as $\mathscr{B}\left(C^{n} ; \eta\right)$.

The convolution of a measure $\mu \in M\left(C^{n \times n} ; \rho\right)$ and a function $x \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ is defined by

$$
\mu * x(t)=\int_{R} d \mu(s) x(t-s) .
$$

In the case when $m=0$ and $\mathscr{B}^{m}\left(C^{n} ; \eta\right)=L^{p}\left(C^{n} ; \eta\right)$ this convolution is well defined only a.e., but in the other cases it is defined for all $t \in R$. The convolution operator $\mu^{*}$ maps each $\mathscr{B}^{m}\left(C^{n} ; \eta\right), m \geqq 0$, continuously back into itself [11, Lemma 2.1].
3. Factorization of locally analytic matrix functions. In this section we obtain local and global Smith factorizations for locally analytic matrix functions. Theorem 3.2, giving the global Smith factorization, is the matrix analogue of [7, Thm. 3.4]. Our development relies on the theory for matrix polynomials as developed in [2] (see also [3] for the Smith form for analytic matrix functions).

Definition 3.1. Let the matrix function $M$ be locally analytic at $z_{0} \in \Pi$. We say that $M$ has a local Smith factorization at $z_{0}$ if it has a right local Smith factorization

$$
\begin{equation*}
M(z)=R_{1}(z) D_{1}(z) P_{1}(z) \tag{3.1}
\end{equation*}
$$

and a left local Smith factorization

$$
\begin{equation*}
M(z)=P_{2}(z) D_{2}(z) R_{2}(z) \tag{3.2}
\end{equation*}
$$

in a neighborhood of $z_{0}$. Here $P_{1}$ are unimodular (determinant identically one) quasipolynomials, $R_{1}$ and $R_{2}$ are locally analytic at $z_{0}$ with $\operatorname{det} R_{1}\left(z_{0}\right) \neq 0 \neq \operatorname{det} R_{2}\left(z_{0}\right)$, and $D_{1}$ and $D_{2}$ are diagonal quasipolynomials with diagonal entries of the form $\left(\left(z-z_{0}\right) /(z-c)\right)^{k}$, where the exponents are nonnegative integers which are nondecreasing as one moves down the diagonal of each of $D_{1}$ and $D_{2}$.

Trivially, if $M\left(z_{0}\right)$ is invertible, then $M$ has a local Smith factorization at $z_{0}$ (take $\left.D_{1}(z) \equiv P_{1}(z) \equiv D_{2}(z) \equiv P_{2}(z) \equiv I\right)$. The interesting case is when $M\left(z_{0}\right)$ is not invertible. In this case we follow [2] and [3] and call $z_{0}$ an eigenvalue of $M$ at $z_{0}$. (In our terminology, the constant function $M(z) \equiv A$, where $A$ is invertible, has no eigenvalues. To get the "ordinary" eigenvalues of $A$, one has to study the analytic function $z I-A$ instead of the function $M(z) \equiv A$.)

The following lemma implies that the two diagonal matrices $D_{1}$ and $D_{2}$ in Definition 3.1 must be the same:

Lemma 3.1. Let $z_{0} \in \Pi$, and let the matrix functions $A$ and $B$ be locally analytic at $z_{0}$ with $\operatorname{det} A\left(z_{0}\right) \neq 0 \neq \operatorname{det} B\left(z_{0}\right)$. If $D_{1}$ and $D_{2}$ are diagonal quasipolynomials having the structure of the diagonal quasipolynomials of Definition 3.1, and if

$$
\begin{equation*}
D_{2}(z)=A(z) D_{1}(z) B(z) \tag{3.3}
\end{equation*}
$$

in a neighborhood of $z_{0}$, then $D_{1}=D_{2}$.
It follows immediately from Lemma 3.1 that if $M$ has a local Smith factorization at $z_{0}$, then the diagonal quasipolynomials $D_{1}$ and $D_{2}$ occurring in the left and right local Smith factorizations of $M$ are uniquely determined and equal. We denote this diagonal quasipolynomial by $D$. Also, the nonnegative integral powers $k_{1} \leqq k_{2} \leqq \cdots \leqq$ $k_{n}$ which occur in $D$ are called the partial multiplicities of $M$ at $z_{0}$. The partial
multiplicity $k_{n}$ is called the maximal partial multiplicity of $M$ at $z_{0}$, and the sum $k=\sum_{i=1}^{n} k_{i}$ is called the algebraic order of $M$ at $z_{0}\left(z_{0}\right.$ is an eigenvalue of $M$ if and only if the algebraic order of $M$ at $z_{0}$ is positive). Alternative characterizations of $k_{n}$ and $k$ will be given in Theorem 3.1.

Proof of Lemma 3.1. For $i=1,2$ we have

$$
D_{i}(z)=\operatorname{diag}\left(\left(\frac{z-z_{0}}{z-c}\right)^{k_{1 i}}, \cdots,\left(\frac{z-z_{0}}{z-c}\right)^{k_{n i}}\right)
$$

where the nonnegative integers $k_{j i}$ satisfy $k_{1 i} \leqq k_{2 i} \leqq \cdots \leqq k_{n i}, i=1,2$. Since the entries $a_{i j}$ and $b_{i j}$ of $A$ and $B$ are continuous at $z_{0}$ (in the relative topology of $\Pi$ ), a standard argument (see [1, Vol. I, § VI 3]), which uses the Binet-Cauchy formula to expand the right-hand side of (3.3), yields that

$$
k_{12}+\cdots+k_{j 2} \geqq k_{11}+\cdots+k_{j 1}, \quad 1 \leqq j \leqq n .
$$

The reverse inequality is obtained by applying the same argument to $D_{1}=A^{-1} D_{2} B^{-1}$, and Lemma 3.1 follows immediately.

We continue with another preliminary lemma:
Lemma 3.2. Suppose $M$ is a locally analytic matrix function which is smooth of order lat $z_{0} \in \Pi$, det $M$ has a zero of integral order $k \geqq 0$ at $z_{0}$, and all minors $\Delta$ of $M$ of order $n-1$ satisfy

$$
\begin{equation*}
\Delta(z)=O\left(\left(z-z_{0}\right)^{k-l}\right), \quad z \rightarrow z_{0}, \quad z \in \Pi . \tag{3.4}
\end{equation*}
$$

Then in each row and each column of $M$ there is at least one element which has a locally analytic zero of integral order at most lat $z_{0}$.

Proof. We prove the result for rows only, since the proof for columns is completely analogous.

Develop det $M$ along an arbitrary row $i$ to obtain

$$
\begin{equation*}
\operatorname{det} M=\sum_{j=1}^{n}(-1)^{i+j} m_{i j} \Delta_{i j}, \tag{3.5}
\end{equation*}
$$

where $m_{i j}$ is the $(i, j)$-element of $M$ and $\Delta_{i j}$ is the corresponding minor of $M$ of order $n-1$. If each $m_{i j}, 1 \leqq j \leqq n$, satisfies $m_{i j}(z)=o\left(\left(z-z_{0}\right)^{l}\right), z \rightarrow z_{0}, z \in \Pi$, then by (3.4), (3.5) det $M(z)=o\left(\left(z-z_{0}\right)^{k}\right), z \rightarrow z_{0}, z \in \Pi$. This estimate contradicts the assumption that det $M$ has a zero of order exactly $k$ at $z_{0}$. Thus, some element $m_{i j}$ does not satisfy $m_{i j}(z)=o\left(\left(z-z_{0}\right)^{l}\right), z \rightarrow z_{0}, z \in \Pi$, and, being smooth of order $l$, it must have a locally analytic zero of order $q \leqq l, q$ being an integer, possibly zero.

We now can establish a sufficient condition for a matrix to have a local Smith factorization at $z_{0}$.

Theorem 3.1. Let the $n \times n$ matrix function $M=\left(m_{i j}\right)$ be locally analytic at $z_{0} \in \Pi$ and assume that det $M$ has a zero of integral order $k \geqq 0$ at $z_{0}$. If $n>1$, let $\sigma=\sigma(M)$ be the smallest nonnegative integer such that every minor $\Delta$ of $M$ of order $n-1$ has a zero of order at least $k-\sigma$ at $z_{0}$; in the scalar case $n=1$ set $\sigma=k$. If $M$ is smooth of order $\sigma$ at $z_{0}$, then $M$ has a local Smith factorization at $z_{0}$. In addition, the maximal partial multiplicity of $M$ at $z_{0}$ equals $\sigma$, and the algebraic order of $M$ at $z_{0}$ equals $k$.

Note that $z_{0}$ is not assumed to be a locally analytic zero of order $k$ of det $M$. That this is, in fact, the case follows from the conclusion of Theorem 3.1 since $M$ satisfies (3.1) and (3.2) with

$$
D_{1}(z)=D_{2}(z)=\operatorname{diag}\left(\left(\frac{z-z_{0}}{z-c}\right)^{k_{1}}, \cdots,\left(\frac{z-z_{0}}{z-c}\right)^{k_{n}}\right)
$$

and $k_{1}+k_{2}+\cdots+k_{n}=k$.

The smoothness assumption on $M$ in Theorem 3.1 is far from necessary for $M$ to have a local Smith factorization at $z_{0}$. For example, if $\phi_{1}$ and $\phi_{2}$ are scalar locally analytic functions with $\phi_{1}\left(z_{0}\right) \neq 0 \neq \phi_{2}\left(z_{0}\right)$, then the matrix function $\operatorname{diag}\left[\phi_{1}(z),(z-\right.$ $\left.z_{0}\right) \phi_{2}(z)$ ] has a Smith factorization at $z_{0}$ with maximal partial multiplicity one, but it is not smooth of order one unless $\phi_{1}$ is smooth of order one at $z_{0}$. It is also evident from the proof given below that not all the elements of $M$ need be smooth of order $\sigma$ for the construction to go through.

Proof of Theorem 3.1. We construct only a right local Smith factorization for $M$ since the construction of a left local Smith factorization is completely analogous.

By multiplying $M$ from the left and from the right by (unimodular) permutation matrices (i.e., $n \times n$ matrices $Q=\left(q_{s t}\right)$ which for some distinct $i$ and $j, 1 \leqq i, j \leqq n$, satisfy $q_{s t}=1$ if $s=t \neq i, j, q_{i j}=q_{j i}=1, q_{s t}=0$, otherwise), we may assume that the order $k_{1} \geqq 0$ of the zero at $z_{0}$ of the element in the position $(1,1)$ is the minimum of the orders of the zeros at $z_{0}$ of all elements of $M$. Let us denote this rearranged matrix by $\tilde{M}=\left(\tilde{m}_{i j}\right)$. It follows from Lemma 3.2 that $k_{1} \leqq \sigma$. By Lemma $2.2($ iii $)$, the quotients $\tilde{m}_{i 1} / \tilde{m}_{11}$, $1 \leqq i \leqq n$, are locally analytic and smooth of order $\sigma-k_{1}$. This means that we may successively left-multiply $\tilde{M}$ by unimodular locally analytic matrices to add the product of $-\tilde{m}_{i 1} / \tilde{m}_{11}$ and the first row of $\tilde{M}$ to the $i$ th row of $\tilde{M}$, where $2 \leqq i \leqq n$; for fixed $i, 2 \leqq i \leqq n$, the required matrix has the form $R=\left(r_{s t}\right)$, where $r_{s s}=1,1 \leqq s \leqq n, r_{i 1}=$ $-\tilde{m}_{i 1} / \tilde{m}_{11}$ and $r_{s t}=0$, otherwise. The result of these multiplications is a matrix $M_{1}=$ ( $m_{i j}^{(1)}$ ), where $m_{i 1}^{(1)} \equiv 0$ for $2 \leqq i \leqq n$. As our elimination matrices are smooth of order $\sigma-k_{1}$, and each of the elements of $M$ has a zero of order at least $k_{1}$, it follows from Lemma 2.2 that each element of $M_{1}$ is smooth of order $\sigma$, and has a zero of order at least $k_{1}$. Also, the Binet-Cauchy formula shows that $\sigma\left(M_{1}\right)$, defined analogously to $\sigma(M)$, satisfies $\sigma\left(M_{1}\right)=\sigma(M)=\sigma$.

The first stage of the construction of a right local Smith factorization for $M$ is now complête. In the next stage a similar sequence of steps will be used to place in the $(2,2)$ position an element with a zero at $z_{0}$ satisfying a certain minimality condition, and to assure that all off-diagonal elements in the second column vanish. Attaining the latter property requires an additional step to treat the elements above the diagonal; we begin with this step.

By Lemma 2.2(iii), there is a quasipolynomial $p_{1 j}$ for each $j, 2 \leqq j \leqq n$, such that $m_{1 j}^{(1)}-p_{1 j} m_{11}^{(1)}$ has a zero of order at least $\sigma$ at $z_{0}$. Thus, we may successively rightmultiply $M_{1}$ by unimodular quasipolynomial matrices to add the product of $-p_{1 j}$ and the first column of $M_{1}$ to the $j$ th column of $M_{1}$, where $2 \leqq j \leqq n$; for fixed $j, 2 \leqq j \leqq n$, the required matrix has the form $U=\left(u_{s t}\right)$ where $u_{s s}=1,1 \leqq s \leqq n, u_{1 j}=-p_{1 j}$ and $u_{s t}=0$, otherwise. The effect of these multiplications is to replace each element $m_{1 j}^{(1)}, j \geqq 2$, of $M_{1}$ with a locally analytic function which has a zero of order at least $\sigma$ at $z_{0}$. Let us denote the new matrix by $\bar{M}_{1}=\left(\bar{m}_{i j}^{(1)}\right)$.

Now left- and right-multiply $\bar{M}_{1}$ by permutation matrices to rearrange the $(n-1) \times$ ( $n-1$ ) submatrix ( $\bar{m}_{i j}^{(1)}$ ), $2 \leqq i, j \leqq n$, so that its element which minimizes the order of the zero at $z_{0}$ is in its upper left-hand corner; by Lemma 3.2, if $k_{2}$ is the order of the zero at $z_{0}$ of the minimizing element, then $k_{1} \leqq k_{2} \leqq \sigma$. Observe that even after the permutations, all the elements in the first column except for the first vanish, and all the elements in the top row except for the first have a zero of order at least $\sigma$. As before, we may left-multiply the resulting matrix by unimodular locally analytic matrices to replace all the off-diagonal elements in the second column with identically zero functions. We get a matrix $M_{2}=\left(m_{i j}^{(2)}\right)$ with the following properties: Each element of $M_{2}$ is smooth of order $\sigma, m_{i 1}^{(2)} \equiv 0, i \neq 1, m_{i 2}^{(2)} \equiv 0, i \neq 2, m_{11}^{(2)}=m_{11}^{(1)}$ has a zero at $z_{0}$ of order $k_{1} \geqq 0, m_{22}^{(2)}$ has a zero at $z_{0}$ of order $k_{2}$ with $k_{1} \leqq k_{2} \leqq \sigma$, each element $m_{1 k}^{(2)}$,
$3 \leqq k \leqq n$, has a zero at $z_{0}$ of order at least $\sigma$, and each element $m_{i j}^{(2)}, 2 \leqq i, j \leqq n$, has a zero at $z_{0}$ of order at least $k_{2}$. Moreover, $\sigma\left(M_{2}\right)=\sigma\left(M_{1}\right)=\sigma(M)=\sigma$.

Continue this process of right-multiplying by unimodular quasipolynomial matrices, multiplying by permutation matrices and then left-multiplying by unimodular locally analytic matrices to construct, successively, matrices $M_{3}, M_{4}, \cdots, M_{n}$ such that the elements $m_{i j}^{(l)}$ of $M_{l}$ are smooth of order $\sigma, m_{i j}^{(l)} \equiv 0$ for $1 \leqq i, j \leqq l, i \neq j, m_{i i}^{(l)}$ has a zero at $z_{0}$ of order $k_{i}, 1 \leqq i \leqq l$, with $0 \leqq k_{1} \leqq k_{2} \leqq \cdots \leqq k_{l} \leqq \sigma$, and, if $l<n$, each element $m_{i j}^{(l)}$ for $1 \leqq i \leqq l-1, l+1 \leqq j \leqq n$, has a zero at $z_{0}$ of order at least $\sigma$ and each element $m_{i j}^{(l)}$ for $l \leqq i \leqq n, l+1 \leqq j \leqq n$ has a zero at $z_{0}$ of order at least $k_{l}$. In addition, $\sigma\left(M_{l}\right)=\sigma, 1 \leqq l \leqq n$.

Clearly, each element $m_{i i}^{(n)}, 1 \leqq i \leqq n$, of the diagonal matrix $M_{n}$ may be written in the form

$$
m_{i i}^{(n)}(z)=\left(\frac{z-z_{0}}{z-c}\right)^{k_{i}} \tilde{m}_{i i}^{(n)}
$$

where $\tilde{m}_{i i}^{(n)}$ is locally analytic at $z_{0}$ and $\tilde{m}_{i i}^{(n)}\left(z_{0}\right) \neq 0$. Thus, we may left-multiply $M_{n}$ by the invertible locally analytic matrix diag $\left(1 / \tilde{m}_{11}^{(1)}, \cdots, 1 / \tilde{m}_{n n}^{(n)}\right)$ to obtain the diagonal matrix

$$
D(z)=\operatorname{diag}\left(\left(\frac{z-z_{0}}{z-c}\right)^{k_{1}}, \cdots,\left(\frac{z-z_{0}}{z-c}\right)^{k_{n}}\right) .
$$

To complete the right local Smith factorization we now simply invert all the different left-factors which we have obtained and combine them into one locally analytic factor $R_{1}$ with det $R_{1}\left(z_{0}\right) \neq 0$, and likewise we invert all the different right-factors and combine them into one unimodular quasipolynomial factor $P_{1}$.

Finally, it was observed earlier that $\sum_{i=1}^{n} k_{i}=k$, i.e., that the algebraic order of $M$ at $z_{0}$ equals $k$. We also note that because of the nature of the diagonal elements of $M_{n}$ and because $\sigma\left(M_{n}\right)=\sigma$, we have $k-\sigma=\sum_{i=1}^{n-1} k_{i}$. Thus, the maximal partial multiplicity $k_{n}$ of $M$ at $z_{0}$ is given by $k_{n}=\sigma$. This completes the proof of Theorem 3.1.

As an immediate consequence of Theorem 3.1 we have the following.
Corollary 3.1. Let $M$ have a local Smith factorization at $z_{0} \in \Pi$ with diagonal quasipolynomial $D$ and with maximal partial multiplicity $\sigma$. Suppose that the locally analytic matrix function $Q$ is smooth of order $\sigma$ at $z_{0}$, and that $\operatorname{det} Q\left(z_{0}\right) \neq 0$. Then MQ and QM have local Smith factorizations at $z_{0}$ with the same diagonal quasipolynomial $D$.

Proof. We prove the result for $M Q$; the proof for $Q M$ is completely analogous.
The left factorization of $M Q$ clearly holds with $R_{2}$ from (3.2) replaced by $R_{2} Q$. To obtain the right factorization from (3.1) we must rewrite $D P_{1} Q$. By Theorem 3.1 we may rewrite this expression as $D P_{1} Q=\tilde{R} D P$, where $\tilde{R}$ is locally analytic at $z_{0}$ with det $\tilde{R}\left(z_{0}\right) \neq 0$ and $P$ is a unimodular quasipolynomial matrix. By Lemma 3.1 we still have the same diagonal quasipolynomial $D$ on the right-hand side; thus, substituting this new expression for $D P_{1} Q$ into (3.1) one gets the desired result for $M Q$.

We conclude this section by giving conditions which ensure the existence of a "global Smith factorization" on $\bar{\Pi}$ of a locally analytic matrix function $M$ that has only a finite number of eigenvalues, each of which is in $\Pi$ and admits a local Smith factorization. This result is the matrix analogue of the scalar $L^{1}$-quotient theorem [7, Thm. 3.4].

Theorem 3.2. Let the n-by-n matrix function $M$ be locally analytic on $\bar{\Pi}$, assume that $\operatorname{det} M(z) \neq 0$ except on a finite set $Z=\left\{z_{1}, \cdots, z_{N}\right\} \subset \Pi$, and let $M$ have a local Smith factorization at each $z_{l} \in Z$. Then $M$ has a global Smith factorization on $\bar{\Pi}$, i.e., a
right global Smith factorization

$$
\begin{equation*}
M(z)=R_{1}(z) D(z) P_{1}(z), \quad z \in \bar{\Pi}, \tag{3.6}
\end{equation*}
$$

and a left global Smith factorization

$$
\begin{equation*}
M(z)=P_{2}(z) D(z) R_{2}(z), \quad z \in \bar{\Pi} . \tag{3.7}
\end{equation*}
$$

Here $P_{1}$ and $P_{2}$ are unimodular quasipolynomials, $R_{1}$ and $R_{2}$ are locally analytic on $\bar{\Pi}$ with $\operatorname{det} R_{i}(z) \neq 0, i=1,2$, for all $z \in \Pi$, and $D$ is the diagonal quasipolynomial

$$
\begin{equation*}
D=\prod_{l=1}^{N} D_{l}, \tag{3.8}
\end{equation*}
$$

where, for $1 \leqq l \leqq N, D_{l}$ is the diagonal quasipolynomial occurring in the local Smith factorization of $M$ at $z_{l}$.

Proof. Once again we construct only the right factorization since the construction of the left one is completely analogous.

The matrix $M$ has the local Smith factorization

$$
\begin{equation*}
M(z)=R_{11}(z) D_{1}(z) P_{11}(z) \tag{3.9}
\end{equation*}
$$

in a neighborhood of $z_{1}$. Since $D_{1}$ and $P_{11}$ have analytic inverses in $\bar{\Pi} \backslash\left\{z_{1}\right\}$, we may solve (3.9) for $R_{11}$ in a neighborhood of $z_{1}$ and extend $R_{11}$ to a locally analytic matrix defined on all of $\bar{\Pi}$ in such a way that (3.9) holds on $\bar{\Pi}$. By Corollary 3.1, this extended $R_{11}$ has a right local Smith factorization $R_{11}(z)=R_{21}(z) D(z) P_{21}(z)$ at $z_{2}$ with $D_{2}$ being the diagonal quasipolynomial in the factorization of $M$ at $z_{2}$. Substituting this expression for $R_{11}$ in (3.9), one gets a factorization for $M$ in a neighborhood of $z_{2}$.

Clearly, we may solve for $R_{21}$ in a neighborhood of $z_{2}$ and then extend its domain to all of $\bar{\Pi}$ in the same way that the domain of $R_{11}$ was extended. Continuing the argument above and then repeating it until all the eigenvalues $z_{1}, \cdots, z_{N}$ are included, one arrives at a decomposition of $M$ on $\bar{\Pi}$ of the form

$$
\begin{equation*}
M=R_{N 1} D_{N} P_{N 1} D_{N-1} P_{N-1,1} \cdots D_{1} P_{11} . \tag{3.10}
\end{equation*}
$$

Here $R_{l 1}=R_{l+1,1} D_{l+1} P_{l+1,1}, 1 \leqq l \leqq N-1$, and each $D_{l}$ is the diagonal quasipolynomial from the local Smith factorization of $M$ at $z_{l}$.

The product $Q \equiv D_{N} P_{N 1} D_{N-1} P_{N-1,1} \cdots D_{1} P_{11}$ is a quasipolynomial, i.e., a polynomial in $w \equiv(z-c)^{-1}$; hence, by [2, Thin. S1.1], $Q$ has a global Smith factorization $Q=R D P_{1}$ where $P_{1}$ is a unimodular quasipolynomial, $R$ is a quasipolynomial with constant nonzero determinant, $D=\operatorname{diag}\left(d_{1}, \cdots, d_{n}\right)$ and each $d_{i}$ is a monic scalar quasipolynomial. Because of the form of $Q$ it is easy to express the minors of $Q$ in terms of the minors of the factors of $Q$ (cf. [1, p. 12]) and then to use [2, Thms. S1.2 and S1.4] to determine the $d_{i}$ and to establish (3.8). Thus, substituting the global Smith factorization of $Q$ in (3.10) and letting $R_{1}=R_{N 1} R$, we obtain the right global Smith factorization (3.6).
4. Jordan chains. In order to describe the null space and the range of the convolution operator $\mathscr{L}$ defined in the introduction we have to introduce the concept of Jordan chains of a locally analytic matrix function with a Smith factorization. The easiest way to do this seems to be via the concept of root functions.

Definition 4.1. Let $q$ be a positive integer, and let the matrix function $M$ be locally analytic at $z_{0} \in \Pi$. We say that a (column) vector-valued function $r$ is a right root function of $M$ of order at least $q$ at $z_{0}$ if $r$ is locally analytic and smooth of order $q$ at $z_{0}, r\left(z_{0}\right) \neq 0$, and $M r$ has a zero of order at least $q$ at $z_{0}$. Define

$$
\begin{equation*}
r_{i}=\frac{1}{i!} r^{(i)}\left(z_{0}\right), \quad 0 \leqq i \leqq q-1, \tag{4.1}
\end{equation*}
$$

where $r^{(i)}\left(z_{0}\right)$ is the generalized derivative of order $i$ of $r$ at $z_{0}$. For any $p, 0 \leqq p \leqq q-1$, we call the vector sequence $r_{0}, \cdots, r_{p}$ a right Jordan chain of length $p+1$ of $M$ at $z_{0}$; the vector $r\left(z_{0}\right)=r_{0}$ is said to be a right eigenvector corresponding to the eigenvalue $z_{0}$.

If $M$ is smooth of order $p$ at $z_{0}$, then so is $M r$, and it follows from (2.2) and (4.1) that

$$
\begin{equation*}
\sum_{i=0}^{j} \frac{1}{i!} M^{(i)}\left(z_{0}\right) r_{j-i}=0, \quad 0 \leqq j \leqq p, \tag{4.2}
\end{equation*}
$$

where $M^{(i)}\left(z_{0}\right)$ is the generalized derivative of order $i$ of $M$ at $z_{0}$. This means that our definition of a right Jordan chain of length $p+1$ agrees with, e.g., the definition given in [3, p. 91]. Observe that $r_{0}, r_{1}, \cdots, r_{p}$ is a right Jordan chain of $M$ at $z_{0}$ if and only if the polynomial $\sum_{i=0}^{p} r_{i}\left(z-z_{0}\right)^{i}$ is a right root function of order at least $p+1$ of $M$ at $z_{0}$.

Lemma 4.1. Let $M$ and $T$ be $n \times n$ matrix functions that are locally analytic at $z_{0} \in \Pi$, and assume that det $T\left(z_{0}\right) \neq 0$. Then $r$ is a right root function of $M$ of order at least $q$ at $z_{0}$ if and only if $r$ is a right root function of $T M$ of order at least $q$ at $z_{0}$. In particular, if $M$ has a local Smith factorization $R_{1} D P_{1}$ at $z_{0}$, then the right root functions and right Jordan chains of $M$ are identical with those of the right factor $D P_{1}$ at $z_{0}$.

Proof. If $r$ is a right root function of $M$ of order at least $q$ at $z_{0}$, then

$$
\lim _{z \rightarrow z_{0}, z \in \Pi}\left|\left(z-z_{0}\right)^{-q} T(z) M(z) r(z)\right| \leqq\left|T\left(z_{0}\right)\right| \lim _{z \rightarrow z_{0}, z \in \Pi}\left|\left(z-z_{0}\right)^{-q} M(z) r(z)\right|<\infty .
$$

Conversely, if $r$ is a right root function of $T M$ of order at least $q$ at $z_{0}$, it follows that

$$
\lim _{z \rightarrow z_{0}, z \in \Pi}\left|\left(z-z_{0}\right)^{-q} M(z) r(z)\right| \leqq\left|T\left(z_{0}\right)^{-1}\right| \lim _{z \rightarrow z_{0}, z \in \Pi}\left|\left(z-z_{0}\right)^{-q} T(z) M(z) r(z)\right|<\infty,
$$

and Lemma 4.1 is proved.
We emphasize that the right root functions and right Jordan chains of a locally analytic matrix function $M$ having a local Smith factorization at $z_{0}$ do not depend on the particular factorization chosen; moreover, since they are determined by the quasipolynomial right factor $D P_{1}$ at $z_{0}$, the theory of right root functions and right Jordan chains for analytic matrix functions as developed in [3] (see also [2]) can be directly applied in this setting. In particular, the length of a right Jordan chain at a point cannot exceed the maximal partial multiplicity of $M$ at that point.

If we multiply a matrix function $M$ from the right by a sufficiently smooth matrix with nonvanishing determinant, then the right Jordan chains change in the same way as in the analytic case:

Lemma 4.2. Let the matrix function $M$ have a local Smith factorization at $z_{0} \in \bar{\Pi}$ with maximal partial multiplicity $\sigma$, and let the matrix function $T$ be smooth of order $\sigma$ at $z_{0}$, and satisfy $\operatorname{det} T\left(z_{0}\right) \neq 0$. Then $r_{0}, \cdots, r_{p}$ is a right Jordan chain of length $p+1$ of MT at $z_{0}$ if and only if

$$
\begin{equation*}
s_{j}=\sum_{i=0}^{j} \frac{1}{i!} T^{(i)}\left(z_{0}\right) r_{j-i}, \quad 0 \leqq j \leqq p \tag{4.3}
\end{equation*}
$$

is a right Jordan chain of $M$ at $z_{0}$.
The proof is essentially the same as the proof of, e.g., [3, p. 93] and [2, Prop. 1.11]. It is a consequence of the fact that the polynomial $r(z)=\sum_{i=0}^{p} r_{i}\left(z-z_{0}\right)^{i}$ is a right root function of $M T$ of order at least $p+1$ at $z_{0}$ if and only if $\operatorname{Tr}$ is a right root function of $M$ of order at least $p+1$ at $z_{0}$, and that the polynomial part of $T r$ in the decomposition in Lemma 2.1 equals $\sum_{i=0}^{p} s_{i}\left(z-z_{0}\right)^{i}$.

Lemma 4.1 allows us to immediately transfer the concept of a canonical set of right Jordan chains as developed for matrix analytic functions [3] (see also [2, p. 32]) to the present setting.

Definition 4.2. Let the $n \times n$ matrix function $M$ be locally analytic and have a local Smith factorization at $z_{0} \in \Pi$, and assume that det $M$ has a zero of positive integer order $k$ at $z_{0}$. Let $k_{1} \leqq \cdots \leqq k_{s}, s \leqq n$, be positive integers, and let

$$
\begin{equation*}
r_{i 0}, \cdots, r_{i, k_{i}-1}, \quad 1 \leqq i \leqq s, \tag{4.4}
\end{equation*}
$$

be a set of right Jordan chains of $M$ at $z_{0}$. The set of sequences (4.4) is said to be a canonical set of right Jordan chains of $M$ at $z_{0}$ if the vectors $r_{10}, \cdots, r_{s 0}$, are linearly independent, and $k_{1}+\cdots+k_{s}=k$.

We note that since the right Jordan chains of $M=R_{1} D P_{1}$ are determined by the quasipolynomial right factor $D P_{1}$, the existence of a canonical set of right Jordan chains of $M$ at $z_{0}$ is guaranteed by [3, pp. 92-93], and the properties of canonical sets of right Jordan chains are exactly those for analytic matrices as developed in [3]. In particular, the positive integers $k_{j}, 1 \leqq j \leqq s$, are exactly the nonzero partial multiplicities $k_{n-s+1} \leqq \cdots \leqq k_{n}$ of $M$ at $z_{0}$ [3]. The number $s$ in Definition 4.2 equals the dimension of the null space (eigenspace) of $M\left(z_{0}\right)$, and it is often called the geometric order of $M$ at $z_{0}$.

The importance of a canonical set of right Jordan chains of $M$ at $z_{0}$ derives from the fact that its elements can be used to generate a basis for the set of all right Jordan chains of $M$ at $z_{0}$. More precisely, let $\sigma$ be the maximal partial multiplicity of the zero of $M$ at $z_{0}$, and let $\mathcal{N}$ be the subspace of $C^{n \times \sigma}$ consisting of all sequences of the form $\left(0,0, \cdots, 0, r_{0}, \cdots, r_{p}\right)$, where $r_{0}, \cdots, r_{p}$ is a right Jordan chain of $M$ at $z_{0}$, and the total number of vectors is $\sigma$. Then it follows [2, Prop. 1.15] that the set of sequences (4.4) is a canonical set of right Jordan chains of $M$ at $z_{0}$ if and only if the set of sequences

$$
\gamma_{j p}=\left(0, \cdots, 0, r_{j 0}, \cdots, r_{j p}\right), \quad 0 \leqq p \leqq k_{j}-1, \quad 1 \leqq j \leqq s,
$$

where the number of zero vectors preceding $r_{j 0}$ in $\gamma_{j p}$ is $\sigma-(p+1)$, forms a basis for $\mathcal{N}$. Observe that the total number of sequences $\gamma_{j p}$ above equals the algebraic order of the zero of $M$ at $z_{0}$. In other words, the dimension of $\mathcal{N}$ is the same as the algebraic order of $M$ at $z_{0}$.

The notions of left root function and left Jordan chain of a locally analytic matrix $M$ are defined analogously to the corresponding notions of right root function and right Jordan chain except that column vectors are replaced by row vectors and left multiplications are replaced by right multiplications throughout. The results concerning left root functions and left Jordan chains are completely analogous to the corresponding results for right root functions and right Jordan chains. In particular, if $M$ has a left global Smith factorization $P_{2} D R_{2}$, then the left root functions and left Jordan chains of $M$ at $z_{0}$ are identical with those of the left factor $P_{2} D$. A canonical set of left Jordan chains is defined analogously to a canonical set of right Jordan chains.
5. The null space of $\mathscr{L}$. In this section we describe the null space of the convolution operator

$$
\begin{equation*}
\mathscr{L} x(t) \equiv x^{\prime}(t)+\mu * x(t) \tag{5.1}
\end{equation*}
$$

in a space of fading memory type. Here $\mu \in M\left(C^{n \times n} ; \rho\right)$. A similar description has been given in [12], but that one is not as general as the one given here (in [12] it is assumed that all the critical points belong to the interior of $\Pi$ ), and also is less precise
(no connection between the null space of $\mathscr{L}$ and the right Jordan chains of $\hat{L}$ is made in [12]).

Formally, the Laplace transform of $\mathscr{L}$ is the function

$$
\begin{equation*}
\hat{L}(z) \equiv z+\hat{\mu}(z), \quad z \in \Pi, \tag{5.2}
\end{equation*}
$$

which is locally analytic in $\Pi$. We assume that $\hat{L}$ has only a finite set $Z=\left\{z_{1}, \cdots, z_{N}\right\}$ of eigenvalues. Moreover, we assume that $\hat{L}$ has a local Smith factorization at each point $z_{l}$ of $Z$. Of course, this assumption is automatically satisfied at points of $Z$ in the interior of $\Pi$. The function $\hat{L}$ is unbounded at infinity, and cannot therefore be locally analytic there. However, if we define

$$
\begin{equation*}
M(z) \equiv(z-c)^{-1} \hat{L}(z)=(z-c)^{-1}(z+\hat{\mu}(z)), \quad z \in \bar{\Pi} \tag{5.3}
\end{equation*}
$$

where as before $c<\omega$, then $M$ is locally analytic on all of $\bar{\Pi}$. It also has a local Smith factorization at each point $z_{l}$ of $Z$. By Theorem 3.2, $M$ has a right global Smith factorization

$$
\begin{equation*}
M(z)=R_{1}(z) D(z) P_{1}(z), \quad z \in \bar{\Pi} . \tag{5.4}
\end{equation*}
$$

Substituting this factorization into (5.2), we get the factorization

$$
\begin{equation*}
\hat{L}(z)=(z-c) R_{1}(z) D(z) P_{1}(z), \quad z \in \Pi \tag{5.5}
\end{equation*}
$$

for $\hat{L}$ itself. This factorization is the main tool which we use to determine the nullspace of $\mathscr{L}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$.

To see how the factorization (5.5) can be used, note that since det $R_{1}(z) \neq 0, z \in \bar{\Pi}$, the locally analytic matrix function $R_{1}$ is the transform of an invertible element $\xi_{1} \in V\left(C^{n \times n} ; \rho\right)$. Also the quasipolynomial $Q_{1}(z) \equiv D(z) P_{1}(z)=\sum_{i=0}^{q} A_{i}(z-c)^{-i}, A_{0}$ invertible, is the transform of the element $\nu_{1}=\sum_{i=0}^{q} A_{i} e^{i *}$ in $V\left(C^{n \times n} ; \rho\right)$. Here

$$
e(t)=\exp (c t) I, \quad t \geqq 0, \quad e(t)=0, \quad t<0,
$$

$e^{0 *}=\delta I$ with $I$ the unit point mass at zero, and $e^{i *}, i=1,2, \cdots$, denotes the $i$-fold convolution $e * e * \cdots * e$.

LEMMA 5.1. The operator $\mathscr{L}: \mathscr{B}^{m+1}\left(C^{n} ; \eta\right) \rightarrow \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ has the same null space as the operator $\mathscr{Q}_{1}: \mathscr{B}^{m+1}\left(C^{n} ; \eta\right) \rightarrow \mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ defined by

$$
\begin{equation*}
\mathscr{2}_{1} x \equiv \nu_{1} * x \tag{5.6}
\end{equation*}
$$

Proof. Since $\xi_{1}$ is invertible in $V\left(C^{n \times n} ; \rho\right)$, Lemma 5.1 of [12] gives that the operator $(d / d t-c) \xi_{1} * \operatorname{maps} \mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ one-to-one and onto $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$. Thus, since $\mathscr{Q}_{1}$ maps $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ into $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ and $\mathscr{L} x=(d / d t-c) \xi_{1} *\left(\mathscr{Q}_{1} x\right)$, the proof of Lemma 5.1 is complete.

The null space of $\mathscr{2}_{1}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ is easy to compute. To do this, we follow the procedure in [11] and for $a \geqq b$ let $\rho_{a, b}$ denote the weight function

$$
\rho_{a, b}(t)= \begin{cases}e^{-a t}, & t \leqq 0 \\ e^{-b t}, & t>0\end{cases}
$$

Choose $\alpha_{1}$ and $\omega_{1}$ so that $c<\omega_{1}<\omega \leqq \alpha<\alpha_{1}<\infty$. Then $\nu_{1} \in V\left(C^{n \times n} ; \rho_{\alpha_{1}, \omega_{1}}\right)$. Also, by (2.1), (2.3) and (2.4), there exists a $T>0$ such that

$$
\tilde{\rho}_{\alpha_{1}, \omega_{1}}(t) \leqq \tilde{\rho}(t) \leqq \eta(t), \quad|t| \geqq T ;
$$

hence, $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right) \subset \mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$.

Now when $\operatorname{Re} z=\alpha_{1}$ or $\operatorname{Re} z=\omega_{1}, \operatorname{det} Q_{1}(z) \neq 0$, so Lemmas 4.1 and 4.3 of [12] tell us that all solutions of

$$
\left(\frac{d}{d t}-c\right) \mathscr{Q}_{1} x(t)=0
$$

in $\mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$ are of the form

$$
\begin{equation*}
x(t)=\sum_{l=1}^{N} p_{l}(t) e^{z_{l} t} \tag{5.7}
\end{equation*}
$$

where the $p_{l}$ are (column) vector polynomials in $t$ of degree at most one less than the order of the zero of det $Q_{1}$ at $z_{l}$. Since $(d / d t-c)$ maps $\mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$ one-to-one onto $\mathscr{B}^{m}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$ (use [12, Lemma 3.1]), formula (5.7) characterizes the form of all functions $x$ in the null space of $\mathscr{Q}_{1}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$. As $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right) \subset$ $\mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$, it also characterizes the form of all functions $x$ in the null space of $\mathscr{2}_{1}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$, and by Lemma 5.1, the form of all functions $x$ in the null space of $\mathscr{L}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$.

Formula (5.7) gives the form of all functions in the null space of $\mathscr{Q}_{1}$, but not all functions of the form (5.7) actually do belong to the null space. To identify exactly the null space of $\mathscr{Q}_{1}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \tilde{\rho}_{\alpha_{1}, \omega_{1}}\right)$, we need the notion of right Jordan chains, developed in § 4.

Lemma 5.2. Let $\nu \in M\left(C^{n \times n} ; \rho_{\alpha_{1}, \omega_{1}}\right)$, and let $x$ be of the form

$$
\begin{equation*}
x(t)=\sum_{i=0}^{p} \frac{t^{i}}{i!} r_{p-i} e^{z_{0} t} \tag{5.8}
\end{equation*}
$$

with $r_{0} \neq 0$ and $\alpha_{1}<\operatorname{Re} z_{0}<\omega_{1}$. Then $\nu * x=0$ if and only if $r_{0}, r_{1}, \cdots, r_{p}$ is a right Jordan chain of $\hat{\nu}$ at $z_{0}$.

Proof. First use the binomial theorem, then interchange the order of the summation, and finally make a change of summation variables to get

$$
\begin{aligned}
\nu * x(t) & =\sum_{i=0}^{p} \int_{R} d \nu(s) \frac{(t-s)^{i}}{i!} r_{p-i} e^{z_{0}(t-s)} \\
& =e^{z_{0} t} \sum_{j=0}^{p} \frac{t^{p-j}}{(p-j)!} \sum_{i=0}^{j} \frac{1}{i!}\left\{\int_{R}(-s)^{i} e^{-z_{0} s} d \nu(s)\right\} r_{j-i} .
\end{aligned}
$$

By elementary Laplace transform theory,

$$
\int_{R}(-s)^{i} e^{-z_{0} s} d \nu(s)=\hat{\nu}^{(i)}\left(z_{0}\right),
$$

so we have

$$
\nu * x(t)=e^{z_{0} t} \sum_{j=0}^{p} \frac{t^{p-j}}{(p-j)!} \sum_{i=0}^{j} \frac{1}{i!} \hat{\nu}^{(i)}\left(z_{0}\right) r_{j-i} .
$$

Clearly, this implies that $\nu * x=0$ if and only if

$$
\sum_{i=0}^{j} \frac{1}{i!} \hat{\nu}^{(i)}\left(z_{0}\right) r_{j-i}=0, \quad 0 \leqq j \leqq p
$$

and since $\hat{\nu}$ is analytic at $z_{0}$ this condition is equivalent to $r_{0}, r_{1}, \cdots, r_{p}$ being a right Jordan chain of $\hat{\nu}$ at $z_{0}$.

Combining Lemmas 5.1 and 5.2 with Lemma 4.1, we get the following.
Corollary 5.1. A function $x \in \mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ of the form (5.8) with $r_{0} \neq 0$ and $z_{0} \in \Pi$ belongs to the null space of $\mathscr{L}$ if and only if $r_{0}, r_{1}, \cdots, r_{p}$ is a right Jordan chain of $\hat{L}$ at $z_{0}$.

Observe in particular the requirement that $x \in \mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$. This may or may not restrict the growth of $x$ in (5.8) at plus or minus infinity in such a way that only those right Jordan chains whose length does not exceed a fixed number generate functions in the null space of $\mathscr{L}$. In the two settings discussed in [12, §§5 and 6], either all right Jordan chains at $z_{0}$ generate functions in the null space of $\mathscr{L}$, or none of them does.

By combining Corollary 5.1 with the discussion preceding Lemma 5.2, we can give a complete description of the null space $\eta(\mathscr{L})$ of $\mathscr{L}$ in $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$.

Theorem 5.1. Let $\mathscr{L}$ be the operator in (5.1) acting on $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$. Assume that $\hat{L}$ has only a finite set $Z=\left\{z_{1}, \cdots, z_{N}\right\}$ of eigenvalues, and that $\hat{L}$ has a local Smith factorization at each point of $Z$. Then the null space $\mathcal{N}(\mathscr{L})$ is the direct sum

$$
\begin{equation*}
\mathcal{N}(\mathscr{L})=\mathcal{N}_{1} \oplus \cdots \oplus \mathcal{N}_{N} \tag{5.9}
\end{equation*}
$$

where each $\mathcal{N}_{1}$ is the set of functions $x \in \mathcal{N}(\mathscr{L})$ in Corollary 5.1 with $z_{0}$ replaced by $z_{l} \in Z$, plus the zero function.
6. The range of $\mathscr{L}$. Here we describe the range of the convolution operator $\mathscr{L}$ defined in (5.1) as a mapping from $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ into $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$. The setting is exactly the same as in §5. Namely, $\hat{L}$ defined in (5.2) has only a finite set $Z=\left\{z_{1}, \cdots, z_{N}\right\}$ of eigenvalues, and $\hat{L}$ has a local Smith factorization at each point $z_{l}$ of $Z$. By Theorem 3.2 , the locally analytic matrix $M$ defined in (5.3) has a left global Smith factorization; substituting this factorization into (5.2), we get the factorization

$$
\begin{equation*}
\hat{L}(z)=(z-c) P_{2}(z) D(z) R_{2}(z), \quad z \in \Pi . \tag{6.1}
\end{equation*}
$$

This factorization is the tool which we use to determine the image of $\mathscr{L}$ in $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$.
In analogy with $\S 5$, we use the fact that $\operatorname{det} R_{2}(z) \neq 0, z \in \bar{\Pi}$, to see that $R_{2}$ is the transform of an invertible element $\xi_{2} \in V\left(C^{n \times n} ; \rho\right)$. Also, the quasipolynomial $Q_{2}=P_{2} D$ is the transform of the element

$$
\nu_{2} \equiv Q_{2}(e)=\sum_{i=0}^{q} B_{i} e^{i *}
$$

in $V\left(C^{n \times n} ; \rho\right)$.
Lemma 6.1. The operator $\mathscr{L}: \mathscr{B}^{m+1}\left(C^{n} ; \eta\right) \rightarrow \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ has the same range as the operator $\mathscr{Q}_{2}: \mathscr{B}^{m}\left(C^{n} ; \eta\right) \rightarrow \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ defined by

$$
\begin{equation*}
\mathscr{Q}_{2} x \equiv \nu_{2} * x \tag{6.2}
\end{equation*}
$$

Proof. Using Lemma 3.5 of [11], we get

$$
\mathscr{L} x=\left(\frac{d}{d t}-c\right) \mathscr{Q}_{2}\left(\xi_{2} * x\right)=\mathscr{Q}_{2}\left[\left(\frac{d}{d t}-c\right) \xi_{2} * x\right]
$$

when $x \in \mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$. Now as in the proof of Lemma 5.1 , we use the fact that $(d / d t-c) \xi_{2} *$ maps $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$ one-to-one onto $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$ to complete the proof of Lemma 6.1.

Our description of the range of $\mathscr{L}$ is given in terms of the left Jordan chains of $\hat{L}$ (which, by the analogue of Lemma 4.1 for left Jordan chains, are the same as the left Jordan chains of $P_{2} D$ ), and the concept of (left) Jordan chains of functions in $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$, which can be defined in the following way:

Definition 6.1. The row vectors $v_{0}, \cdots, v_{p}$ with $v_{0} \neq 0$ form a Jordan chain of length $p+1$ of $f \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ at $z_{0} \in \Pi$ if there exist scalar functions $F_{1}, \cdots, F_{p+1} \in$ $\mathscr{B}^{m+1}(C ; \eta)$ satisfying

$$
\begin{equation*}
\left(\frac{d}{d t}-z_{0}\right) F_{1}=v_{0} f, \quad\left(\frac{d}{d t}-z_{0}\right) F_{j+1}=F_{j}+v_{j} f, \quad 1 \leqq j \leqq p . \tag{6.3}
\end{equation*}
$$

In the case when $\eta=\rho$ and $\mathscr{B}=L^{1}$ one could also use an obvious modification of Definition 4.1 and define the notion of a left Jordan chain of $\hat{f}$ at a point $z_{0} \in \Pi$. The connection between these two types of Jordan chains is very simple; the vectors $v_{0}, \cdots, v_{p}$ form a left Jordan chain of $\hat{f}$ at $z_{0}$ if and only if they form a Jordan chain of $f$ at $z_{0}$ in the sense of Definition 6.1 (a proof of one direction of this claim is contained in the proof of Lemma 6.2 below; see, in particular, (6.4)). In other words, one should regard the notion of a Jordan chain of a function $f \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ defined above as a generalization of the notion of a left Jordan chain of $\hat{f}$ (Definition 6.1 makes sense even when $\hat{f}$ does not exist).

Theorem 6.1. Let $\mathscr{L}$ be the operator (5.1) acting on $\mathscr{B}^{m+1}\left(C^{n} ; \eta\right)$. Assume that $\hat{L}$ has only a finite set $Z=\left\{z_{1}, \cdots, z_{N}\right\}$ of eigenvalues, and that $\hat{L}$ has a local Smith factorization at each point of $Z$. Then $f$ in $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$ belongs to the range of $\mathscr{L}$ if and only if, for every $z_{l} \in Z$, every left Jordan chain of $\hat{L}$ at $z_{l}$ is also a Jordan chain of $f$ at $z_{l}$.

In a way this result is very natural. Thinking of the interpretation of a Jordan chain of $f$ as a left Jordan chain of $\hat{f}$, one could interpret Theorem 6.1 as a factorization result. It generalizes the statement that $\hat{L}$ is a left divisor of $\hat{f}$ if and only if every left Jordan chain of $\hat{L}$ is also a left Jordan chain of $\hat{f}$. In the setting of analytic matrix-valued functions this is a well-known result (see e.g., [3, Thm. 1.4]).

In [12] the range of $\mathscr{L}$ was characterized in two different cases. In [12, § 5] the influence function $\eta$ is "small" at infinity, and $\mathscr{L}$ is a surjection, i.e., the range of $\mathscr{L}$ is all of $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$. The same result can be deduced from Theorem 6.1 because it is not difficult to show that, under the assumption in [12, §5], for every $f \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$, every sequence $v_{0}, \cdots, v_{p}$ of vectors with $v_{0} \neq 0$ is a Jordan chain of $f$ at those points $z_{l}$ allowed in [12]. On the other hand, in [12, § 6], the influence function is "large" at infinity, and that forces the Laplace transform of $f$ to converge and be analytic in a neighborhood of every eigenvalue $z_{l}$ allowed in [12]. In that situation one could equally well work with the notion of Jordan chains of $\hat{f}$ mentioned above. Much more can be said about the significance of Theorem 6.1, and we shall discuss this question in a forthcoming paper.

We begin the proof of Theorem 6.1 by first proving the necessity of the Jordan chain condition in Theorem 6.1:

Lemma 6.2. Let $\nu \in M\left(C^{n \times n} ; \rho\right)$, let $z_{0} \in \Pi$ be an eigenvalue of $\hat{\nu}$, and assume that $\hat{\nu}$ is smooth of order $q$ at $z_{0}$. Suppose that $f=\nu * x$, where $x \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$. If $0 \leqq p \leqq q-1$, then every left Jordan chain of length $p+1$ of $\hat{\nu}$ at $z_{0}$ is also a Jordan chain of $f$ at $z_{0}$.

We remark that Lemma 6.2 gives a necessary condition for $f$ to belong to the range of $\mathscr{L}$ even in the case when $\hat{L}$ has an infinite number of eigenvalues. This is true because the factorization (6.1) is not used to prove the necessity of the condition in Theorem 6.1; all that is required is that $\hat{L}$ be suitably smooth at each of its eigenvalues. We also remark that we can apply Lemma 6.2 to the measure $\nu_{2}=Q_{2}(e)$ obtained from the factorization (6.1) since $\hat{\nu}_{2}$ is analytic on all of $\Pi$.

Proof of Lemma 6.2. Let $v_{0}, \cdots, v_{p}$, with $v_{0} \neq 0$, be a left Jordan chain of $\hat{\nu}$ at $z_{0}$, where $0 \leqq p \leqq q-1$. Define

$$
v(z)=\sum_{i=0}^{p} v_{i}\left(z-z_{0}\right)^{i},
$$

and note that

$$
v(z) \hat{\nu}(z)=\sum_{i=0}^{p} v_{i} \hat{\nu}(z)\left(z-z_{0}\right)^{i}
$$

has a locally analytic zero of order at least $p+1$ at $z_{0}$. In particular, the partial sum

$$
\sum_{i=0}^{j} v_{i} \hat{\nu}(z)\left(z-z_{0}\right)^{i}
$$

has a locally analytic zero of order at least $j+1$ at $z_{0}$ for each $j, 0 \leqq j \leqq p$. Hence, if we define $\hat{a}_{j}, 1 \leqq j \leqq p+1$, inductively by

$$
\left(z-z_{0}\right) \hat{a}_{1}(z)=v_{0} \hat{\nu}(z), \quad\left(z-z_{0}\right) \hat{a}_{j+1}(z)=\hat{a}_{j}(z)+v_{j} \hat{\nu}(z), \quad 1 \leqq j \leqq p
$$

then each $\hat{a}_{j}$ is the Laplace transform of a function $a_{j} \in L^{1}\left(C^{n} ; \rho\right)$ (see [7, Prop. 2.3]). Using Lemma 3.1 of [11], we find that the functions $a_{j}$ satisfy $a_{j}^{\prime} \in M\left(C^{n} ; \rho\right)$ (where prime denotes a distribution derivative), and

$$
\begin{equation*}
a_{1}^{\prime}-z_{0} a_{1}=v_{0} \nu, \quad a_{j+1}^{\prime}-z_{0} a_{j+1}=a_{j}+v_{j} \nu, \quad 1 \leqq j \leqq p . \tag{6.4}
\end{equation*}
$$

Define $F_{j}=a_{j} * x$ for $1 \leqq j \leqq p+1$. Then by [11, Lemma 3.6], $F_{j}^{\prime}=a_{j}^{\prime}=a_{j}^{\prime} * x$, so $F_{j} \in \mathscr{B}^{m+1}(C ; \eta)$. Moreover, by (6.4),

$$
\left(\frac{d}{d t}-z_{0}\right) F_{1}=v_{0} \nu * x=v_{0} f,
$$

and

$$
\left(\frac{d}{d t}-z_{0}\right) F_{j+1}=a_{j} * x+v_{j} \nu * x=F_{j}+v_{j} f
$$

for $1 \leqq j \leqq p$. Hence $v_{0}, \cdots, v_{p}$ is a Jordan chain of $f$ at $z_{0}$.
By Lemma 6.1, $f$ is in the range of $\mathscr{L}$ if and only if it is in the range of the operator $\mathscr{2}_{2}$ corresponding to the quasipolynomial left factor $P_{2} D$. The next lemma describes the action of the invertible operator corresponding to the unitary quasipolynomial $P_{2}$, and thereby further reduces the problem to an examination of the range of the operator corresponding to the diagonal quasipolynomial $D$.

Lemma 6.3. Let $\nu$ and $\nu^{-1}$ both belong to $M\left(C^{n \times n} ; \rho_{\alpha_{1}, \omega_{1}}\right)$ and let $z_{0}$ satisfy $\alpha_{1}<\operatorname{Re} z_{0}<\omega_{1}$. If $f \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$, then $v_{0}, \cdots, v_{p}$ is a Jordan chain of $\nu * f$ at $z_{0}$ if and only if

$$
\begin{equation*}
w_{j}=\sum_{i=0}^{j} \frac{1}{i!} v_{j-i} \hat{\nu}^{(i)}\left(z_{0}\right), \quad 0 \leqq j \leqq p, \tag{6.5}
\end{equation*}
$$

is a Jordan chain of fat $z_{0}$.
The proof given below is very similar to the proof of Lemma 6.2.
Proof. First, observe that it suffices to prove Lemma 6.3 in one direction only since if $g=\nu * f$, then $f=\nu^{-1} * g$, and, by a Taylor series argument (cf. Lemma 4.2), (6.5) is equivalent to

$$
v_{j}=\sum_{i=0}^{j} \frac{1}{i!} w_{j-i}\left(\nu^{-1}\right)^{\wedge}(i)\left(z_{0}\right), \quad 0 \leqq j \leqq p .
$$

Also observe that $w_{0} \neq 0$ if and only if $v_{0} \neq 0$.

Suppose that $w_{0}, \cdots, w_{p}$ is a Jordan chain of $f$ at $z_{0}$, and let $F_{1}, \cdots, F_{p+1}$ in $\mathscr{B}^{m+1}\left(C ; \eta\right.$ ) satisfy relation (6.3) with all the $v_{j}$ 's replaced by $w_{j}$ 's. By (6.5) and the fact that $\hat{\nu}$ is analytic at $z_{0}$, we find that, for $0 \leqq j<p$, the partial sum

$$
\psi_{j+1}(z) \equiv \sum_{i=0}^{j}\left(v_{i} \hat{\nu}(z)-w_{i}\right)\left(z-z_{0}\right)^{i}
$$

has an analytic zero of order at least $j+1$ at $z_{0}$. Hence, for $1 \leqq j \leqq p+1$, there exist functions $a_{j} \in L^{1}\left(C^{n} ; \rho_{\alpha_{1}, \omega_{1}}\right)$ so that

$$
\hat{a}_{j}(z)=\left(z-z_{0}\right)^{-j} \psi_{j}(z), \quad z \in \Pi .
$$

From this formula and Lemma 3.1 of [11] we see that the distribution derivatives $a_{j}^{\prime}$ satisfy

$$
\begin{equation*}
a_{1}^{\prime}-z_{0} a_{1}(z)=v_{0} \nu-w_{0} \delta, \quad a_{j+1}^{\prime}-z_{0} a_{j+1}=a_{j}+v_{j} \nu-w_{j} \delta, \quad 1 \leqq j \leqq p, \tag{6.6}
\end{equation*}
$$

where $\delta$ is the unit point mass at zero.
Define $G_{j} \in \mathscr{B}^{m+1}(C ; \eta)$ by

$$
G_{j}=F_{j}+a_{j} * f, \quad 1 \leqq j \leqq p+1 .
$$

Then by (6.6), [11, Lemma 3.6] and (6.3), we get

$$
\begin{aligned}
& \left(\frac{d}{d t}-z_{0}\right) G_{1}=w_{0} f+v_{0} \nu * f-w_{0} f=v_{0} \nu * f, \\
& \left(\frac{d}{d t}-z_{0}\right) G_{j+1}=F_{j}+w_{j} f+a_{j} * f+v_{j} \nu * f-w_{j} f=G_{j}+v_{j} \nu * f, \quad 1 \leqq j \leqq p .
\end{aligned}
$$

Thus, $v_{0}, \cdots, v_{p}$ is a Jordan chain of $\nu * f$ at $z_{0}$.
Finally, to complete our proof that the Jordan chain condition in Theorem 6.1 is sufficient for $f$ to belong to the range of $\mathscr{L}$, we have the following lemma for scalar quasipolynomials:

Lemma 6.4. Let $z_{1}, \cdots, z_{l}$ be distinct points satisfying $\operatorname{Re} z_{l}>c$, and let $p_{1}, \cdots, p_{N}$ be positive integers. Define the operator d on $\mathscr{B}^{m}(C ; \eta)$ by

$$
\begin{equation*}
d x \equiv d * x \equiv \prod_{l=1}^{N} *\left(\delta-\left(z_{l}-c\right) e\right)^{p_{l} *} * x, \quad x \in \mathscr{B}^{m}(C ; \eta) . \tag{6.7}
\end{equation*}
$$

Let $f \in \mathscr{B}^{m}(C ; \eta)$, and assume that for each $l, 1 \leqq l \leqq N$, the sequence $1,0, \cdots, 0$ is a Jordan chain of length $p_{l}$ of $f$ at $z_{l}$. Then $f$ belongs to the range of $d$.

Here the notation $\prod_{l=1}^{N} * d_{l}$ denotes the convolution product $d_{1} * d_{2} * \cdots * d_{N}$ when $N \geqq 2$, and $d_{1}$ when $N=1$.

Proof. The Laplace transform of the measure $d$ in (6.7) is given by

$$
\hat{d}(z)=\prod_{l=1}^{N}\left(\frac{z-z_{l}}{z-c}\right)^{p_{l}} .
$$

Write

$$
\begin{equation*}
\prod_{l=1}^{N}\left(\frac{z-z_{l}}{z-c}\right)^{p_{l}}=\sum_{l=1}^{N} \sum_{j=0}^{p_{1}} a_{l j}\left(z-z_{l}\right)^{-j} \tag{6.8}
\end{equation*}
$$

for appropriate constants $a_{l j}$. Define $d_{l j}$ by

$$
d_{l j}(t)=\left(\frac{d}{d t}-z_{l}\right)^{p_{l}-j} e^{p_{l} *}(t)
$$

for $1 \leqq l \leqq N, 0 \leqq j \leqq p_{l}$. It is easy to check that, for $1 \leqq l \leqq N, d_{l j} \in L^{1}(C ; \rho)$ for $0 \leqq j \leqq$ $p_{l}-1$ and $d_{l p_{l}} \in V(C ; \rho)$. Observe that

$$
\hat{d}_{l j}(z)=\left(z+z_{l}\right)^{p_{l}-j}(z-c)^{-p_{l}},
$$

so $d$ is given by

$$
d=\prod_{l=1}^{N} * d_{l 0} .
$$

Moreover, it follows from (6.8) that

$$
\begin{equation*}
\sum_{l=1}^{N} \sum_{j=0}^{p_{1}} a_{l j} \prod_{\substack{i=1 \\ i \neq l}}^{N} * d_{i 0} * d_{l j}=\delta \tag{6.9}
\end{equation*}
$$

Set $F_{l 0}=f$ for $1 \leqq l \leqq N$, and let $F_{l 1}, \cdots, F_{l p_{l}}$ be the functions in Definition 6.1 corresponding to the Jordan chains $v_{l 0}=1, v_{l 1}=\cdots=v_{l, p_{l}-1}=0$ of $f$ at $z_{l}$. Note in particular that, due to the special structure of these Jordan chains, $F_{l j} \in \mathscr{B}^{m+j}(C ; \eta)$, and that the repeated application of Lemma 3.5 of [11] yields

$$
\begin{equation*}
d_{l 0} * F_{l j}=d_{l j} * f \tag{6.10}
\end{equation*}
$$

for $1 \leqq l \leqq N, 0 \leqq j \leqq p_{l}$.
Define $x \in \mathscr{B}^{m}(C ; \eta)$ by

$$
x(t)=\sum_{l=1}^{N} \sum_{j=0}^{p_{1}} a_{l j} F_{l j} .
$$

It follows from the commutativity of convolution, (6.9) and (6.10) that

$$
\begin{aligned}
d x & =\prod_{i=1}^{N} * d_{i 0} * \sum_{l=1}^{N} \sum_{j=0}^{p_{l}} a_{l j} F_{l j} \\
& =\sum_{l=1}^{N} \sum_{j=0}^{p_{l}} a_{l j} \prod_{\substack{i=1 \\
i \neq l}}^{N} * d_{i 0} * d_{l j} * f=f,
\end{aligned}
$$

so $f$ belongs to the range of $d$.
Proof of Theorem 6.1. As stated above, the necessity of the condition in Theorem 6.1 for $f$ in $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$ to belong to the range of $\mathscr{L}$ is an immediate consequence of Lemmas 6.1 and 6.2, and the fact that the left Jordan chains of $\hat{L}$ are identical with those of the left factor $\hat{\nu}_{2}=P_{2} D$ in (6.1).

Conversely, suppose that $f \in \mathscr{B}^{m}\left(C^{n} ; \eta\right)$ and, for every $z_{l} \in Z$, every left Jordan chain of $\hat{L}$ at $z_{l}$ is also a Jordan chain of $f$ at $z_{l}$. By Lemma 6.1 and Lemma 4.1 for left Jordan chains it suffices to prove that $f$ belongs to the range of the operator $\mathscr{Q}_{2}$. Let $\nu_{3}=P_{2}(e)$ and $\nu_{4}=D(e)$ be the measures whose transforms are the factors $P_{2}$ and $D$ in (6.1), respectively. If $\alpha_{1}$ and $\omega_{1}$ satisfy $c<\omega_{1}<\omega \leqq \alpha<\alpha_{1}$, then $\nu_{3}, \nu_{3}^{-1}$ and $\nu_{4}$ all belong to $V\left(C^{n \times n} ; \rho_{\alpha_{1}, \omega_{1}}\right)$. Since $\nu_{2}=\nu_{3} * \nu_{4}$, the function $f$ belongs to the range of $\mathscr{2}_{2}$ if and only if $g \equiv \nu_{3}^{-1} * f$ belongs to the range of the diagonal operator $\mathscr{D} x \equiv \nu_{4} * x$. Thus, by Lemma 6.3 and the analogue of Lemma 4.2 for left Jordan chains, it suffices to show that $g$ in $\mathscr{B}^{m}\left(C^{n} ; \eta\right)$ belongs to the range of $\mathscr{D}$ whenever, for each eigenvalue $z_{l} \in Z$, every left Jordan chain of $\hat{D}$ is also a Jordan chain of $g$. But $D=\operatorname{diag}\left[d_{1}, \cdots, d_{n}\right]$, where each $d_{i}$ is the monic scalar quasiopolynmial

$$
d_{i}(z)=\prod_{l=1}^{N}\left(\frac{z-z_{l}}{z-c}\right)^{k_{i l}} .
$$

Here $k_{i l} \geqq 0$ is the $i$ th partial multiplicity of $D$ at $z_{l}$. For each $l$ with $k_{i l}>0$, the vectors $v_{i 0}=(0,0, \cdots, 1,0, \cdots, 0)$ with the one in the $i$ th coordinate, and $v_{i 1}=\cdots=v_{i, k_{i l}-1}=0$ form a left Jordan chain of length $k_{i l}$ of $D$ at $z_{l}$; hence, by assumption, $v_{i 0}, \cdots, v_{i, k_{i l}-1}$ is a Jordan chain of $g$ at $z_{l}$. Lemma 6.4 shows that the $i$ th component of $g$ belongs to the range of the scalar operator $d_{i}$ corresponding to $d_{i}$. Thus, $g$ belongs to the range of $\mathscr{D}$.
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#### Abstract

We give conditions under which solutions of the equation $u^{\prime}(t)=A u(t)+f(t)$ are asymptotically almost periodic; here $u(t)$ and $f(t)$ are functions on the reals with values in a real Banach space $X$, $f(t)$ is almost periodic in the sense of Bohr and $A$ is a function on a subset $D(A)$ of $X$, to $X$. We apply the result to a nonlinear one-dimensional heat equation with an almost periodic time-dependent heat supply.
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1. Introduction. Let $\{X,| |\}$ denote a real Banach space. Let $A$ denote a function on $D(A) \subset X$ to $X$, and $f$ a function on $R$ to $X ; R$ the set of reals. If we assume that $f$ is almost periodic (a.p.) in the usual sense of Bohr, it is the purpose of this paper to give conditions on $A$ so that strong solutions of

$$
\begin{equation*}
u^{\prime}=A u+f(t) \tag{1}
\end{equation*}
$$

on $[s, \infty)$ for some fixed $s \in R$ are asymptotically almost periodic (a.a.p.) and approach an a.p. generalized solution of (1) as $t \rightarrow \infty$.

As an application, we obtain a result for the nonlinear one-dimensional heat equation with a.p. time-dependent heat supply:

$$
\begin{align*}
& u_{t}(t, \xi)=\left(\sigma\left(u_{\xi}\right)\right)_{\xi}+r(t, \xi), \quad t \in R, \quad 0<\xi<1, \\
& u(t, 0)=u(t, 1)=0 \quad \text { for } t \in R \tag{2}
\end{align*}
$$

where $r(t, \xi)$ is a.p. in $t$. Our result for (2) is in terms of almost periodicity in $t$ for $L^{2}[0,1]$-valued functions in terms of the $L^{2}[0,1]$ norm; it is the purpose of a future investigation to find additional conditions under which almost periodicity with respect to the usual real valued norm is obtained.

Our methods are based on some results in [1]. The case where $f$ is periodic is treated in [1] where a monotonicity condition on $A$, similar to the one we use, is imposed.

We assume without loss of generality that $A 0=0$, the zero in $X$, since the conditions we impose on $f$ also hold for $f(t)+x_{0}, x_{0}$ any element in $X$.
2. Definitions and preliminary results. We say that the function $u:[s, \infty) \rightarrow X$ is asymptotically almost periodic (a.a.p. for short) if it is continuous and if there exists an a.p. function $v: R \rightarrow X$ such that $u(t)-v(t) \rightarrow 0$ as $t \rightarrow \infty$.

We will use the following results, which can easily be established by following the proofs for the corresponding finite-dimensional results given in, for example, the book by Fink [2]; it is important to observe that the range of any a.p. function is contained in a compact subset of $X$ (cf. [3]).

Proposition 1. The continuous function $u:[s, \infty) \rightarrow X$ is a.a.p. if and only if given a sequence $\left\{t_{n}^{\prime}\right\}, t_{n}^{\prime} \geqq s, t_{n}^{\prime} \rightarrow \infty$ as $n \rightarrow \infty$, there exists a subsequence $\left\{t_{n}\right\}$ such that $\left\{u\left(t+t_{n}\right)\right\}$ converges uniformly for $t \geqq s$.

[^35]Proposition 2. If $v: R \rightarrow X$ is a.p. there exists a sequence $\left\{t_{n}\right\}, t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, such that $v\left(t+t_{n}\right)-v(t) \rightarrow 0$ as $n \rightarrow \infty$ uniformly for $t \in R$.

The next results are basically in [1] and are concerned with solutions of (1). We define $u:[s, \infty) \rightarrow X$ to be a strong solution of (1) if $u(t)$ is continuous, is absolutely continuous on each compact interval of [s, $\infty$ ), is differentiable almost everywhere on $(s, \infty)$ and satisfies (2) almost everywhere on $(s, \infty)$. If $u(s)=x, x$ is called the initial value of $u(t)$. We shall henceforth refer to a strong solution of (1) as simply a solution of (1).

For each $(t, s)$ in a subset of $R \times R$ of the form $a \leqq s \leqq t \leqq b$, a function $U(t, s): X \rightarrow$ $X$ is called an evolution operator on $X$ if
(i) $U(s, s) x=x$ for each $x \in X$;
(ii) $U(t, s) U(s, r)=U(t, r)$ for $a \leqq r \leqq s \leqq t \leqq b$;
(iii) $U(t, s) x$ is continuous in $(t, s)$ for each $x \in X$.

Here and henceforth we always suppose $a \leqq s \leqq t \leqq b$ with $a=-\infty$ and $b=\infty$ possible.
We say that $U(t, s)$ is an evolution operator for (1) if for each solution $u:[s, b) \rightarrow X$ of (1), $u(t)=U(t, s) u(s)$.

If $U(t, s)$ is an evolution operator for (1) and $x \in X$ is arbitrary, we call $U(t, s) x$ a generalized solution of (1) on $[s, b)$. If $a=-\infty$ and $b=\infty$, we say that $U(t, s) x$ is a generalized solution on $R$.

We note that if there exists an evolution operator for (1) any solution $u:[s, b) \rightarrow X$, $a<s<b$, is unique, and similarly, if there exists such a solution $u$ of (1), any evolution operator for (1) is unique. If $A: D(A) \rightarrow X$, we say that $A \in \mathscr{A}(\omega), \omega \in R$, if

$$
\begin{equation*}
|x-y|-|x-y-\lambda(A x-A y)| \leqq \lambda \omega|x-y| \tag{3}
\end{equation*}
$$

for $x, y \in D(A)$ and $\lambda>0$ with $\lambda \omega<1$ (cf. [1, § 1]).
It is not difficult to show that fixed $x$ and $y$,

$$
\lambda^{-1}(|x-y|-|x-y-\lambda(A x-A y)|)
$$

is a nonincreasing function of $\lambda$ for $\lambda>0$ (cf. [4, Lemma 5.1, p. 37]). Thus if (3) holds for some $\lambda_{0}>0$, it holds for all $\lambda>\lambda_{0}$.

Proposition 3. Let $A: D(A) \rightarrow X$ and $A \in \mathscr{A}(0)$. Let $\overline{D(A)}=X$ where $\overline{D(A)}$ is the closure of $D(A)$. Let $f: R \rightarrow X$ be continuous. Let $\left(I-\lambda_{0} A\right) D(A)=X$ for some $\lambda_{0}>0$; here and henceforth I denotes the identity operator on $X$. Then there exists an evolution operator $U(t, s)$ for (1) for $t \geqq s$.

For a proof we may use Theorem 5.1 in [1]; we also use the well-known fact that if $A \in \mathscr{A}(0)$ and $\left(I-\lambda_{0} A\right) D(A)=X$, then $(I-\lambda A) D(A)=X$ for any $\lambda>0$.

Proposition 4. Let $A \in \mathscr{A}(\omega)$ and $\overline{D(A)}=X$ and $f$ and $g$ be continuous on $R$ to $X$. Let $U_{f}(t, s)$ and $U_{g}(t, s)$ be evolution operators for (1) and an equation like (1) with $f$ replaced by $g$. Then

$$
\begin{equation*}
\left|U_{f}(t, s) x-U_{g}(t, s) x\right| \leqq \int_{s}^{t}|f(\tau)-g(\tau)| \exp \omega(t-\tau) d \tau \quad \text { for } x \in X, \quad t \geqq s \tag{4}
\end{equation*}
$$

This is essentially Lemma 5.2 in [1].
Proposition 5. Let A satisfy the hypotheses of Proposition 4 and $f$ be continuous on $R$ to $X$. Let $U(t, s)$ be an evolution operator for (1). Then

$$
\begin{equation*}
|U(t, s) x-U(t, s) y| \leqq|x-y| \exp \omega(t-s), \quad t \geqq s \quad \text { and } \quad x, y \in X . \tag{5}
\end{equation*}
$$

For a proof, cf. Theorem 2.1 in [1] where actually weaker conditions on $A$ are used.

## 3. Main results.

Theorem 1. Let $A$ and $f$ be functions as given in the introduction with $A \in \mathscr{A}(\omega)$ for some $\omega<0$, and $f$ a.p. Let $\overline{D(A)}=X$, and suppose there exists a $\lambda_{0}>0$ such that $\left(I-\lambda_{0} A\right) D(A)=X$. Then each solution of (1) on $[0, \infty)$ is a.a.p. and there exists a unique generalized a.p. solution $\bar{u}(t)$ of (1) on $R$ such that if $u(t)$ is any solution of (1), $u(t)-\bar{u}(t) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. Since $\omega<0$, we have $A \in \mathscr{A}(0)$, and so the hypotheses of Proposition 3 hold. Let $\left\{t_{n}^{\prime}\right\}$ be a sequence with $t_{n}^{\prime}>0, t_{n}^{\prime} \rightarrow \infty$ as $n \rightarrow \infty$. Since $f$ is a.p. there exists a subsequence $\left\{t_{n}\right\}$ of $\left\{t_{n}^{\prime}\right\}$ and an a.p. function $g: R \rightarrow X$ such that

$$
\begin{equation*}
f\left(t+t_{n}\right)-g(t) \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{6}
\end{equation*}
$$

uniformly for $t \in R$. We may clearly suppose $t_{n+1}>t_{n}, n=1,2,3, \cdots$.
Let $U_{f}(t, s)$ be the evolution operator for (1) and $u(t)$ be a solution of (1) on $[0, \infty)$; let $u(0)=x$. Then

$$
\begin{align*}
U_{f}\left(t+t_{n}, 0\right) x & =u_{n}(t) \text { is a solution of } \\
u^{\prime} & =A u+f_{n}(t) \tag{2n}
\end{align*}
$$

for $t \geqq-t_{n}$; here $f_{n}(t)=f\left(t+t_{n}\right)$. Let $U_{f_{n}}(t, s)$ be the evolution operator for (2n); then

$$
U_{f}\left(t+t_{n}, 0\right) x=U_{f_{n}}\left(t,-t_{n}\right) x, \quad t \geqq-t_{n} .
$$

Since $g$ is continuous on $R$, there exists an evolution operator $U_{g}(t, s)$ for $u^{\prime}=A u+g(t)$ and a generalized solution

$$
v_{n}(t)=U_{g}\left(t,-t_{n}\right) x, \quad t \geqq-t_{n}
$$

for this equation. Fix $t \geqq 0$ and $m$ and $n$ such that $m>n$. Then

$$
\begin{equation*}
\left|u_{n}(t)-u_{m}(t)\right| \leqq\left|u_{n}(t)-v_{n}(t)\right|+\left|v_{n}(t)-v_{m}(t)\right|+\left|v_{m}(t)-u_{m}(t)\right| . \tag{7}
\end{equation*}
$$

By Proposition 4 with (6) and the condition $\omega<0$, we have given $\varepsilon>0$, there exists an $N_{\varepsilon}$ so that $n>N_{\varepsilon}$ implies

$$
\begin{equation*}
\left|u_{n}(t)-v_{n}(t)\right| \leqq \int_{-t_{n}}^{t}\left|f_{n}(\tau)-g(\tau)\right| \exp \omega(t-\tau) d \tau \leqq \varepsilon, \tag{8}
\end{equation*}
$$

and a similar result with $n$ replaced by $m$.
Using Proposition 5, we have

$$
\begin{align*}
\left|v_{n}(t)-v_{m}(t)\right| & \leqq\left|v_{n}\left(-t_{n}\right)-v_{m}\left(-t_{n}\right)\right| \exp \omega\left(t+t_{n}\right) \\
& \leqq\left|x-U_{g}\left(-t_{n},-t_{m}\right) x\right| \exp \omega t_{n} . \tag{9}
\end{align*}
$$

Using Proposition 4 again with $U_{0}(t, s)$ the evolution operator for $u^{\prime}=A u$, we have

$$
\begin{equation*}
\left|U_{g}\left(-t_{n},-t_{m}\right) x-U_{0}\left(-t_{n},-t_{m}\right) x\right| \leqq B_{1} \tag{10}
\end{equation*}
$$

for some constant $B_{1}$; this follows since $g$ is a.p. and hence bounded on $R$. By Proposition 5 and the fact that $u=0$ is a solution of $u^{\prime}=A u$ on $R$, we get

$$
\begin{equation*}
\left|U_{0}\left(-t_{n},-t_{m}\right) x\right| \leqq|x| . \tag{11}
\end{equation*}
$$

Using (10) and (11) in (9) yields

$$
\left|v_{n}(t)-v_{m}(t)\right| \leqq\left(2|x|+B_{1}\right) \exp \omega t_{n}
$$

and using this with (8) in (7) shows that for $N_{\varepsilon}$ sufficiently large $n>N_{\varepsilon}$ and $m>n$ imply $\left|u_{n}(t)-u_{m}(t)\right| \leqq 3 \varepsilon$. Thus $\left\{u_{n}(t)\right\}$ is Cauchy uniformly on $[0, \infty)$ and so converges uniformly on that interval. By Proposition 1 we conclude that $u(t)$ is a.a.p. and so by definition $u(t)-w(t) \rightarrow 0$ as $t \rightarrow \infty$ for some $w: R \rightarrow X, w$ a.p.

Since $f$ is a.p. there exists by Proposition 2 a sequence $\left\{\tau_{n}\right\}, \tau_{n}>0, \tau_{n} \rightarrow \infty$ as $n \rightarrow \infty$, such that $f\left(t+\tau_{n}\right)-f(t) \rightarrow 0$ as $n \rightarrow \infty$; since $w$ is also a.p., we may suppose $w\left(t+\tau_{n}\right) \rightarrow \bar{u}(t)$ as $n \rightarrow \infty$ uniformly for $t \in R$, where $\bar{u}(t)$ is a.p.

We show that $\bar{u}(t)$ is a generalized solution of (1). Let $t \in R$ be given and fix $t_{0} \leqq t$. We have for $n$ sufficiently large

$$
\begin{equation*}
\left|U_{f}\left(t, t_{0}\right) \bar{u}\left(t_{0}\right)-\bar{u}(t)\right| \leqq\left|U_{f}\left(t, t_{0}\right) \bar{u}\left(t_{0}\right)-u\left(t+\tau_{n}\right)\right|+\left|u\left(t+\tau_{n}\right)-\bar{u}(t)\right| . \tag{12}
\end{equation*}
$$

Since $\quad u\left(t+\tau_{n}\right)=U_{f_{n}}\left(t,-\tau_{n}\right) u(0) \quad$ where $\quad f_{n}(t)=f\left(t+\tau_{n}\right) \quad$ and $\quad U_{f_{n}}\left(t,-\tau_{n}\right)=$ $U_{f_{n}}\left(t, t_{0}\right) U_{f_{n}}\left(t_{0},-\tau_{n}\right)$ for $n$ sufficiently large, we have
$\left|U_{f}\left(t, t_{0}\right) \bar{u}\left(t_{0}\right)-u\left(t+\tau_{n}\right)\right| \leqq\left|U_{f}\left(t, t_{0}\right) \bar{u}\left(t_{0}\right)-U_{f}\left(t, t_{0}\right) U_{f_{n}}\left(t_{0},-\tau_{n}\right) u(0)\right|$

$$
\begin{align*}
& +\left|U_{f}\left(t, t_{0}\right) U_{f_{n}}\left(t_{0},-\tau_{n}\right) u(0)-U_{f_{n}}\left(t, t_{0}\right) U_{f_{n}}\left(t_{0},-\tau_{n}\right) u(0)\right|  \tag{13}\\
\leqq & \left|\bar{u}\left(t_{0}\right)-u\left(t_{0}+\tau_{n}\right)\right|+\sup \left\{\left|f_{n}(t)-f(t)\right| /|\omega|: t \in R\right\} ;
\end{align*}
$$

here we have used $\omega<0$ and Propositions 4 and 5. Since

$$
\begin{equation*}
\left|\bar{u}\left(t_{0}\right)-u\left(t_{0}+\tau_{n}\right)\right| \leqq\left|\bar{u}\left(t_{0}\right)-w\left(t_{0}+\tau_{n}\right)\right|+\left|w\left(t_{0}+\tau_{n}\right)-u\left(t_{0}+\tau_{n}\right)\right| \tag{14}
\end{equation*}
$$

and since $f_{n}(t)-f(t) \rightarrow 0$ as $n \rightarrow \infty$ uniformly on $R$, (13) shows that the first term on the right in (12) tends to zero as $n \rightarrow \infty$. But by (14) with $t_{0}$ replaced by $t$, we see that the second term on the right in (12) also approaches zero as $n \rightarrow \infty$. Thus $U_{f}\left(t, t_{0}\right) \bar{u}\left(t_{0}\right)=$ $\bar{u}(t), t \in R$; i.e., $\bar{u}$ is a generalized solution of (1) on $R$.

The uniqueness of $\bar{u}$ follows easily from Proposition 5; if $u_{1}(t)$ and $u_{2}(t)$ are distinct generalized a.p. solutions of (1) then $h(t)=u_{1}(t)-u_{2}(t)$ would be a.p. with $h\left(t_{1}\right) \neq 0$ for some $t_{1} \in R$. But $h(t) \rightarrow 0$ as $t \rightarrow \infty$ by Proposition 5; since this is impossible, the uniqueness of $\bar{u}$ follows and our proof is complete.

Theorem 2. Let $A$ and $f$ be as in Theorem 1, and suppose $X$ is reflexive and $f$ is of bounded variation on each compact interval in $R$. Then for each $x \in D(A)$, there exists a solution $u(t)$ of $(1)$ on $[0, \infty)$ such that $u(0)=x$ which is a.a.p. and approaches a unique generalized a.p. solution of (1) as $t \rightarrow \infty$.

A proof of this theorem is an easy consequence of our Theorem 1 and Theorem 5.1 (iv) in [1]; our hypotheses imply $\hat{D}(A)=D(A)$, where $\hat{D}(A)$ is defined in [1]. To show that we also have that $A$ is closed, let $x_{n} \rightarrow x_{0}$ and $A x_{n} \rightarrow y_{0}$ as $n \rightarrow \infty$, where $x_{n} \in D(A)$. Since $(I-\lambda A)^{-1}$ is defined and continuous on $X$ (cf. [1, p.9]) for any $\lambda>0$,

$$
(I-\lambda A)^{-1}(I-\lambda A) x_{n} \rightarrow(I-\lambda A)^{-1}\left(x_{0}-\lambda y_{0}\right) \quad \text { as } n \rightarrow \infty .
$$

So $(I-\lambda A)^{-1}\left(x_{0}-\lambda y_{0}\right)=x_{0}$, and hence $A x_{0}=y_{0}$; i.e., $A$ is closed.
It is clear that in Theorems 1 and 2, the solution $u(t)$ of (1) may be on any interval $\left[t_{0}, \infty\right)$ rather than on $[0, \infty)$; the latter was chosen to simplify the notation only.

We also have as a consequence of Proposition 5 that under our hypotheses, all generalized solutions of (1) are a.a.p. We stated Theorem 1 for strong solutions mainly to emphasize the fact that the definition of $U(t, s)$ as evolution operator for (1) involves strong solutions of (1).
4. An application. We consider the boundary value problem (2) stated in the introduction. We take $X=L^{2}[0,1]=L^{2}$, the set of Lebesgue square integrable realvalued functions on $[0,1]$ with the usual norm $|u|=\langle u, u\rangle^{1 / 2}$ in terms of the inner product:

$$
\langle u, v\rangle=\int_{0}^{1} u(\xi) v(\xi) d \xi, \quad u, v \in L^{2}
$$

Since $\left\{L^{2},\langle\rangle,\right\}$ is a Hilbert space, $X$ is now reflexive.

Let $\sigma: R \rightarrow R$ be continuously differentiable, $\sigma(0)=0$, and suppose there exist constant $m$ and $M$ such that $0<m \leqq \sigma^{\prime}(u) \leqq M<\infty$ for $u \in R$. Let $r(t, \xi): R \times[0,1] \rightarrow R$ be in $L^{2}$ for each $t$ and $L^{2}$-a.p.; i.e., a.p. in $t$ in the $L^{2}$ norm.

We apply Theorems 1 and 2 of the previous section. Take $A u=\left(\sigma\left(u_{\xi}\right)\right)_{\xi}$ with $D(A)=\left\{u \in L^{2}: u(0)=u(1)=0\right.$, with $u(\xi)$ and $u^{\prime}(\xi)$ absolutely continuous on [0, 1], $\left.u^{\prime \prime}(\xi) \in L^{2}\right\}$.

It is well known that $L^{2}=\overline{D(A)}$.
We next show that $A \in \mathscr{A}(\omega)$ for some $\omega<0$. By direct calculations we find that for $u \neq v, u, v \in D(A)$,

$$
\begin{align*}
\lim _{\lambda \rightarrow 0+} & (|u-v|-|u-v-\lambda(A u-A v)|) / \lambda|u-v| \\
& =\langle u-v, A u-A v\rangle /|u-v|^{2} \\
& =-\int_{0}^{1}\left(u^{\prime}(\xi)-v^{\prime}(\xi)\right)\left(\sigma\left(u^{\prime}(\xi)\right)-\sigma\left(v^{\prime}(\xi)\right)\right) d \xi / \int_{0}^{1}(u(\xi)-v(\xi))^{2} d \xi  \tag{15}\\
& \leqq-m \int_{0}^{1}\left(u^{\prime}(\xi)-v^{\prime}(\xi)\right)^{2} d \xi / \int_{0}^{1}(u(\xi)-v(\xi))^{2} d \xi \\
& \leqq-m \pi
\end{align*}
$$

the last estimate follows from a result in [5, p. 182]; we can also easily get this with $\pi$ replaced by 2 by using the Cauchy-Schwartz inequality. From (15) and the remark preceding the statement of Proposition 3, we have that $A \in \mathscr{A}(-m \pi)$.

We next show that there exists a $\lambda>0$ such that $(I-\lambda A) D(A)=L^{2}$. Let $f \in L^{2}$ be given. Let $\{C,\| \|\}$ be the Banach space of real valued functions continuous on [0, 1] with norm $\|u\|=\sup \{|u(\xi)|: 0 \leqq \xi \leqq 1\}$. For fixed $\lambda>0$ define $T_{\lambda}: C \rightarrow C$ as follows:

$$
\left(T_{\lambda} u\right)(\xi)=\int_{0}^{\xi} \sigma^{-1}\left[\lambda^{-1} \int_{0}^{\eta}(u(s)-f(s)) d s+c_{u}\right] d \eta, \quad 0 \leqq \xi \leqq 1,
$$

where $c_{u}$ is the unique constant such that

$$
\begin{equation*}
\int_{0}^{1} \sigma^{-1}\left[\lambda^{-1} \int_{0}^{\eta}(u(s)-f(s)) d s+c_{u}\right] d \eta=0 \tag{16}
\end{equation*}
$$

and $\sigma^{-1}$ denotes the inverse of $\sigma$. The fact that there exists a unique constant $c_{u}$ follows since

$$
\begin{equation*}
M^{-1} \leqq \sigma^{-1 \prime}(u) \leqq m^{-1} \quad \text { for } u \in R . \tag{17}
\end{equation*}
$$

From (16) we may also easily verify that

$$
\begin{equation*}
\left|c_{u}-c_{v}\right| \leqq(M / m \lambda)\|u-v\|, \quad u, v \in C ; \tag{18}
\end{equation*}
$$

we omit the details. Using (18) and (16), we see that for $\lambda>0$ sufficiently large, $T_{\lambda}$ is a contraction on $C$; let $\bar{u}$ be the unique fixed point of $T_{\lambda}$. It is easy to verify that $\bar{u} \in D(A)$ and satisfies $\lambda\left(\sigma\left(u^{\prime}\right)\right)^{\prime}=u-f$. We have therefore $(I-\lambda A) D(A)=L^{2}$, as asserted. We have essentially proved the following theorem.

Theorem 3. Suppose $\sigma: R \rightarrow R$ is differentiable, $\sigma(0)=0$, and its derivative $\sigma^{\prime}$ satisfies $0<m \leqq \sigma^{\prime}(u) \leqq M<\infty$ on $R$. Let $r(t, \cdot): R \rightarrow L^{2}$ be a.p. in $t$ with respect to the $L^{2}$ norm. Then each solution $u(t, \xi)$ of (2) such that $u(t, \cdot) \in L^{2}$ for $t \geqq 0$ is a.a.p. and approaches a unique generalized solution of (2) which is $L^{2}$-a.p. as $t \rightarrow \infty$. If $r(t, \cdot)$ is of bounded variation for $t$ in each compact interval of $R$, then for each $u_{0} \in L^{2}$ with $u_{0}(0)=$ $u_{1}(0)=0, u_{0}$ and $u_{0}^{\prime}$ absolutely continuous on $[0,1]$, and $u_{0}^{\prime \prime} \in L^{2}$, there exists a solution
$u(t, \xi)$ of (2) such that $u(0, \xi)=u_{0}(\xi), 0 \leqq \xi \leqq 1$, and $u(t, \xi)$ is a.a.p. and approaches $a$ unique generalized a.p. solution of (2).

The concept of generalized solution of (2) is in terms of the general definition given in § 2. It is not immediately clear that the generalized a.p. solution is a strong solution of (2) in the sense as defined in § 2. It is the purpose of future investigations to determine whether conditions exist sufficient for the existence of strong a.p. solutions of (1) as well as (2).
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# APPLICATION OF ACCRETIVE OPERATORS THEORY TO THE RADIATIVE TRANSFER EQUATIONS* 
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#### Abstract

Under some restrictive assumptions about opacities, we show that the radiative transfer equations have the form $(d u / d t)+\mathscr{A} u+\mathscr{B} u=0$, where $\mathscr{A}$ is $m$-accretive and $\mathscr{B}$ is Lipschitz. Mathematically, this gives existence and uniqueness of the solution. We also show that the maximum principle applies. Assuming that opacities are decreasing with respect to temperature, we are able to prove that $\mathscr{B}$ itself is accretive. Finally, we derive from this analysis an algorithm for solving the radiative transfer equations which has some nice properties.
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1. Nonlinear accretive operators theory. Let us assume we are given a real Banach space $Y$, which may not be reflexive. We denote by $Y^{*}$ the dual space and by $\langle\cdot, \cdot\rangle$ the duality pairing between $Y$ and $Y^{*}$. Let $\|\cdot\|$ and $\|\cdot\|_{*}$ denote the norms of $Y$ and $Y^{*}$, respectively. We shall use the sets

$$
s(u)=\left\{f \in Y^{*}:\|f\|_{*}=1,\langle u, f\rangle=\|u\|\right\}
$$

for all $u \in Y$ such that $\|u\| \neq 0$. Let $\mathscr{A}$ denote a mapping from a nonempty subset $D(\mathscr{A}) \in Y$ into $Y$. We shall say that $\mathscr{A}$ is an accretive operator if for each $u_{1}, u_{2} \in D(\mathscr{A})$ there exists an $f \in s\left(u_{2}-u_{1}\right)$ such that

$$
\left\langle\mathscr{A} u_{2}-\mathscr{A} u_{1}, f\right\rangle \geqq 0 .
$$

In particular, if there exists a mapping $s_{0}: Y \rightarrow Y^{*}$ such that

$$
s_{0}(u) \in s(u)
$$

for all $u \in Y$, and such that

$$
\begin{equation*}
\left\langle\mathscr{A} u_{2}-\mathscr{A} u_{1}, s_{0}\left(u_{2}-u_{1}\right)\right\rangle \geqq 0 \tag{1}
\end{equation*}
$$

for all $u_{1}, u_{2} \in D(\mathscr{A})$, then $\mathscr{A}$ is accretive. Furthermore, if, for some $\lambda>0$, the range of operator $\mathscr{T}+\lambda \mathscr{A}$ is equal to $Y$, where $\mathscr{T}$ denotes the identity of $Y$, we shall say that $\mathscr{A}$ is $m$-accretive. In such a case, operator $(\mathscr{T}+\lambda \mathscr{A})^{-1}$ is a contraction mapping from $Y$ into $Y$ (see [7]).

We now turn to the following abstract differential equation:

$$
\begin{align*}
& \frac{d u}{d t}+\mathscr{A} u=0 \\
& u(0)=u_{0} \tag{2}
\end{align*}
$$

[^36]The key idea for solving such an initial value problem is to introduce the following backward difference scheme:

$$
\begin{align*}
& \frac{u^{n, k+1}-u^{n, k}}{\lambda_{n}}+\mathscr{A} u^{n, k+1}=0, \\
& u^{n, 0}=u_{0} \tag{3}
\end{align*}
$$

where $\lambda_{n}>0$ is a time-step that tends to zero as $n \rightarrow \infty$.
A fundamental result, due to Crandall and Liggett (see [6]), states that if $u_{0} \in \overline{D(\mathscr{A})}$ and $\mathscr{A}$ is $m$-accretive then the sequence of piecewise constant functions $u^{n}(t)$ defined by

$$
u^{n}(t)=u^{n, k} \quad \text { for } k \lambda_{n} \leqq t<(k+1) \lambda_{n}
$$

converges uniformly on $[0, T]$ to a limit function $u \in C^{0}([0, T] ; Y)$, which may be considered as a generalised solution to problem (2). (It is actually called a mild solution (see [5]).) In particular, if problem (2) has a solution $v \in C^{1}(0, T ; X)$ such that $v(t) \in D(\mathscr{A})$ for a.e.t., then $u \equiv v$ (see [3]).

On the other hand, the mapping

$$
S(t): u_{0} \rightarrow u(t)
$$

is a contraction from $\overline{D(\mathscr{A})}$ into $\overline{D(\mathscr{A})}$ and the family $(S(t))_{t>0}$ is called the semi-group generated by $\mathscr{A}$.

Let us denote by $F$ the (assumed nonempty) set of equilibrium points of $\mathscr{A}$, that is of elements $p \in \overline{D(\mathscr{A})}$ such that

$$
\begin{equation*}
S(t) p=p \tag{4}
\end{equation*}
$$

for all $t>0$. We have the following property:

$$
\begin{equation*}
\|u(t)-p\| \searrow \text { as } t \nearrow \tag{5}
\end{equation*}
$$

which means that the distance between the solution at time $t$ and any equilibrium point decreases. In particular, the existence of equilibrium points ensures that the solution is bounded as time goes to infinity.

In many applications, $Y=L^{1}(X)$, where $X$ is a closed subset of $\mathbb{R}^{d}$. In such a case, the set $s(u)$ is found to be the set of all functions $f \in L^{\infty}(X)$ such that

$$
\begin{array}{ll}
f(x)=1 & \text { when } u(x)>0 \\
f(x)=-1 & \text { when } u(x)<0 \\
|f(x)| \leqq 1 & \text { when } u(x)=0 .
\end{array}
$$

It is usually convenient to choose $s_{0}$ such that

$$
\left(s_{0}(u)\right)(x)=\left\{\begin{align*}
1 & \text { when } u(x)>0  \tag{6}\\
-1 & \text { when } u(x)<0 \\
0 & \text { when } u(x)=0
\end{align*}\right.
$$

We note that the sum $\mathscr{A}+\mathscr{B}$ of two accretive operators need not be accretive (see [5]). However, this is the case (see [5]) in the case where one of the operators, say $\mathscr{B}$, is continuous. This is also the case, obviously, when both operators satisfy condition (1) with the same $s_{0}$.

About the sum $\mathscr{A}+\mathscr{B}$ of two $m$-accretive operators, we shall need a result which states that if $\mathscr{A}$ is $m$-accretive and $\mathscr{B}$ is Lipschitz, i.e. there exists $\omega>0$ such that

$$
\left\|\mathscr{B} u_{2}-\mathscr{B} u_{1}\right\| \leqq \omega\left\|u_{2}-u_{1}\right\|
$$

for all $u_{1}, u_{2} \in Y$, then $\mathscr{A}+\mathscr{B}$ is $m$-accretive. This result is standard and has a simple proof; as $\mathscr{A}+\mathscr{B}$ is accretive, we need only prove that

$$
u+\lambda \mathscr{A} u+\lambda \mathscr{B} u=f
$$

has a solution for any $f \in X$. For this we note that

$$
u \rightarrow(I+\lambda \mathscr{A})^{-1}(f-\lambda \mathscr{B} u)
$$

is a strictly contractive mapping from $X$ into itself for $\lambda>0$ small enough.
Remark 1. When $\mathscr{B}$ is Lipschitz but not accretive, then the Crandall-Liggett result still applies. However semigroup $S(t)$ generated by $\mathscr{A}+\mathscr{B}$ is of type $\omega$, that is

$$
\left\|S(t) u_{2}-S(t) u_{1}\right\| \leqq e^{\omega t}\left\|u_{2}-u_{1}\right\|
$$

where $\omega$ is the Lipschitz constant of $\mathscr{B}$.
2. Problem to be solved. Let us consider a continuous medium, assumed to be a motionless gas, in a subdomain $X \subset \mathbb{R}^{3}$, with boundary $\partial X$. In the following, we shall denote by $x$ a generic point in the domain $X$ and $\Omega$ a generic direction on the unit sphere $S^{2}$.

The interaction of the gas with radiation is described by the energy equation

$$
\begin{equation*}
\frac{\partial \varepsilon}{\partial t}+\int_{0}^{\infty} K(\nu, \varepsilon) d \nu \int_{S^{2}}(B(\nu, \varepsilon)-I) d \Omega=0 \tag{7}
\end{equation*}
$$

where
$K \equiv K(\nu, \varepsilon)$ denotes the opacity,
$B \equiv B(\nu, \varepsilon)$ is Planck's function,
$I \equiv I(x, \Omega, \nu, t)$ is the specific intensity of radiation at frequency $\nu$ in direction $\Omega$.
The radiation is assumed to be travelling at the speed of light $c$ so that $I$ satisfies the following transfer equation

$$
\begin{equation*}
\frac{1}{c} \frac{\partial I}{\partial t}+\Omega \cdot \frac{\partial I}{\partial x}+K(I-B)=\mathscr{D} I \tag{8}
\end{equation*}
$$

where $\mathscr{D}$ denotes an integral operator defined to take into account Thomson scattering: we have

$$
\begin{equation*}
(\mathscr{D} I)(x, \Omega, \nu)=\int_{S^{2}}\left(K_{d}\left(\Omega^{\prime}, \Omega\right) I\left(x, \Omega^{\prime}, \nu\right)-K_{d}\left(\Omega, \Omega^{\prime}\right) I(x, \Omega, \nu)\right) d \Omega^{\prime} \tag{9}
\end{equation*}
$$

where $K_{d}\left(\left(\Omega^{\prime}, \Omega\right) \geqq 0\right.$ denotes the scattering cross section assumed to be independent of $\varepsilon$ and $\nu$.

The unknown function $I$ is subject to a boundary condition:

$$
\begin{equation*}
I(x, \Omega, \nu, t)=h(x, \Omega, \nu, t) \tag{10}
\end{equation*}
$$

for $x \in \partial X, \nu>0, t>0$ and $\Omega \in S^{2}$ such that $\Omega \cdot n(x)<0$, where $n(x)$ denotes the unit normal vector to $X$, directed outward. The meaning of boundary condition (10) is that the inflow specific intensity $h$ is assumed to be known.

Finally, we supplement the system (7), (8), (10) with some initial conditions

$$
\begin{align*}
& I(x, \Omega, \nu, 0)=I_{0}(x, \Omega, \nu), \quad x \in X, \quad \Omega \in S^{2}, \quad \nu>0, \\
& \varepsilon(x, 0)=\varepsilon_{0}(x), \quad x \in X, \tag{11}
\end{align*}
$$

where $I_{0}$ and $\varepsilon_{0}$ are given functions.
3. Choice of a functional framework. We shall introduce a Banach space $Y$ for the couple of unknown functions

$$
u(t)=\{\varepsilon(t), I(t)\} .
$$

We choose

$$
\begin{equation*}
Y=L^{1}(X) \times L^{1}\left(X \times S^{2} \times(0, \infty)\right) \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
\|u\| \equiv\|\varepsilon\|_{1}+\|I\|_{1} \quad \text { whenever } u \equiv\{\varepsilon, I\} . \tag{13}
\end{equation*}
$$

We denote by $\|\cdot\|_{i}$ either the norm of $L^{1}(X)$ defined as

$$
\|\varepsilon\|_{1} \equiv \int_{X}|\varepsilon(x)| d x
$$

or the norm of $L^{1}\left(X \times S^{2} \times(0, \infty)\right)$ defined by

$$
\|I\|_{1} \equiv \int_{X} \int_{S^{2}} \int_{0}^{\infty}|I(x, \Omega, \nu)| d x d \Omega d \nu
$$

The choice (13) for the norm $\|\cdot\|$ is a natural one. Indeed, if (as they should) both $\varepsilon(t)$ and $I(t)$ are positive, then $\|u(t)\|$ is the total energy (material + radiation).

Next we shall introduce some operators $\mathscr{A}$ and $\mathscr{B}$ on space $Y$ so that problem (7)-(11) is equivalent to

$$
\begin{equation*}
\frac{d u}{d t}+\mathscr{A} u+\mathscr{B} u=0, \quad u(0)=u_{0} \tag{14}
\end{equation*}
$$

where $u_{0}=\left\{\varepsilon_{0}, I_{0}\right\}$. First we define operator $\mathscr{A}$ as follows:

$$
\begin{align*}
& \mathscr{A}\{\varepsilon, I\}=\left\{0, \Omega \cdot \frac{\partial I}{\partial x}-\mathscr{D} I\right\} \\
& D(\mathscr{A})=\left\{u \in X: u=\{\varepsilon, I\}, \Omega \cdot \frac{\partial u}{\partial x} \in L^{1}, I \text { satisfies (10) }\right\} . \tag{15}
\end{align*}
$$

Note that we need a trace theorem, which is proved in [4], to give meaning to the boundary condition (10). We shall assume that the inflow specific intensity ( $h$ ) does not depend on $t$, so that $\mathscr{A}$ is independent of $t$. We note that $\mathscr{A}$ is unbounded.

Next, we define operator $\mathscr{B}$ as follows: for $\boldsymbol{u} \in \boldsymbol{X}, \boldsymbol{u}=\{\varepsilon, I\}$, we let

$$
\begin{equation*}
\mathscr{B} u=\left\{-\int_{0}^{\infty} d \nu \int_{S^{2}} q d \Omega, q\right\} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
q \equiv q(x, \Omega, \nu)=K(\nu, \varepsilon(x))(\varphi(\nu, I(x, \Omega, \nu))-B(\nu, \varepsilon(x)) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(\nu, I)=\max (0, \min (I, B(\nu, M))) ; \tag{18}
\end{equation*}
$$

finally, $M$ is a given constant.
With such a definition of operator $\mathscr{B}$, we note first that (14) coincides with the original problem (7)-(11) whenever

$$
\begin{equation*}
0 \leqq I(x, \Omega, \nu, t) \leqq B(\nu, M) \tag{19}
\end{equation*}
$$

for $\nu>0, x \in X, \Omega \in S^{2}$ and $t>0$.
We shall prove in § 5 that the maximum principle applies to system (7)-(11) so that (19) holds for some $M>0$ together with

$$
\begin{equation*}
0 \leqq \varepsilon(x, t) \leqq M . \tag{20}
\end{equation*}
$$

The function $\varphi(\nu, I)$ defined in (18) is obtained from $I$ with an appropriate truncation; if we require $\mathscr{B}$ to be Lipschitzian, then we need $\varphi$ to be bounded, and if we want $\mathscr{B}$ to be accretive, we need $\varphi$ to be positive, as we shall see in $\S 6$.
4. Properties of operators $\mathscr{A}$ and $\mathscr{B}$. Let us first recall some facts about operator $\mathscr{A}$. We note that $D(\mathscr{A})$ is dense in $Y$ (see [2]). To prove that $\mathscr{A}$ is accretive we shall need the following lemmas.

Lemma 1. Let $W$ denote the space of functions I in $L^{1}\left(\equiv L^{1}\left(X \times S^{2} \times(0, \infty)\right)\right.$ such that $\Omega \cdot \nabla I \in L^{1}$. Let $\beta: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{1}$ function such that $\beta(0)=0$ and $\beta^{\prime} \in L^{\infty}(\mathbb{R})$. Then, for any $I \in W, \beta(I) \in W$ and

$$
\begin{equation*}
\Omega \cdot \frac{\partial}{\partial x} \beta(I)=\beta^{\prime}(I)\left(\Omega \cdot \frac{\partial I}{\partial x}\right) \quad \text { in } L^{1} . \tag{21}
\end{equation*}
$$

To prove the result, one introduces a sequence $\left(I_{n}\right)_{n}$ of smooth functions converging to $I \in W$ (the existence of such a sequence relies on a density result; see [4]). For a given smooth $I_{n}$ (21) obviously holds. The Lebesgue dominated convergence theorem is used to prove that (21) holds in the limit, after extraction of a suitable subsequence. The details are left to the reader.

Lemma 2. For any $I \in W$, then $|I| \in W$ and

$$
\Omega \cdot \frac{\partial}{\partial x}|I|=s_{0}(I) \Omega \cdot \frac{\partial I}{\partial x} .
$$

Proof. For given $n \in \mathbb{N}$ we introduce the function $\beta_{n}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\beta_{n}(\xi)= \begin{cases}n \frac{\xi^{2}}{2} & \text { if }|\xi| \leqq \frac{1}{n} \\ |\xi|-\frac{1}{2 n} & \text { otherwise }\end{cases}
$$

We check that
(i) $\beta_{n}(\xi) \rightarrow|\xi|$;
(ii) $\beta_{n}^{\prime}(\xi) \rightarrow s_{0}(\xi)$
for all $\xi \in \mathbb{R}$ when $n \rightarrow \infty$ and that

$$
\begin{equation*}
\left|\boldsymbol{\beta}_{n}^{\prime}(\xi)\right| \leqq 1 \tag{23}
\end{equation*}
$$

for all $\xi \in \mathbb{R}$.

Let $I \in W$ be given. From Lemma 1 we know that $\beta_{n}(I) \in W$ and that

$$
f_{n} \equiv \Omega \cdot \frac{\partial}{\partial x} \beta_{n}(I)=\beta_{n}^{\prime}(I)\left(\Omega \cdot \frac{\partial I}{\partial x}\right)
$$

From (22)(ii) and (23) we see with Lebesgue's theorem that

$$
f_{n} \rightarrow f \equiv s_{0}(I)\left(\Omega \cdot \frac{\partial I}{\partial x}\right) \quad \text { in } L^{1}
$$

On the other hand, using Lebesgue's theorem once again, from (22)(i) and (23) we prove that

$$
\beta_{n}(I) \rightarrow|I| \quad \text { in } L^{1}
$$

If $\varphi \in C_{0}^{\infty}\left(X \times S^{2} \times(0, \infty)\right)$ from the definition of the derivative in the distribution sense, we know that

$$
\left\langle f_{n}, \varphi\right\rangle=-\left\langle\beta_{n}(I), \Omega \cdot \frac{\partial \varphi}{\partial x}\right\rangle
$$

In the limit $n \rightarrow \infty$, we get that

$$
\langle f, \varphi\rangle=-\langle | I\left|, \Omega \cdot \frac{\partial \varphi}{\partial x}\right\rangle
$$

Therefore $\Omega \cdot(\partial / \partial x)|I| \in L^{1}$ and $f=\Omega \cdot(\partial / \partial x)|I|$ in $L^{1}$. QED
Proposition 1. Operator $\mathscr{A}$ is m-accretive.
Proof. To show that $\mathscr{A}$ is accretive, we shall choose

$$
s_{0}(u)=\left\{s_{0}(\varepsilon), s_{0}(I)\right\}
$$

where $s_{0}(\varepsilon) \in L^{\infty}(X)$ is defined as in (6), and $s_{0}(I) \in L^{\infty}\left(X \times S^{2} \times(0, \infty)\right)$ is defined in an analogous way.

Let $u_{\alpha}=\left\{\varepsilon_{\alpha}, I_{\alpha}\right\} \in D(\mathscr{A}), \alpha=1,2$. We have

$$
\left\langle\mathscr{A} u_{2}-\mathscr{A} u_{1}, s_{0}\left(u_{2}-u_{1}\right)\right\rangle=\left\langle\Omega \cdot \frac{\partial}{\partial x}\left(I_{2}-I_{1}\right)-\mathscr{D}\left(I_{2}-I_{1}\right), s_{0}\left(I_{2}-I_{1}\right)\right\rangle
$$

To prove that $\mathscr{A}$ is accretive, it suffices to prove separately that the advection operator

$$
\mathscr{L} \equiv \Omega \cdot \frac{\partial}{\partial x}
$$

with domain

$$
D(\mathscr{L})=\left\{I \in L^{1}: \Omega \cdot \frac{\partial I}{\partial x} \in L^{1}, I \text { satisfies }(10)\right\}
$$

and operator $(-\mathscr{D})$ are accretive.
To prove that $\mathscr{L}$ is accretive, we notice that from Lemma 2

$$
\left[\Omega \cdot \frac{\partial}{\partial x}\left(I_{2}-I_{1}\right)\right] s_{0}\left(I_{2}-I_{1}\right)=\Omega \cdot \frac{\partial}{\partial x}\left|I_{2}-I_{1}\right| \quad \text { in } L^{1}
$$

provided that $I_{1}$ and $I_{2} \in D(\mathscr{L})$ and that function $I \equiv\left|I_{2}-I_{1}\right|$ satisfies

$$
\Omega \cdot \frac{\partial I}{\partial x} \in L^{1}
$$

and vanishes on the inflow boundary $\Gamma_{-} \times(0, \infty)$ (where $\Gamma_{ \pm}$denotes the subset of $\partial X \times S^{2}$ made with those couples $\{x, \Omega\}$ such that $\Omega \cdot n(x) \gtrless 0$ ).

Applying Green's formula (see [4] for a justification)

$$
\int_{0}^{\infty} d \nu \int_{X \times S^{2}} \Omega \cdot \frac{\partial}{\partial x} I d x d \Omega=\int_{0}^{\infty} d \nu \int_{\Gamma_{+}}(\Omega \cdot n) I d \Gamma_{+}
$$

to $I=\left|I_{2}-I_{1}\right|$, we see that

$$
\left\langle\Omega \cdot \frac{\partial}{\partial x}\left(I_{2}-I_{1}\right), s_{0}\left(I_{2}-I_{1}\right)\right\rangle \geqq 0 \text { so that } \mathscr{L} \text { is accretive. }
$$

Since operator $\mathscr{D}$ is linear, it is sufficient to prove that

$$
\begin{equation*}
\left\langle\mathscr{D} I, s_{0}(I)\right\rangle \leqq 0 . \tag{24}
\end{equation*}
$$

We have

$$
\begin{aligned}
\int_{S^{2}}\left(\int_{S^{2}}\right. & \left.\left(K_{d}\left(\Omega^{\prime}, \Omega\right) I\left(\Omega^{\prime}\right)-K_{d}\left(\Omega, \Omega^{\prime}\right) I(\Omega)\right) d \Omega^{\prime}\right) s_{0}(I(\Omega)) d \Omega \\
& \leqq \int_{S^{2}} \int_{S^{2}}\left(K_{d}\left(\Omega^{\prime}, \Omega\right)\left|I\left(\Omega^{\prime}\right)\right|-K_{d}\left(\Omega, \Omega^{\prime}\right)|I(\Omega)|\right) d \Omega^{\prime} d \Omega=0 .
\end{aligned}
$$

Hence from (9) we get (24).
Finally, since the problem

$$
I+\lambda \Omega \cdot \frac{\partial I}{\partial x}=f
$$

with $I$ subject to boundary condition (9), can be solved for any $f \in L^{1}(X)$, provided $h$ satisfies

$$
\int_{0}^{\infty} d \nu \int_{\Gamma_{-}}(\Omega \cdot n) h d \Gamma_{-}<+\infty,
$$

which we shall assume (see [4]), operator $\mathscr{L}$ is $m$-accretive.
As $\mathscr{D}$ is Lipschitz, we have that $\mathscr{L}-\mathscr{D}$ is $m$-accretive. QED
We now turn to operator $\mathscr{B}$. To get Lipschitz continuity of $\mathscr{B}$, we shall require some regularity on the functions

$$
\varepsilon \rightarrow K(\nu, \varepsilon), \quad \varepsilon \rightarrow B(\nu, \varepsilon) .
$$

Actually, we know that $\varepsilon=\varepsilon(T)$ depends on the temperature $T$ through an equation of state ( $\varepsilon=\rho c_{v} T$ in the case of a perfect gas), and that

$$
\begin{equation*}
B(\nu, \varepsilon(T))=\frac{2 h \nu^{3}}{c^{2}}\left(e^{h \nu / k T}-1\right)^{-1} \tag{25}
\end{equation*}
$$

where $h$ is Planck's constant, and $k$ Boltzmann's constant. Then the function $\varepsilon \rightarrow B(\nu, \varepsilon)$ is regular provided that the equation of state $T \rightarrow \varepsilon(T)$ is regular.

More precisely, we shall assume that there exists a constant $C$ positive such that

$$
\begin{gather*}
\left|K\left(\nu, \varepsilon_{1}\right)-K\left(\nu, \varepsilon_{2}\right)\right| \leqq C\left|\varepsilon_{1}-\varepsilon_{2}\right| \quad \text { for all } \nu>0, \quad \varepsilon_{1}, \varepsilon_{2} \in \mathbb{R},  \tag{H1}\\
0 \leqq K(\nu, \varepsilon) \leqq C \quad \text { for all } \nu>0, \quad \varepsilon \in \mathbb{R} \tag{H2}
\end{gather*}
$$

and that there exists $\beta_{0}, \beta_{1}>0$ such that

$$
\begin{equation*}
0<\beta_{0} \leqq \frac{d \varepsilon}{d T} \leqq \beta_{1} . \tag{H3}
\end{equation*}
$$

Furthermore, for technical reasons we shall modify function $B$ for $\varepsilon>M$ (this is without consequence if we prove that (20) holds).

Let $T_{M}$ be such that $\varepsilon\left(T_{M}\right)=M$, for $\varepsilon>M$ we choose

$$
B(\nu, \varepsilon)=B\left(\nu, \varepsilon\left(T_{M}\right)\right) .
$$

We check that, with such a modification, we have

$$
\begin{equation*}
\int_{0}^{\infty} B(\nu, \varepsilon(T)) d \nu=a \min \left(T^{4}, T_{M}^{4}\right) \tag{26}
\end{equation*}
$$

where $a$ is some constant.
Proposition 2. Assume (H1) (H2) (H3); then operator $\mathscr{B}$ defined in (16)-(18) is Lipschitzian.

Proof. Let $u_{\alpha}=\left\{\varepsilon_{\alpha}, I_{\alpha}\right\} \in Y, \alpha=1,2$ be given, and

$$
q_{\alpha} \equiv K\left(\nu, \varepsilon_{\alpha}\right)\left(\varphi\left(\nu, I_{\alpha}\right)-B\left(\nu, \varepsilon_{\alpha}\right)\right) .
$$

As

$$
\mathscr{B} u_{\alpha} \equiv\left\{-\int_{0}^{\infty} d \nu \int_{s^{2}} q_{\alpha} d \Omega, q_{\alpha}\right\}
$$

for $\alpha=1,2$, we have

$$
\left\|\mathscr{B} u_{2}-\mathscr{B} u_{1}\right\| \leqq 2 \int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}}\left|q_{2}-q_{1}\right| d \Omega .
$$

We notice that

$$
\begin{aligned}
q_{2}-q_{1}= & K\left(\varepsilon_{2}\right)\left(\varphi\left(I_{2}\right)-B\left(\varepsilon_{2}\right)\right)-K\left(\varepsilon_{1}\right)\left(\varphi\left(I_{1}\right)-B\left(\varepsilon_{1}\right)\right) \\
= & K\left(\varepsilon_{2}\right)\left(\varphi\left(I_{2}\right)-\varphi\left(I_{1}\right)\right)+\left(K\left(\varepsilon_{2}\right)-K\left(\varepsilon_{1}\right)\right) \varphi\left(I_{1}\right)+K\left(\varepsilon_{2}\right)\left(B\left(\varepsilon_{1}\right)-B\left(\varepsilon_{2}\right)\right) \\
& +\left(K\left(\varepsilon_{1}\right)-K\left(\varepsilon_{2}\right)\right) B\left(\varepsilon_{1}\right) .
\end{aligned}
$$

From (H2) and (H1) we get

$$
\begin{equation*}
\left|q_{1}-q_{2}\right| \leqq C\left|I_{2}-I_{1}\right|+C\left(B(M)+B\left(\varepsilon_{1}\right)\right)\left|\varepsilon_{2}-\varepsilon_{1}\right|+C\left|B\left(\varepsilon_{1}\right)-B\left(\varepsilon_{2}\right)\right| . \tag{27}
\end{equation*}
$$

Applying (26) we get

$$
\begin{aligned}
\int_{0}^{\infty}\left|B\left(\nu, \varepsilon\left(T_{1}\right)\right)-B\left(\nu, \varepsilon\left(T_{2}\right)\right)\right| d \nu & =a\left[\min \left(T_{1}^{4}, T_{M}^{4}\right)-\min \left(T_{2}^{4}, T_{M}^{4}\right)\right] \\
& \leqq 4 a T_{M}^{3}\left(T_{1}-T_{2}\right) \leqq C^{\prime}\left(\varepsilon\left(T_{1}\right)-\varepsilon\left(T_{2}\right)\right) \\
& \text { where } C^{\prime}=4 a T_{M}^{3} / \beta_{0} .
\end{aligned}
$$

Finally, when we integrate (27) for $x \in X, \Omega \in S^{2}, \nu>0$, we obtain

$$
\left\|\mathscr{B} u_{2}-\mathscr{B} u_{1}\right\| \leqq 2 C\left\|I_{2}-I_{1}\right\|_{1}+16 \pi C\left(\int_{0}^{\infty} B(M) d \nu\right)\left\|\varepsilon_{2}-\varepsilon_{1}\right\|_{1}+8 \pi C C^{\prime}\left\|\varepsilon_{1}-\varepsilon_{2}\right\|_{1} .
$$

QED
Applying the Crandall-Liggett Theorem (see Remark 1), we obtain the following existence result.

Corollary 1. If assumptions (H1) (H2) (H3) hold, then for any given $t_{0}>0$ problem (14) has a unique solution

$$
u \in C^{0}\left(\left[0, t_{0}\right] ; Y\right) .
$$

About the asymptotic behavior of solution $u(t)$ as time $t \rightarrow \infty$, we have no information as yet. Note that in the general case of an $m$-accretive $\mathscr{A}$ perturbed by a Lipschitz $\mathscr{B}$, the solution $u(t)$ might grow exponentially as $t \rightarrow \infty$.

Remark 2. According to inequalities (19), (20) we can restrict ourselves to an energy interval $[0, M]$. Then assumptions (H1) and (H2) need to hold only for $\varepsilon_{1}, \varepsilon_{2}$, $\varepsilon \in[0, M]$.

Indeed, outside this interval we can modify opacity $K(\nu, \varepsilon)$ in order to get the desired assumptions.
5. Maximum principle. To solve the original problem ((7)-(11)), we have introduced an operator $\mathscr{B}$ which involves $\varphi(I)$ instead of $I$, where $\varphi(I)$ is a truncation of $I$ defined in (18). We needed such a truncation to get a Lipschitz $\mathscr{B}$. However we have yet to prove that the solution $u$ of (14) is also a solution of the original problem. We proceed in the following way.

Assume that the initial energy $\varepsilon^{0}$ satisfies

$$
\begin{equation*}
N^{\prime} \leqq \varepsilon^{0}(x) \leqq N \tag{28}
\end{equation*}
$$

for all $x \in X$, with $0 \leqq N^{\prime} \leqq N \leqq M$. We also assume that

$$
\begin{equation*}
B\left(\nu, N^{\prime}\right) \leqq I^{0}(x, \Omega, \nu) \leqq B(\nu, N) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(\nu, N^{\prime}\right) \leqq h(x, \Omega, \nu) \leqq B(\nu, N) \tag{30}
\end{equation*}
$$

for all $x \in X, \Omega \in S^{2}, \nu>0$. Then, we prove that the solution $u=\{\varepsilon, I\}$ of (14) satisfies

$$
\begin{equation*}
N^{\prime} \leqq \varepsilon(x, t) \leqq N \tag{31}
\end{equation*}
$$

for almost every $x \in X, t>0$ and

$$
\begin{equation*}
B\left(\nu, N^{\prime}\right) \leqq I(x, \Omega, \nu, t) \leqq B(\nu, N) \tag{32}
\end{equation*}
$$

for almost every $x \in X, \Omega \in S^{2}, \nu>0$ and $t>0$. In such a case, we have $\varphi(I)=I$ so that $u=\{\varepsilon, I\}$ is also a solution of the original problem.

To prove (31), (32) we shall require $K_{d}$ (appearing in definition (9) of operator $\mathscr{D})$ to be symmetric:

$$
\begin{equation*}
K_{d}\left(\Omega, \Omega^{\prime}\right)=K_{d}\left(\Omega^{\prime}, \Omega\right) \quad \text { for all } \Omega, \quad \Omega^{\prime} \in S^{2} \tag{33}
\end{equation*}
$$

Lemma 3. Let $v=\{e, J\} \in Y$ be such that

$$
N^{\prime} \leqq e(x) \leqq N
$$

for (almost) every $x \in X$, and

$$
B\left(\nu, N^{\prime}\right) \leqq J(x, \Omega, \nu) \leqq B(\nu, N)
$$

for (almost) every $x \in X, \Omega \in S^{2}, \nu>0$. Let $u=\{\varepsilon, I\}$ denote the solution of

$$
u+\lambda(\mathscr{A} u+\mathscr{B} u)=v
$$

Then, one has

$$
\begin{aligned}
& N^{\prime} \leqq \varepsilon(x) \leqq N \\
& B\left(\nu, N^{\prime}\right) \leqq I(x, \Omega, \nu) \leqq B(\nu, N)
\end{aligned}
$$

for (almost) every $x \in X, \Omega \in S^{2}, \nu>0$.
Proof. We shall use operator $s_{+}: L^{1}(X) \rightarrow L^{\infty}(X)$ defined as follows, if $\varepsilon \in L^{1}(\mathbb{R})$, $s_{+}(\varepsilon)$ denotes the function equal to one where $\varepsilon>0$, and equal to zero where $\varepsilon \leqq 0$.

We note that $\varepsilon$ and $I$ satisfy

$$
\begin{gather*}
\varepsilon-N+\lambda \int_{0}^{\infty} K(\varepsilon) \int_{S^{2}}((B(\varepsilon)-B(N))-(\varphi(I)-B(N))) d \Omega d \nu=e-N,  \tag{34}\\
I-B(N)+\lambda \Omega \cdot \frac{\partial}{\partial x}(I-B(N))+\lambda K(\varepsilon)(\varphi(I)-B(N))-(B(\varepsilon)-B(N)) \\
=\lambda \mathscr{D}(I-B(N))+J-B(N), \tag{35}
\end{gather*}
$$

since

$$
\frac{\partial}{\partial x} B(N)=0
$$

and, by virtue of (33)

$$
\mathscr{D}(B(N))=B(N) \int_{S^{2}}\left(K_{d}\left(\Omega^{\prime}, \Omega\right)-K_{d}\left(\Omega, \Omega^{\prime}\right)\right) d \Omega^{\prime}=0 .
$$

We multiply (34) by $v \equiv s_{+}(\varepsilon-N)$ and integrate for $x \in X$.
On the other hand, we multiply (35) by $w=s_{+}(I-B(N))$ and integrate for $x \in X$, $\Omega \in S^{2}$ and $\nu \in(0, \infty)$.

We note that

$$
(\varepsilon-N) s_{+}(\varepsilon-N)=(\varepsilon-N)_{+}
$$

and since $\varepsilon \rightarrow B(\nu, \varepsilon)$ is increasing (see (25) and (H3))

$$
(B(\varepsilon)-B(N)) s_{+}(\varepsilon-N)=(B(\varepsilon)-B(N))_{+} .
$$

On the other hand,

$$
(I-B(N)) s_{+}(I-B(N))=(I-B(N))_{+}
$$

and (since $M \geqq N$ )

$$
(\varphi(I)-B(N)) s_{+}(I-B(N)) .
$$

We obtain by addition

$$
\begin{aligned}
& \left\|(\varepsilon-N)_{+}\right\|_{1}+\left\|(I-B(N))_{+}\right\|_{1}+\lambda\left\langle\Omega \cdot \frac{\partial}{\partial x}(I-B(N)), w\right\rangle \\
& +\lambda \int_{X} \int_{0}^{\infty} K(\varepsilon) \int_{S^{2}}\left((B(\varepsilon)-B(N))_{+}-w(B(\varepsilon)-B(N))\right) d \Omega d \nu d x \\
& +\lambda \int_{X} d x \int_{0}^{\infty} K(\varepsilon) \int_{S^{2}}\left[(\varphi(I)-B(N))_{+}-v(\varphi(I)-B(N))\right] d \Omega d \nu \\
= & \lambda\langle\mathscr{D}(I-B(N)), w\rangle+\langle e-N, v\rangle+\langle J-B(N), w\rangle .
\end{aligned}
$$

We note that

$$
(B(\varepsilon)-B(N))_{+}-w(B(\varepsilon)-B(N))=(1-w)(B(\varepsilon)-B(N))_{+}+w(B(\varepsilon)-B(N))_{-} \geqq 0
$$

since $0 \leqq w \leqq$. Similarly,

$$
(\varphi(I)-B(N))_{+}-v(\varphi(I)-B(N))=(1-v)(\varphi(I)-B(N))_{+}+v(\varphi(I)-B(N))_{-} \geqq 0
$$

since $0 \leqq v \leqq 1$.

On the other hand, we have (using a result similar to the one proved in Lemma 2)

$$
\Omega \cdot \frac{\partial}{\partial x}(I-B(N)) s_{+}(I-B(N))=\Omega \cdot \frac{\partial}{\partial x}(I-B(N))_{+} ;
$$

therefore, by integration by parts, we obtain

$$
\int_{X} d x \int_{S^{2}} \Omega \cdot \frac{\partial}{\partial x}(I-B(N))_{+} d \Omega=\int_{\Gamma_{+}}(\Omega \cdot n)(I-B(N))_{+} d \Gamma_{+} \geqq 0
$$

(note that $(I-B(N))_{+}$vanishes on $\Gamma_{-}$by assumption (see (30)).
Let $\tilde{I} \equiv I-B(N)$. Then we have

$$
\begin{gathered}
\int_{S^{2}}\left(\int_{S^{2}}\left(K_{d}\left(\Omega^{\prime}, \Omega\right) \tilde{I}\left(\Omega^{\prime}\right)-K_{d}\left(\Omega, \Omega^{\prime}\right) \tilde{I}(\Omega)\right) d \Omega^{\prime}\right) s_{+}(\tilde{I}(\Omega)) d \Omega \\
=\int_{S^{2} \times s^{2}} K_{d}\left(\Omega^{\prime}, \Omega\right)\left(\tilde{I}_{+}\left(\Omega^{\prime}\right)-\tilde{I}_{-}\left(\Omega^{\prime}\right)\right) s_{+}(\tilde{I}(\Omega)) d \Omega^{\prime} d \Omega \\
\quad-\int_{S^{2} \times S^{2}} K_{d}\left(\Omega, \Omega^{\prime}\right) \tilde{I}_{+}(\Omega) d \Omega d \Omega^{\prime} \\
\quad \leqq-\int_{S^{2} \times S^{2}} K_{d}\left(\Omega^{\prime}, \Omega\right) \tilde{I}_{-}\left(\Omega^{\prime}\right) d \Omega^{\prime} d \Omega \leqq 0
\end{gathered}
$$

hence $\left\langle\mathscr{D} \tilde{I}, s_{+}(\tilde{I})\right\rangle \leqq 0$.
Finally, we have

$$
\left\|(\varepsilon-N)_{+}\right\|_{1}+\left\|(I-B(N))_{+}\right\|_{1} \leqq 0,
$$

which proves that

$$
\begin{aligned}
& \varepsilon(x) \leqq N \text { for a.e. } x \in X, \\
& I(x, \Omega, \nu) \leqq B(\nu, N) \quad \text { for a.e. } x \in X, \quad \Omega \in S^{2}, \quad \nu>0 .
\end{aligned}
$$

In an analogous way, we could prove that

$$
\left\|\left(\varepsilon-N^{\prime}\right)_{-}\right\|_{1}+\left\|\left(I-B\left(N^{\prime}\right)\right)_{-}\right\|_{1} \leqq 0 .
$$

QED
We are now able to prove the main result.
Theorem 1. Assume that initial solution $u_{0}=\left\{\varepsilon_{0}, I_{0}\right\}$ satisfies (28), (29) and that boundary condition $h$ satisfies (30). Then the solution $u(t)=\{\varepsilon(t), I(t)\}$ of problem (14) satisfies (31), (32). Furthermore, it is also the solution of the original problem (7)-(11).

Proof. From the Crandall-Liggett Theorem (see § 1) we know that solution $u(t)$ is the uniform limit as $n \rightarrow \infty$ of the piecewise constant functions $u^{n}(t)$ defined by

$$
u^{n}(t)=u^{n, k} \quad \text { for } k \lambda_{n} \leqq t \leqq(k+1) \lambda_{n}
$$

where $u^{n, k}$ is defined inductively by

$$
\frac{u^{n, k+1}-u^{n, k}}{\lambda_{n}}+\mathscr{A} u^{n, k+1}+\mathscr{B} u^{n, k+1}=0 .
$$

Let $u^{n, k} \equiv\left\{\varepsilon^{n, k}, I^{n, k}\right\}$. If we have

$$
\begin{equation*}
N^{\prime} \leqq \varepsilon^{n, k}(x) \leqq N \tag{36}
\end{equation*}
$$

for (almost every) $x \in X$, and

$$
\begin{equation*}
B\left(\nu, N^{\prime}\right) \leqq I^{n, k}(x, \Omega, \nu) \leqq B(\nu, N) \tag{37}
\end{equation*}
$$

for (almost every) $x \in X, \Omega \in S^{2}, \nu>0$, then, applying Lemma 3 with $v=u^{n, k}, u=u^{n, k+1}$ and $\lambda=\lambda_{n}$, we have (36), (37) at index $k+1$. Since (36) and (37) hold for $k=0$, then they hold for all $k>0$. Since they also hold for all $n>0$, making $n \rightarrow \infty$, we get (31) and (32). As noticed above, since $0 \leqq N^{\prime} \leqq N \leqq M, u(t)$ is also a solution of (7) to (11). QED

The maximum principle we just proved has 3 applications:
(a) It shows that solution $u(t)$ of (14) is actually a solution of the original problem;
(b) It shows that solution $u(t)$ remains bounded in $L^{\infty}$ as $t \rightarrow \infty$;
(c) It shows that $u(t)$ is positive.

Remark 3. Assume that $u+\lambda(\mathscr{A} u+\mathscr{B} u)=v$ with $v=\{e, J\}$ and $u=\{\varepsilon, I\}$ as in Lemma 3. We easily prove that, if $h=0$,

$$
\int_{X} \varepsilon d x+\int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}} I d \Omega \leqq \int_{X} e d x+\int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}} J d \Omega
$$

Using an argument similar to the one used for Theorem 1, we have

$$
\int_{X} \varepsilon(t) d x+\int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}} I(t) d \Omega \leqq\left\|u_{0}\right\|
$$

which shows that the energy is decreasing (or conserved if $X=\mathbb{R}^{3}$ ).
Remark 4. In a way similar to Remark 2, we note that assumptions (H1) and (H2) need to hold only for $\varepsilon_{1}, \varepsilon_{2}, \varepsilon \in\left[N^{\prime}, N\right]$. If opacities are infinite for $\varepsilon=0$, as they should be, then our existence result applies only for $N^{\prime}>0$.
6. Accretiveness of operator $\mathscr{B}$. We shall now prove that operator $\mathscr{B}$ itself is accretive under some new assumptions (see (H4) and (H5) below). Actually, the accretiveness of $\mathscr{B}$ is not very useful information if we assume (H1) and (H2) since we already have existence, uniqueness, and uniform $L^{\infty}$ bounds for $t \rightarrow \infty$. However, besides mathematical curiosity, the accretiveness of $\mathscr{B}$ is of fundamental importance for the case where $K(\nu, \varepsilon)$ is infinite either for $\nu=0$ (see [10]) or for $\varepsilon=0$, for which we refer to Golse and Perthame [8].

We assume the following:
(H5) for all $\nu>0$, function $\varepsilon \rightarrow K(\nu, \varepsilon) B(\nu, \varepsilon)$ is increasing.
Assumptions (H4) and (H5) should hold for all $\varepsilon \in \mathbb{R}$; however, as noticed in Remark 4 , they need only be satisfied in some interval $\left[N^{\prime}, N\right]$ related to the initial and boundary data.

Remark 5. To understand the significance of assumptions (H4) and (H5) we note that if $I$ is given, and is independent of $t$, then (7) is just an autonomous ordinary differential equation depending on a parameter $x \in X$.

Let

$$
\psi(\varepsilon) \equiv 4 \pi \int_{0}^{\infty} K(\nu, \varepsilon)(B(\nu, \varepsilon)-E(\nu)) d \nu
$$

where

$$
E \equiv \frac{1}{4 \pi} \int_{S^{2}} I d \Omega
$$

Then (7) can be written as

$$
\frac{d \varepsilon}{d t}+\psi(\varepsilon)=0
$$

(for given $x \in X$ ). If we assume that $\psi$ is increasing then $\psi\left(\varepsilon^{*}\right)=0$ has a unique solution, and $\varepsilon(t) \rightarrow \varepsilon^{*}$, as $t \rightarrow \infty$, whatever $\varepsilon_{0}$. If assumptions (H4) or (H5) were violated, then limit $\varepsilon^{*}$ of $\varepsilon(t)$ as $t \rightarrow \infty$ could depend on the initial value at $t=0$, or $\varepsilon(t)$ could even diverge as $t \rightarrow \infty$.

The case where $I$ is given is a special case, but corresponds physically to the case of an optically thin medium submitted to a constant inflow intensity $h$ (see (10)). As opacity $K(\varepsilon)$ is small, the relaxation time of the gas is large compared to the propagation time connected with speed of light $c$. In other words, we get $I=h$ everywhere before $\varepsilon(t)$ has significantly changed from its starting value $\varepsilon_{0}$.

We prove the following lemma.
Lemma 4. If assumptions (H4) and (H5) hold, then operator $\mathscr{B}$ defined in (16) is accretive.

Proof. We shall first prove that

$$
\begin{equation*}
\left\langle\mathscr{B} u_{2}-\mathscr{B} u_{1}, s_{+}\left(u_{2}-u_{1}\right)\right\rangle \geqq 0 \tag{38}
\end{equation*}
$$

for all $u_{1}, u_{2} \in Y$ where $s_{+}: Y \rightarrow Y^{*}$ is defined by

$$
s_{+}(u)=\left\{s_{+}(\varepsilon), s_{+}(I)\right\}
$$

for all $u=\{\varepsilon, I\} \in Y$ and where $s_{+}$is defined as before.
Let

$$
q_{\alpha} \equiv K\left(\varepsilon_{\alpha}\right)\left(\varphi\left(I_{\alpha}\right)-B\left(\varepsilon_{\alpha}\right)\right), \quad \alpha=1,2
$$

where $\left\{\varepsilon_{\alpha}, I_{\alpha}\right\}=u_{\alpha}, \alpha=1,2$. We have

$$
\mathscr{B} u_{2}-\mathscr{B} u_{1}=\left\{\int_{0}^{\infty} d \nu \int_{S^{2}}\left(q_{1}-q_{2}\right) d \Omega, q_{2}-q_{1}\right\} .
$$

Then

$$
\left\langle\mathscr{B} u_{2}-\mathscr{B} u_{1}, s_{+}\left(u_{2}-u_{1}\right)\right\rangle=\int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}}(v-w)\left(q_{1}-q_{2}\right) d \Omega
$$

where $v \equiv s_{+}\left(\varepsilon_{2}-\varepsilon_{1}\right)$ and $w \equiv s_{+}\left(I_{2}-I_{1}\right)$. Thus

$$
\begin{align*}
\left\langle\mathscr{B} u_{2}\right. & \left.=\mathscr{B} u_{1}, s_{+}\left(u_{2}-u_{1}\right)\right\rangle \\
= & \int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}}(v-w)\left(K\left(\varepsilon_{2}\right) B\left(\varepsilon_{2}\right)-K\left(\varepsilon_{1}\right) B\left(\varepsilon_{1}\right)\right) d \Omega  \tag{39}\\
& +\int_{X} d x \int_{0}^{\infty} d \nu \int_{S^{2}}(w-v)\left(K\left(\varepsilon_{2}\right) \varphi\left(I_{2}\right)-K\left(\varepsilon_{1}\right) \varphi\left(I_{1}\right)\right) d \Omega .
\end{align*}
$$

Let

$$
A \equiv K\left(\varepsilon_{2}\right) B\left(\varepsilon_{2}\right)-K\left(\varepsilon_{1}\right) B\left(\varepsilon_{1}\right) .
$$

From (H5) and the definition of $v$, we get $v A=(A)_{+}$.
On the other hand, writing $A=A_{+}-A_{-}$we have $(v-w) A=(1-w) A_{+}+w A_{-}$. As function $w=s_{+}\left(I_{2}-I_{1}\right)$ satisfies $0 \leqq w \leqq 1$ a.e. for $x \in X, \nu>0, \Omega \in S^{2}$, we obtain ( $v-w) A \geqq 0$ which shows that the first term in the right-hand side of (39) is positive. Let us show that the second term is also positive.

Let $y \equiv w-v$ and $z \equiv K\left(\varepsilon_{2}\right) \varphi\left(I_{2}\right)-K\left(\varepsilon_{1}\right) \varphi\left(I_{1}\right)$. We notice that

$$
y(x, \Omega, \nu)= \begin{cases}1 & \text { if } I_{2}(x, \Omega, \nu)>I_{1}(x, \Omega, \nu) \text { and } \varepsilon_{2}(x) \leqq \varepsilon_{1}(x), \\ -1 & \text { if } \varepsilon_{2}(x)>\varepsilon_{1}(x) \text { and } I_{2}(x, \Omega, \nu) \leqq I_{1}(x, \Omega, \nu), \\ 0 & \text { otherwise } .\end{cases}
$$

In case $y=1$, we check that $z \geqq 0$, since, from (H4), $K\left(\varepsilon_{2}\right) \geqq K\left(\varepsilon_{1}\right)$ and $\varphi\left(I_{2}\right) \geqq$ $\varphi\left(I_{1}\right)$. In case $y=-1$, we check that $z \leqq 0$, since (from (H4)) $K\left(\varepsilon_{1}\right) \leqq K\left(\varepsilon_{2}\right)$ and $\varphi\left(I_{2}\right) \leqq \varphi\left(I_{1}\right)$.

Finally, we have proved that $y z \geqq 0$ for all $x \in X, \Omega \in S^{2}, \nu>0$, which suffices to prove that the second term in the right-hand side of (39) is positive, and proves (38).

Permuting indices 1 and 2, we also get

$$
\begin{equation*}
\left\langle\mathscr{B} u_{1}-\mathscr{B} u_{2}, s_{+}\left(u_{1}-u_{2}\right)\right\rangle \geqq 0 . \tag{40}
\end{equation*}
$$

As

$$
s_{0}\left(u_{2}-u_{1}\right)=s_{+}\left(u_{2}-u_{1}\right)-s_{+}\left(u_{1}-u_{2}\right)
$$

we obtain

$$
\left\langle\mathscr{B} u_{2}-\mathscr{B} u_{1}, s_{0}\left(u_{2}-u_{1}\right)\right\rangle \geqq 0
$$

by summation of (38) and (40). QED
Applying a result proved at the end of $\S 1$, we obtain the following.
Corollary 2. If assumptions (H1) to (H5) hold, then operator $\mathscr{A}+\mathscr{B}$ is maccretive.

As a consequence of Corollary 2, we learn that the distance between $u(t)$ and any equilibrium point $u$ is decreasing in the energy norm.

We refer the reader to [8] and [10] for more useful applications of the accretiveness of $\mathscr{B}$.
7. Operator splitting algorithms for solving the radiative transfer equations. Each time one has to solve a problem of the form

$$
\begin{align*}
& \frac{d u}{d t}+\mathscr{A} u+\mathscr{B} u=0 \\
& u(0)=u_{0} \tag{41}
\end{align*}
$$

one can use operator splitting methods like
(i) $\frac{u^{n+1 / 2}-u^{n}}{\Delta t}+\mathscr{A} u^{n+1 / 2}=0$,
(ii) $\frac{u^{n+1}-u^{n+1 / 2}}{\Delta t}+\mathscr{B} u^{n+1}=0$
or
(i) $u^{n+1 / 2}=S_{\Delta A}(\Delta t) u^{n}$,
(ii) $u^{n+1}=S_{\mathscr{B}}(\Delta t) u^{n+1 / 2}$
where $S_{\mathscr{A}}(t)$ and $S_{\mathscr{B}}(t)$ denote the semigroups generated by operators $\mathscr{A}$ and $\mathscr{B}$, respectively.

If $\mathscr{A}$ and $\mathscr{B}$ are $m$-accretive, then each one of these algorithms is unconditionally stable, since, in such a case, the operators

$$
(\mathscr{T}+\Delta t \mathscr{A})^{-1}, \quad(\mathscr{T}+\Delta t \mathscr{B})^{-1}, \quad S_{\mathscr{A}}(\Delta t), \quad S_{\mathscr{B}}(\Delta t)
$$

are contractions for all $\Delta t>0$.
We refer the reader to [9] for convergence of such algorithms, as $\Delta t \rightarrow 0$, in the case where $Y$ is a Hilbert space.

In the case where $\mathscr{A}$ and $\mathscr{B}$ are defined as in $\S 2$, we see that operator splitting methods introduce a decomposition of time step $\Delta t$ into two so-called "fractionary steps." The first half-step corresponds to linear transport of specific intensity $I$ at speed $c$, coupled with Thomson diffusion. The second half-step corresponds to local relaxation of radiation with material energy. We note that the first half-step is global but linear, whereas the second half-step is nonlinear but local.

Practically, for solving the linear transport part, one has a choice between Monte Carlo methods, or finite element methods. Usually, such methods give a piecewise constant estimate of specific intensity $I$ on some spatial mesh of the domain; material energy $\varepsilon$ is chosen piecewise constant on the same mesh.

We note that solving (42)(ii) or (43)(ii) can be performed cell by cell since $x$ is only a parameter for operator $\mathscr{B}$.

Let $Q$ denote some cell of the given mesh: solving (42)(ii) on cell $Q$ amounts to solving

$$
\begin{align*}
& \varepsilon_{Q}^{n+1}+\Delta t \int_{0}^{\infty} d \nu \int_{S^{2}} K\left(\varepsilon_{Q}^{n+1}\right)\left(B\left(\varepsilon_{Q}^{n+1}\right)-I_{Q}^{n+1}\right) d \Omega=\varepsilon_{Q}^{n}  \tag{i}\\
& I_{Q}^{n+1}+\Delta t K\left(\varepsilon_{Q}^{n+1}\right)\left(I_{Q}^{n+1}-B\left(\varepsilon_{Q}^{n+1}\right)\right)=I_{Q}^{n} . \tag{44}
\end{align*}
$$

From (34)(ii) (which is linear w.r.t. $I_{Q}^{n+1}$ ) we get

$$
I_{Q}^{n+1}=\frac{I_{Q}^{n}+\Delta t(K B)\left(\varepsilon_{Q}^{n+1}\right)}{1+\Delta t K\left(\varepsilon_{Q}^{n+1}\right)}
$$

which can be substituted in (44)(i). The result is a scalar nonlinear equation of the following type:

$$
\begin{equation*}
f\left(\varepsilon_{Q}^{n+1}\right)=\varepsilon_{Q}^{n} . \tag{45}
\end{equation*}
$$

It can be seen that, if (H4) and (H5) hold, then $f$ is monotone increasing and (45) has a unique solution; otherwise, for $\Delta t$ large enough, $f$ may not be monotone, so that (45) may have more than one solution. In such a case, it is not clear which one we should select. Then, from a numerical point of view, assumptions (H4) and (H5), which imply accretiveness, have some useful properties.

In the case where the discrete ordinate method is used to discretize both $\Omega$ and $\nu$, (43)(ii) is a system of ordinary differential equations that is more difficult to solve than (42)(ii).

On the other hand, when the Monte Carlo method is used, it is not more difficult to solve (43)(i) than (42)(i).

This is why we prefer the following mixed algorithm:

$$
\begin{align*}
& u^{n+1 / 2}=S_{\mathscr{A}}(\Delta t) u^{n},  \tag{i}\\
& u^{n+1}=(\mathscr{T}+\Delta t \mathscr{B})^{-1} u^{n+1 / 2} . \tag{46}
\end{align*}
$$

Note that each one of these algorithms is at most first order accurate with respect to $\Delta t$. It is also possible to use second order accurate algorithms (see [9]). However, these operator splitting algorithms, which are very well suited to optically thin media, are fairly inefficient when applied to optically thick media. In fact, in the latter case, radiation and material are strongly coupled since $K(\varepsilon)$ is large, which requires very small time steps $\Delta t$.
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# ESTIMATES FOR CONSERVATION LAWS WITH LITTLE VISCOSITY* 
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#### Abstract

We consider the parabolic system that is generated by adding "artificial viscosity" to the equations of one-dimensional nonlinear elasticity. We construct families of entropies that induce a priori bounds on solutions, independent of the viscosity. The entropies have exponential growth in the case of strain hardening and polynomial growth in the case of strain softening. In particular, we recover the standard theory of invariant regions.
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## AMS (MOS) subject classification. 35L65

1. Introduction. Consider the family of parabolic equations

$$
\begin{align*}
& \partial_{t} u-\partial_{x} v+f(u, v)=\nu \partial_{x}^{2} u, \\
& \partial_{t} v-\partial_{x} \sigma(u)+g(u, v)=\nu \partial_{x}^{2} v, \tag{1.1}
\end{align*}
$$

where $\sigma(u)$ is a given smooth, strongly monotone function on $(-\infty, \infty)$,

$$
\begin{equation*}
\sigma^{\prime}(u)=a^{2}(u), \quad a(u)>0, \quad-\infty<u<\infty . \tag{1.2}
\end{equation*}
$$

$f(u, v)$ and $g(u, v)$ are given smooth functions on $(-\infty, \infty) \times(-\infty, \infty)$, and $\nu$ is a positive parameter that measures the "viscosity."

We view (1.1) as a singular perturbation of the strictly hyperbolic system

$$
\begin{align*}
& \partial_{t} u-\partial_{x} v+f(u, v)=0,  \tag{1.3}\\
& \partial_{t} v-\partial_{x} \sigma(u)+g(u, v)=0 .
\end{align*}
$$

The method of vanishing viscosity seeks to identify and construct admissible discontinuous solutions of the Cauchy problem for (1.3) as limits of solutions $\{u(x, t), v(x, t)\}$ of the Cauchy problem for (1.1), with $\nu \downarrow 0$. To carry this program out, one needs a priori bounds on $\{u(x, t), v(x, t)\}$, independent of $\nu$, sufficiently strong to induce sequences that are convergent almost everywhere. A bound on the total variation of $\{u(x, t), v(x, t)\}$ would be ideal for that purpose, but no estimates of this type are presently available. A weaker, $L^{\infty}$, estimate for $\{u(x, t), v(x, t)\}$ would induce sequences convergent in $L^{\infty}$ weak $*$ but this would not suffice, in itself, to guarantee that the limit is a solution of (1.3). Nevertheless, the theory of compensated compactness yields (DiPerna [2], Rascle [6]) that when $\sigma(u)$ has isolated inflection points, any sequence of solutions of (1.1) converging in $L^{\infty}$ weak $*$ converges necessarily almost everywhere.

The standard vehicle for establishing uniform $L^{\infty}$ bounds for solutions of (1.1) is the method of Chueh, Conley and Smoller [1], which applies if and only if $\sigma(u)$ has a single inflection point, say at $u_{0}$, being convex on $\left(u_{0}, \infty\right)$ and concave on $\left(-\infty, u_{0}\right)$,

[^37]and
\[

$$
\begin{equation*}
\left[\operatorname{sgn}\left(u-u_{0}\right)\right] a(u) f(u, v)+[\operatorname{sgn} v] g(u, v) \geqq 0 \tag{1.4}
\end{equation*}
$$

\]

holds for $|u|,|v|$ sufficiently large. Under these conditions, the level curves of the Riemann invariants

$$
\begin{equation*}
r(u, v):=v+\int_{u_{0}}^{u} a(w) d w, \quad s(u, v):=v-\int_{u_{0}}^{u} a(w) d w \tag{1.5}
\end{equation*}
$$

confine a nested family of open, bounded, positively invariant regions for (1.1) whose union covers the entire $u-v$ plane. (In fact, (1.4) simply states that the vector field $\{f(u, v), g(u, v)\}$ points towards the exterior of these regions.) Then the range of the solution of the Cauchy problem for (1.1) is trapped inside one of these invariant regions, determined solely by the initial data.

It is not to be expected that solutions $\{u(x, t), v(x, t)\}$ of the Cauchy problem for (1.1) will be bounded in $L^{\infty}$, uniformly in $\nu$, for arbitrary $\sigma(u)$. For instance, considering that, in the isentropic flow of an ideal gas (the flow is described by equations of the form (1.3)), vacuum may develop over regions of space-time, one should anticipate that $u(x, t)$ will not stay bounded from above, uniformly in $\nu$, when $\sigma(u)$ is concave for $u$ large. Still one hopes that (perhaps weaker than $L^{\infty}$ ) bounds for $\{u(x, t), v(x, t)\}$ hold under assumptions less stringent than those required for the existence of invariant regions. For example, in the homogeneous case $f(u, v) \equiv g(u, v) \equiv 0$, it is reasonable to expect strong bounds when $\sigma(u)$ is convex for $u$ large and concave for $u$ small, irrespectively of the number of inflection points in between. In fact it is plausible that estimates of a certain type apply, even when $\sigma(u)$ is concave for $u$ large and/or convex for $u$ small, provided $\sigma^{\prime \prime}(u)$ decays to zero, sufficiently fast, as $u \uparrow \infty$ and/or $u \downarrow-\infty$. These estimates should extend to the nonhomogeneous case, so long as the growth of $f(u, v)$ and $g(u, v)$, as $|u|$ and $|v|$ tend to infinity, is properly restricted.

The aim of this paper is to establish estimates on solutions of the Cauchy problem for (1.1), under various assumptions on $\sigma(u)$. Our approach rests on the construction of appropriate entropies for (1.3) (cf. Lax [4]). For interesting, recent, related results see Serre [7] and Venttsel' [8].

A smooth, convex function $\eta(u, v)$ on $(-\infty, \infty) \times(-\infty, \infty)$ is an entropy for (1.3), with entropy flux $q(u, v)$, if

$$
\begin{align*}
& q_{u}(u, v)=-\sigma^{\prime}(u) \eta_{v}(u, v), \\
& q_{v}(u, v)=-\eta_{u}(u, v) \tag{1.6}
\end{align*}
$$

hold on $(-\infty, \infty) \times(-\infty, \infty)$. By eliminating $q(u, v)$ between the two equations in (1.6) and using (1.2), we deduce that $\eta(u, v)$ is an entropy for (1.3) if and only if it is a convex solution of the linear wave equation

$$
\begin{equation*}
\eta_{u u}(u, v)=a^{2}(u) \eta_{v v}(u, v) \tag{1.7}
\end{equation*}
$$

on $(-\infty, \infty) \times(-\infty, \infty)$.
Assume $\eta(u, v)$ is an entropy for (1.3), with entropy flux $q(u, v)$, and let $\{u(x, t), v(x, t)\}$ be a solution of the Cauchy problem for (1.1), which tends, as $|x| \rightarrow \infty$, to a constant state $\{\bar{u}, \bar{v}\}$, for any $t \in[0, \infty)$. Upon setting

$$
\begin{align*}
& \bar{\eta}(u, v):=\eta(u, v)-\eta(\bar{u}, \bar{v})-\eta_{u}(\bar{u}, \bar{v})(u-\bar{u})-\eta_{v}(\bar{u}, \bar{v})(v-\bar{v}), \\
& \bar{q}(u, v):=q(u, v)-q(\bar{u}, \bar{v})+\eta_{u}(\bar{u}, \bar{v})(u-\bar{u})+\eta_{v}(\bar{u}, \bar{v})[\sigma(u)-\sigma(\bar{u})], \tag{1.8}
\end{align*}
$$

we verify easily the familiar identity

$$
\begin{align*}
& \partial_{t} \bar{\eta}(u, v)+\partial_{x} \bar{q}(u, v)+\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v) \\
& \quad=\nu \partial_{x}^{2} \bar{\eta}(u, v)-\nu\left\{\eta_{u u}(u, v)\left(\partial_{x} u\right)^{2}+2 \eta_{u v}(u, v)\left(\partial_{x} u\right)\left(\partial_{x} v\right)+\eta_{v v}(u, v)\left(\partial_{x} v\right)^{2}\right\}, \tag{1.9}
\end{align*}
$$

which induces, by virtue of the convexity of $\eta(u, v)$, the inequality

$$
\begin{align*}
& \int_{-\infty}^{\infty} \bar{\eta}(u(x, t), v(x, t)) d x+\int_{0}^{t} \int_{-\infty}^{\infty}\left\{\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v)\right\} d x d \tau \\
& \quad \leqq \int_{-\infty}^{\infty} \bar{\eta}(u(x, 0), v(x, 0)) d x \tag{1.10}
\end{align*}
$$

We observe that, since $\eta(u, v)$ is convex, $\bar{\eta}(u, v)$, as defined by (1.8) $)_{1}$, is nonnegative on $(-\infty, \infty) \times(-\infty, \infty)$ and vanishes at $(\bar{u}, \bar{v})$, to quadratic order.

The simplest choice of an entropy-entropy flux pair is

$$
\begin{align*}
& \eta(u, v)=\frac{1}{2} v^{2}+\int_{0}^{u} \sigma(w) d w, \\
& q(u, v)=-v \sigma(u) . \tag{1.11}
\end{align*}
$$

This is valid for arbitrary nondecreasing $\sigma(u)$ and yields the standard energy estimate. Our aim, however, is to derive sharper bounds and for that purpose we have to impose restrictions on $\sigma(u)$. In the homogeneous case $f(u, v) \equiv g(u, v) \equiv 0$, equations (1.3) govern, in Lagrangian coordinates, the motion of one-dimensional, nonlinear, elastic media. We need estimates that cover both the case of strain hardening and the case of strain softening.

In § 2 we assume $\sigma(u)$ is convex for $u$ large and concave for $u$ small (strain hardening) and construct entropies for (1.3) which grow exponentially in $u$ and $v$. They induce a priori estimates on solutions of the Cauchy problem for (1.1). As a byproduct of our analysis, we get an alternative derivation of invariant regions for (1.1) and a new proof of a recent result of Roytburd and Slemrod [5]. Special entropies with exponential growth were constructed by Lax [4] and by DiPerna [3].

In § 3 we consider $\sigma(u)$ which are concave when $u$ is large and/or convex when $u$ is small (strain softening) and construct entropies that grow like powers of $u$ and $v$. The maximal power depends on how fast $\sigma^{\prime \prime}(u)$ decays to zero, as $u \uparrow \infty$ and/or $u \downarrow-\infty$. These entropies induce $L^{p}$ estimates, independent of $\nu$, on solutions of the Cauchy problem for (1.1) with initial data in $L^{p}(-\infty, \infty) \cap L^{2}(-\infty, \infty)$.
2. Entropies with exponential growth. In this section we assume $\sigma(u)$ is convex for $u$ large and concave for $u$ small, i.e., there are numbers $-\infty<u_{-} \leqq u_{+}<\infty$ such that

$$
\begin{array}{ll}
a^{\prime}(u) \leqq 0, & -\infty<u<u_{-},  \tag{2.1}\\
a^{\prime}(u) \leqq 0, & u_{+}<u<\infty,
\end{array}
$$

and construct entropies for (1.3) of the form

$$
\begin{equation*}
\eta(u, v)=Y(u) \cosh (k v) \tag{2.2}
\end{equation*}
$$

where $k$ is a positive constant. By virtue of (1.7), $Y(u)$ must satisfy the linear differential equation

$$
\begin{equation*}
Y^{\prime \prime}(u)=k^{2} a^{2}(u) Y(u), \quad-\infty<u<\infty . \tag{2.3}
\end{equation*}
$$

For reasons to become apparent shortly, we determine $Y(u)$ as the solution of (2.3) with initial conditions

$$
\begin{equation*}
Y\left(u_{0}\right)=1, \quad Y^{\prime}\left(u_{0}\right)=0 \tag{2.4}
\end{equation*}
$$

where $u_{0}$ is a point at which $a(u)$ attains its maximum in the interval [ $u_{-}, u_{+}$]. In particular, $Y^{\prime}(u) \leqq 0$ on $\left(-\infty, u_{0}\right), Y^{\prime}(u) \geqq 0$ on $\left(u_{0}, \infty\right)$ and

$$
\begin{equation*}
Y(u) \geqq \cosh \left[k \bar{a}\left(u-u_{0}\right)\right], \quad-\infty<u<\infty, \tag{2.5}
\end{equation*}
$$

where $\bar{a}$ is the minimum of $a(u)$ over $(-\infty, \infty)$.
A simple calculation shows that $\eta(u, v)$, as defined by (2.2) with $Y(u)$ satisfying (2.3), (2.4), will be strictly convex on $(-\infty, \infty) \times(-\infty, \infty)$ if and only if

$$
\begin{equation*}
\left|Y^{\prime}(u)\right| \leqq k a(u) Y(u), \quad-\infty<u<\infty . \tag{2.6}
\end{equation*}
$$

As long as (2.6) holds,

$$
\begin{equation*}
Y(u) \leqq \exp \left\{k\left|\int_{u_{0}}^{u} a(w) d w\right|\right\}, \quad-\infty<u<\infty \tag{2.7}
\end{equation*}
$$

We shall test (2.6) only for $u \geqq u_{0}$, because the discussion for the case $u \leqq u_{0}$ would be completely symmetrical. We define

$$
\begin{equation*}
\chi(u):=k a(u) Y(u)-Y^{\prime}(u), \quad u_{0} \leqq u<\infty \tag{2.8}
\end{equation*}
$$

and note that, by account of (2.3), (2.4), $\chi(u)$ is the solution of the initial value problem

$$
\begin{gather*}
\chi^{\prime}(u)+k a(u) \chi(u)=k a^{\prime}(u) Y(u), \quad u_{0} \leqq u<\infty,  \tag{2.9}\\
\chi\left(u_{0}\right)=k a\left(u_{0}\right) . \tag{2.10}
\end{gather*}
$$

It is clear that when $a^{\prime}(u) \geqq 0$ on $\left[u_{0}, \infty\right)$, then $\chi(u)>0$ for all $u$ in $\left[u_{0}, \infty\right)$. We have thus shown the following.

Proposition 2.1. If for some $u_{0}$ in $(-\infty, \infty)$

$$
\begin{equation*}
\left(u-u_{0}\right) a^{\prime}(u) \geqq 0, \quad-\infty<u<\infty, \tag{2.11}
\end{equation*}
$$

then the function $\eta(u, v)$, defined through (2.2), (2.3), (2.4), for any $k>0$, is a strictly convex entropy of (1.3).

By contrast, when $a^{\prime}(u)<0$ on some interval ( $u_{0}, u_{1}$ ), a crude estimation using (2.9), (2.10), (2.5) shows that, for $k$ very large, $\chi(u)<0$ on an interval $u_{0}<\hat{u}<u<u_{1}$. However, we have the following.

Proposition 2.2. Assume (2.1) holds. Then there is $k_{0}>0$ such that the function $\eta(u, v)$, defined through (2.2), (2.3), (2.4), for any $0<k \leqq k_{0}$, is a strictly convex entropy of (1.3).

Proof. We integrate (2.9), (2.10) to get

$$
\begin{equation*}
\exp \left\{k \int_{u_{0}}^{u} a(w) d w\right\} \chi(u)=k a\left(u_{0}\right)+k \int_{u_{0}}^{u} a^{\prime}(w) Y(w) \exp \left\{k \int_{u_{0}}^{w} a(s) d s\right\} d w . \tag{2.12}
\end{equation*}
$$

The right-hand side of (2.12) attains its minimum over [ $u_{0}, \infty$ ) at a point $u_{1} \in\left[u_{0}, u_{+}\right]$. We recall that $u_{0}$ is a point at which $a(u)$ attains its maximum on the interval $\left[u_{-}, u_{+}\right]$. Combining this with the observation that the function

$$
Y(w) \exp \left\{k \int_{u_{0}}^{w} a(s) d s\right\}
$$

is increasing on [ $u_{0}, \infty$ ), we infer that

$$
\begin{align*}
& \int_{u_{0}}^{u} a^{\prime}(w) Y(w) \exp \left\{k \int_{u_{0}}^{w} a(s) d s\right\} d w \\
& \quad \geqq-\left\{a\left(u_{0}\right)-a\left(u_{1}\right)\right\} Y\left(u_{1}\right) \exp \left\{k \int_{u_{0}}^{u_{1}} a(s) d s\right\}, \tag{2.13}
\end{align*}
$$

for any $u$ in $\left[u_{0}, \infty\right)$. From (2.12), (2.13) and (2.7) it follows that so long as $\chi$ is nonnegative on the interval $\left(u_{0}, u\right)$,

$$
\begin{equation*}
\frac{1}{k} \exp \left\{k \int_{u_{0}}^{u} a(w) d w\right\} \chi(u) \geqq a\left(u_{0}\right)-\left\{a\left(u_{0}\right)-a\left(u_{1}\right)\right\} \exp \left\{2 k \int_{u_{0}}^{u_{1}} a(s) d s\right\} . \tag{2.14}
\end{equation*}
$$

Therefore, if

$$
\begin{equation*}
k \leqq \frac{1}{2}\left\{\int_{u_{0}}^{u_{1}} a(s) d s\right\}^{-1} \log \frac{a\left(u_{0}\right)}{a\left(u_{0}\right)-a\left(u_{1}\right)}, \tag{2.15}
\end{equation*}
$$

then $\chi(u)>0$ for all $u$ in $\left[u_{0}, \infty\right)$. This completes the proof.
We proceed to demonstrate how the entropies constructed above may induce a priori estimates on solutions $\{u(x, t), v(x, t)\}$ of the Cauchy problem for (1.1). Let us assume that, for $t \in[0, \infty),\{u(x, t), v(x, t)\}$ decays, as $|x| \rightarrow \infty$, to a constant state ( $\bar{u}, \bar{v}$ ) which is a critical point of the vector field $\{f(u, v), g(u, v)\}$, i.e.,

$$
\begin{equation*}
f(\bar{u}, \bar{v})=g(\bar{u}, \bar{v})=0 . \tag{2.16}
\end{equation*}
$$

The entropy (2.2) generates, through (1.8) , a new entropy $\bar{\eta}(u, v)$, which is nonnegative on $(-\infty, \infty) \times(-\infty, \infty)$ and vanishes at $(\bar{u}, \bar{v})$ to quadratic order. We shall estimate the solution by monitoring, with the help of (1.10), the evolution of

$$
\int_{-\infty}^{\infty} \bar{\eta}(u(x, t), v(x, t)) d x .
$$

As a consequence of (1.8) ${ }_{1}$ and (2.16),

$$
\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v)
$$

vanishes to quadratic order at ( $\bar{u}, \bar{v}$ ). Furthermore, (2.2) and (2.6) yield

$$
\begin{align*}
& \left|\eta_{u}(u, v)\right| \leqq k a(u) \eta(u, v), \\
& \left|\eta_{v}(u, v)\right| \leqq k \eta(u, v) . \tag{2.17}
\end{align*}
$$

First we consider any $a(u)$ that satisfies (2.1) and we assume

$$
\begin{equation*}
a(u)|f(u, v)|+|g(u, v)| \leqq L, \quad-\infty<u<\infty, \quad-\infty<v<\infty . \tag{2.18}
\end{equation*}
$$

Then there is a positive constant $C$ such that

$$
\begin{equation*}
\left|\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v)\right| \leqq C k L \bar{\eta}(u, v) . \tag{2.19}
\end{equation*}
$$

From (1.10), (2.19) and Gronwall's inequality we derive the estimate

$$
\begin{equation*}
\int_{-\infty}^{\infty} \bar{\eta}(u(x, t), v(x, t)) d x \leqq e^{C k L t} \int_{-\infty}^{\infty} \bar{\eta}(u(x, 0), v(x, 0)) d x . \tag{2.20}
\end{equation*}
$$

Next we turn to the special case of $a(u)$ that satisfies (2.11) and establish $L^{\infty}$ estimates on $\{u(x, t), v(x, t)\}$ assuming that $\{u(x, 0), v(x, 0)\} \in L^{\infty}(-\infty, \infty)$ and

$$
\begin{equation*}
a(u)|f(u, v)|+|g(u, v)| \leqq L(|u|+|v|+1), \quad-\infty<u<\infty, \quad-\infty<v<\infty . \tag{2.21}
\end{equation*}
$$

Under this hypothesis and so long as $k \geqq \delta>0$, we have

$$
\begin{equation*}
\left|\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v)\right| \leqq C k L(|u|+|v|+1) \bar{\eta}(u, v), \tag{2.22}
\end{equation*}
$$

on $(-\infty, \infty) \times(-\infty, \infty)$, where $C$ is a positive constant that may depend on $\delta$ but is otherwise independent of $k$. Upon setting

$$
\begin{equation*}
W(t):=\max _{x}(|u(x, t)|+|v(x, t)|+1) \tag{2.23}
\end{equation*}
$$

(1.10), (2.22) and Gronwall's inequality yield

$$
\begin{equation*}
\int_{-\infty}^{\infty} \bar{\eta}(u(x, t), v(x, t)) d x \leqq \exp \left\{C k L \int_{0}^{t} W(\tau) d \tau\right\} \int_{-\infty}^{\infty} \bar{\eta}(u(x, 0), v(x, 0)) d x . \tag{2.24}
\end{equation*}
$$

We raise both sides of (2.24) to the power $1 / k$ and we pass to the limit, as $k \uparrow \infty$, taking account of (2.2), (2.5) and (2.7). In the resulting inequality we take the logarithm of both sides, thus obtaining

$$
\begin{equation*}
W(t) \leqq A+C L \int_{0}^{t} W(\tau) d \tau, \quad 0 \leqq t<\infty, \tag{2.25}
\end{equation*}
$$

where $A$ depends solely upon the $L^{\infty}$ norm of $\{u(x, 0), v(x, 0)\}$. Therefore, Gronwall's inequality implies that $W(t)$, and thereby also $\{u(x, t), v(x, t)\}$, are bounded, on compact time intervals, uniformly in $\nu>0$. In particular, in the homogeneous case $f(u, v) \equiv g(u, v) \equiv 0,\{u(x, t), v(x, t)\}$ is bounded on $(-\infty, \infty) \times[0, \infty)$, uniformly in $\nu$.

Staying with the case of $a(u)$ that satisfies (2.11), we indicate briefly how the standard invariant regions [1] may be identified by studying the asymptotics of solutions of (2.3), as $k \uparrow \infty$. To this end, we introduce new variables:

$$
\begin{align*}
& \xi:=\int_{u_{0}}^{u} a(w) d w,  \tag{2.26}\\
& Z:=a(u)^{1 / 2} Y \tag{2.27}
\end{align*}
$$

A straightforward calculation, using (2.3), yields

$$
\begin{equation*}
\frac{d^{2} Z}{d \xi^{2}}=k^{2} Z-a^{-3 / 2}\left(a^{-1 / 2}\right)^{\prime \prime} Z \tag{2.28}
\end{equation*}
$$

For $u$ confined in bounded intervals, the variation of constants formula applied on (2.28) yields that, as $k \uparrow \infty$,

$$
\begin{equation*}
Z(\xi)=\left[A+O\left(\frac{1}{k}\right)\right] e^{k|\xi|} \tag{2.29}
\end{equation*}
$$

$$
\frac{d Z}{d \xi}+k Z=O(1) e^{-k \xi}, \quad \xi<0
$$

$$
\frac{d Z}{d \xi}-k Z=O(1) e^{k \xi}, \quad \xi>0
$$

Therefore, using (2.2), (2.27), (2.29), (2.26), (1.5) and (2.30), we obtain

$$
\lim _{k \rightarrow \infty} \eta(u, v)^{1 / k}=\left\{\begin{array}{lll}
\exp [r(u, v)] & \text { if } u>u_{0}, & v>0  \tag{2.31}\\
\exp [s(u, v)] & \text { if } u<u_{0}, & v>0 \\
\exp [-s(u, v)] & \text { if } u>u_{0}, & v<0 \\
\exp [-r(u, v)] & \text { if } u<u_{0}, & v<0
\end{array}\right.
$$

$$
\begin{aligned}
& \frac{\eta_{u}(u, v)}{\eta(u, v)}=k\left[\operatorname{sgn}\left(u-u_{0}\right)\right] a(u)+O(1), \\
& \frac{\eta_{v}(u, v)}{\eta(u, v)}=k \operatorname{sgn} v+O(1) .
\end{aligned}
$$

It follows from (2.32) that when $k$ is large and (1.4) holds as a strict inequality, then the second term on the left-hand side of (1.10) is nonnegative. Hence, raising both sides of (1.10) to the power $1 / k$, letting $k \uparrow \infty$, and using (2.31) we conclude that the level curves of the Riemann invariants (1.5) confine positively invariant regions for solutions of (1.1). A derivation of invariant regions that is similar in spirit to the above is given in [4].

The approach to invariant regions presented here may have some advantage over the traditional one [1] when dealing with solutions of (1.1) that are not $C^{2}$ smooth. A relevant example, arising in the theory of phase transitions, was discussed recently by Roytburd and Slemrod [5]: Assume $a(u)$ is smooth and strictly decreasing on $(-\infty, \alpha)$, it vanishes identically on the interval $(\alpha, \beta)$, and it is smooth and strictly increasing on ( $\beta, \infty$ ). Let $a(u)$ jump from a negative value to zero at $u=\alpha$ and from zero to a positive value at $u=\beta$. Thus $\sigma(u)$ is merely Lipschitz continuous on ( $-\infty, \infty$ ) and (1.1) does not generally have classical solutions. It is shown in [5] that, under the above hypotheses, the Cauchy problem for (1.1) has a mild solution $\{u(x, t), v(x, t)\}$ in the class of continuous functions. The standard theory of the (linear) equation of heat conduction and a straightforward "bootstrapping" argument yield that $\partial_{x} u, \partial_{x} v$, $\partial_{t} u, \partial_{t} v, \partial_{x}^{2} u, \partial_{x}^{2} v$ are all in $L^{2}((-\infty, \infty) \times(0, T))$, for any $T>0$. In particular, (1.10) is still valid under the current conditions. We may thus apply our argument, using entropies (2.2) with $k \uparrow \infty$, to infer that the level curves of the Riemann invariants (1.5) still confine positively invariant regions for solutions of (1.1). The original derivation of this result in [5] employs a mollification of $\sigma(u)$ and requires a rather lengthy argument in order to pass to the limit.
3. Entropies with polynomial growth. Here we construct entropies $\eta(u, v)$ on $(-\infty, \infty) \times(-\infty, \infty)$, which grow at infinity like the $p$ th power of $u$ and $v$ and thus induce $L^{p}$ estimates on solutions of the Cauchy problem for (1.1). Throughout this section we will be assuming

$$
\begin{equation*}
a(u) \geqq \bar{a}>0, \quad-\infty<u<\infty, \tag{3.1}
\end{equation*}
$$

but we do not impose, as yet, any conditions of convexity on $\sigma(u)$.
We shall seek convex solutions of $(1.7)$ on $(-\infty, \infty) \times(-\infty, \infty)$ with initial conditions

$$
\begin{equation*}
\eta(0, v)=H(v), \quad \eta_{u}(0, v)=0, \quad-\infty<v<\infty, \tag{3.2}
\end{equation*}
$$

where $H(v)$ is a positive, even, convex function on $(-\infty, \infty)$.
If $\eta(u, v)$ is the solution of (1.7), (3.2), we set

$$
\begin{align*}
& \Phi(u, v):=a(u) \eta_{v v}(u, v)-\eta_{u v}(u, v),  \tag{3.3}\\
& \Psi(u, v):=a(u) \eta_{v v}(u, v)+\eta_{u v}(u, v) .
\end{align*}
$$

It follows from (1.7), (3.3) that

$$
\begin{align*}
& \eta_{v v}(u, v)=\frac{1}{2 a(u)}\{\Phi(u, v)+\Psi(u, v)\},  \tag{3.4}\\
& \eta_{u u}(u, v) \eta_{v v}(u, v)-\eta_{u v}^{2}(u, v)=\Phi(u, v) \Psi(u, v), \tag{3.5}
\end{align*}
$$

and so $\eta(u, v)$ is strictly convex on $(-\infty, \infty) \times(-\infty, \infty)$ if and only if

$$
\begin{equation*}
\Phi(u, v)>0, \quad \Psi(u, v)>0, \quad-\infty<u<\infty, \quad-\infty<v<\infty . \tag{3.6}
\end{equation*}
$$

Combining (3.3), (3.4) and (1.7) we get

$$
\begin{gather*}
\Phi_{u}(u, v)+a(u) \Phi_{v}(u, v)=\frac{a^{\prime}(u)}{2 a(u)}\{\Phi(u, v)+\Psi(u, v)\}, \\
\Psi_{u}(u, v)-a(u) \Psi_{v}(u, v)=\frac{a^{\prime}(u)}{2 a(u)}\{\Phi(u, v)+\Psi(u, v)\} .  \tag{3.7}\\
\Phi(0, v)=\Psi(0, v)=R(v), \quad-\infty<v<\infty \tag{3.8}
\end{gather*}
$$

where $R(v)=H_{v v}(v)$. In particular, $R(v)$ is a nonnegative even function,

$$
\begin{equation*}
R(-v)=R(v), \quad-\infty<v<\infty . \tag{3.9}
\end{equation*}
$$

From (3.7), (3.8) and (3.9) it follows that

$$
\begin{equation*}
\Psi(u, v)=\Phi(u,-v), \quad-\infty<u<\infty, \quad-\infty<v<\infty . \tag{3.10}
\end{equation*}
$$

Every positive solution of (3.7) on $(-\infty, \infty) \times(-\infty, \infty)$ induces, via (3.3) and (1.7), a strictly convex entropy for (1.3). If $u a^{\prime}(u) \geqq 0$ on $(-\infty, \infty)$, then the solution of (3.7), (3.8) with any positive $R(v)$ is automatically positive on $(-\infty, \infty) \times(-\infty, \infty)$. Thus, when $\sigma(u)$ is concave on $(-\infty, 0]$ and convex on $[0, \infty)$ it is easy to construct strictly convex entropies with arbitrarily prescribed growth. Our current objective, however, is to determine entropies for the case where $\sigma(u)$ may be concave for $u$ large and/or convex for $u$ small.

We consider solutions of (3.7), (3.8) with

$$
\begin{equation*}
R(v)=a(0)|v|^{\gamma}, \quad-\infty<v<\infty \tag{3.11}
\end{equation*}
$$

where $\gamma \geqq 0$. When $\gamma$ is an even integer, say $\gamma=2 m$, the solution of (3.7), (3.8), (3.11) is of the form

$$
\begin{align*}
& \Phi(u, v)=\sum_{k=0}^{m} A_{k}(u) a(u) v^{2 k}+\sum_{k=0}^{m-1} B_{k}(u) v^{2 k+1} \\
& \Psi(u, v)=\sum_{k=0}^{m} A_{k}(u) a(u) v^{2 k}-\sum_{k=0}^{m-1} B_{k}(u) v^{2 k+1} \tag{3.12}
\end{align*}
$$

where

$$
\begin{equation*}
A_{m}(u)=1, \quad-\infty<u<\infty, \tag{3.13}
\end{equation*}
$$

and $B_{k}(u), A_{k}(u), k=0, \cdots, m-1$, are determined by the recursion relations

$$
\begin{align*}
& B_{k}^{\prime}(u)=-(2 k+2) a^{2}(u) A_{k+1}(u), \quad k=0, \cdots, m-1, \\
& A_{k}^{\prime}(u)=-(2 k+1) B_{k}(u),  \tag{3.14}\\
& \quad B_{k}(0)=A_{k}(0)=0, \quad k=0, \cdots, m-1 . \tag{3.15}
\end{align*}
$$

When $m=0$, (3.12) reduces to

$$
\begin{equation*}
\Phi(u, v)=\Psi(u, v)=a(u), \quad-\infty<u<\infty, \quad-\infty<v<\infty . \tag{3.16}
\end{equation*}
$$

This solution is uniformly positive on $(-\infty, \infty) \times(-\infty, \infty)$, by virtue of (3.1), and induces the entropy $(1.11)_{1}$.

When $m=1$, (3.14), (3.15), (3.13) and (1.2) yield

$$
\begin{align*}
& B_{0}(u)=-2[\sigma(u)-\sigma(0)]  \tag{3.17}\\
& A_{0}(u)=2 \int_{0}^{u}[\sigma(w)-\sigma(0)] d w
\end{align*}
$$

Inserting these values into (3.12) and after an integration by parts we obtain

$$
\begin{align*}
& \Phi(u, v)=a(u)\left\{v-\frac{\sigma(u)-\sigma(0)}{a(u)}\right\}^{2}-a(u) \int_{0}^{u}[\sigma(w)-\sigma(0)]^{2}\left[a^{-2}(w)\right]^{\prime} d w, \\
& \Psi(u, v)=a(u)\left\{v+\frac{\sigma(u)-\sigma(0)}{a(u)}\right\}^{2}-a(u) \int_{0}^{u}[\sigma(w)-\sigma(0)]^{2}\left[a^{-2}(w)\right]^{\prime} d w . \tag{3.18}
\end{align*}
$$

If

$$
\begin{equation*}
\int_{0}^{u}[\sigma(w)-\sigma(0)]^{2}\left[a^{-2}(w)\right]^{\prime} d w<K<\infty, \quad-\infty<u<\infty \tag{3.19}
\end{equation*}
$$

then we can generate positive solutions of (3.7) with quadratic growth on $(-\infty, \infty) \times$ $(-\infty, \infty)$ by adding to solution (3.18) $K$ times the solution (3.16). For the case of interest, namely $u a^{\prime}(u) \leqq 0$ on $(-\infty, \infty)$, and by account of (3.1), (3.19) is equivalent to

$$
\begin{equation*}
\int_{-\infty}^{\infty} w^{2}\left|a^{\prime}(w)\right| d w<\infty \tag{3.20}
\end{equation*}
$$

Though in principle one may proceed with the study of explicit solutions (3.12) for $m=2,3, \cdots$, the calculations get so complicated that a more qualitative approach becomes necessary. We discretize the problem by the following procedure: We fix $\tau>0$, set $a_{n}:=a(n \tau), n=0, \pm 1, \pm 2, \cdots$, and define the step function $\hat{a}(u)$ on $(-\infty, \infty)$ by

$$
\hat{a}(u)=\left\{\begin{array}{lll}
a_{n}, & n \tau \leqq u<(n+1) \tau, & n=0,1,2, \cdots  \tag{3.21}\\
a_{n}, & (n-1) \tau<u \leqq n \tau, & n=0,-1,-2, \cdots
\end{array}\right.
$$

We will determine the solution of (1.7), (3.2) on $(-\infty, \infty) \times(-\infty, \infty)$ by first solving

$$
\begin{equation*}
\hat{\eta}_{u u}(u, v)=\hat{a}^{2}(u) \hat{\eta}_{v v}(u, v) \tag{3.22}
\end{equation*}
$$

with the same initial data, and then passing to the limit $\tau \downarrow 0$.
The solution of (3.22), (3.2) is a $C^{1}$ function with continuous second derivatives $\hat{\eta}_{u v}(u, v)$ and $\hat{\eta}_{v v}(u, v)$. By contrast, $\hat{\eta}_{u u}(u, v)$ experiences jump discontinuities across the lines $u= \pm \tau, \pm 2 \tau, \cdots$. The functions

$$
\begin{align*}
& \hat{\Phi}(u, v):=\hat{a}(u) \hat{\eta}_{v v}(u, v)-\hat{\eta}_{u v}(u, v), \\
& \hat{\Psi}(u, v):=\hat{a}(u) \hat{\eta}_{v v}(u, v)+\hat{\eta}_{u v}(u, v) \tag{3.23}
\end{align*}
$$

also experience jump discontinuities across the lines $u= \pm \tau, \pm 2 \tau, \cdots$ but are continuous, with respect to $u$, from the right on $[0, \infty)$ and from the left on $(-\infty, 0]$.

In the sequel, we restrict attention to the upper half-plane, $0 \leqq u<\infty,-\infty<v<\infty$, because the discussion for the lower half-plane would be entirely symmetrical. Since $a(u)$ is constant on the interval $[n \tau,(n+1) \tau)$, it follows easily from (3.23), (3.22) that

$$
\begin{align*}
& \hat{\Phi}_{u}(u, v)+a_{n} \hat{\Phi}_{v}(u, v)=0, \quad n \tau<u<(n+1) \tau . \\
& \hat{\Psi}_{u}(u, v)-a_{n} \hat{\Psi}_{v}(u, v)=0,
\end{align*}
$$

Combining (3.23), (3.21) and (3.24) we deduce

$$
\begin{align*}
& \hat{\Phi}((n+1) \tau, v)=\frac{a_{n+1}+a_{n}}{2 a_{n}} \hat{\Phi}\left(n \tau, v-a_{n} \tau\right)+\frac{a_{n+1}-a_{n}}{2 a_{n}} \hat{\Psi}\left(n \tau, v+a_{n} \tau\right),  \tag{3.25}\\
& \hat{\Psi}((n+1) \tau, v)=\frac{a_{n+1}-a_{n}}{2 a_{n}} \hat{\Phi}\left(n \tau, v-a_{n} \tau\right)+\frac{a_{n+1}+a_{n}}{2 a_{n}} \hat{\Psi}\left(n \tau, v+a_{n} \tau\right),
\end{align*}
$$

which are the discrete analogues of (3.7).
For simple initial data it is possible to determine explicitly $\hat{\Phi}(u, v)$ and $\hat{\Psi}(u, v)$ by solving (3.25) and then using (3.24). For instance, the solution of (3.25) under initial data (3.8), (3.11), with $\gamma=0$, is

$$
\begin{equation*}
\hat{\Phi}(n \tau, v)=\hat{\Psi}(n \tau, v)=a_{n}, \quad n=0,1,2, \cdots . \tag{3.26}
\end{equation*}
$$

Similarly, it is straightforward to verify by induction that the solution of (3.25) under initial data (3.8), (3.11), with $\gamma=2$, is

$$
\begin{align*}
& \frac{1}{a_{n}} \hat{\Phi}(n \tau, v)=\left\{v-\frac{a_{0}^{2}+\cdots+a_{n-1}^{2}}{a_{n}} \tau\right\}^{2}+\sum_{k=0}^{n-1}\left\{a_{0}^{2}+\cdots+a_{k}^{2}\right\}\left\{a_{k}^{-2}-a_{k+1}^{-2}\right\},  \tag{3.27}\\
& \frac{1}{a_{n}} \hat{\Psi}(n \tau, v)=\left\{v+\frac{a_{0}^{2}+\cdots+a_{n-1}^{2}}{a_{n}} \tau\right\}^{2}+\sum_{k=0}^{n-1}\left\{a_{0}^{2}+\cdots+a_{k}^{2}\right\}\left\{a_{k}^{-2}-a_{k+1}^{-2}\right\} .
\end{align*}
$$

As was to be expected, the above solution converges to (3.18), as $\tau \downarrow 0$.
Turning now to general initial data (3.8), (3.9), we apply (3.25) recursively, thus arriving at equations of the form

$$
\begin{align*}
& \hat{\Phi}(n \tau, v)=\sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)} \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right) R\left(v+\sum_{i=0}^{n-1} \varepsilon_{i} a_{i} \tau\right), \\
& \hat{\Psi}(n \tau, v)=\sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)} \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right) R\left(v-\sum_{i=0}^{n-1} \varepsilon_{i} a_{i} \tau\right) . \tag{3.28}
\end{align*}
$$

In (3.28) the $\varepsilon_{i}$ take values $\pm 1$ so the summation contains $2^{n}$ terms. The coefficients $\beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)$ are determined through the recurrence relations

$$
\begin{gather*}
\beta_{0}=1,  \tag{3.29}\\
\beta_{n+1}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1},-1\right)=\frac{a_{n+1}+a_{n}}{2 a_{n}} \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right), \\
\beta_{n+1}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}, 1\right)=\frac{a_{n+1}-a_{n}}{2 a_{n}} \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right) \tag{3.30}
\end{gather*}
$$

for $n=0,1,2, \cdots$.
When $a^{\prime}(u) \geqq 0$ on $[0, \infty)$, in which case the sequence $\left\{a_{n}\right\}$ is nondecreasing, all $\beta_{n}$ are positive and so any positive $R(v)$ yields positive $\hat{\Phi}(u, v)$ and $\hat{\Psi}(u, v)$. Here, however, we are interested in $\sigma(u)$ that are concave on $[0, \infty)$ and convex on $(-\infty, 0]$. The main result of this section is the following proposition.

Proposition 3.1. Assume (3.1) holds and

$$
\begin{equation*}
u a^{\prime}(u) \leqq 0, \quad-\infty<u<\infty . \tag{3.31}
\end{equation*}
$$

Furthermore, let

$$
\begin{equation*}
\int_{-\infty}^{\infty}|u|^{p-2}\left|a^{\prime}(u)\right| d u<\infty \tag{3.32}
\end{equation*}
$$

for some $p \geqq 2$. Then there exists a strictly convex entropy $\eta(u, v)$ for (1.3) which satisfies the following growth conditions on $(-\infty, \infty) \times(-\infty, \infty)$ :

$$
\begin{align*}
& \mu\left(|u|^{p}+|v|^{p}\right) \leqq \eta(u, v) \leqq M\left(|u|^{p}+|v|^{p}+1\right),  \tag{3.33}\\
& \left|\eta_{u}(u, v)\right|+\left|\eta_{v}(u, v)\right| \leqq L\left(|u|^{p-1}+|v|^{p-1}+1\right), \tag{3.34}
\end{align*}
$$

with $\mu, M$ and $L$ positive constants.
Proof. Let us estimate $\hat{\Phi}(n \tau, v)$, as computed via (3.28) , with $R(v)$ given by (3.11) for $\gamma=p-2$. We limit our attention to $n=0,1,2, \cdots$ since the discussion of the case $n=-1,-2, \cdots$ would be completely symmetrical.

Under our assumption (3.31), the sequence $\left\{a_{n}\right\}$ is nonincreasing and so, as it may be seen from (3.30), some of the values of $\beta_{n}$ will be positive while others will be negative. In fact it follows easily, by induction, that

$$
\begin{align*}
& \beta_{n}\left(-1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right) \geqq 0 \quad \text { for all }\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)  \tag{3.35}\\
& \beta_{n}\left(1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right) \leqq 0 \quad \text { for all }\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)
\end{align*}
$$

Therefore, the sign of $\hat{\Phi}(n \tau, v)$ will depend on the outcome of the competition between terms with positive coefficients and terms with negative coefficients, in the summation (3.28). Using (3.30) we can show by induction that

$$
\begin{align*}
& \sum_{\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)} \beta_{n}\left(-1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)=\frac{a_{n}+a_{0}}{2 a_{0}},  \tag{3.36}\\
& \sum_{\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)} \beta_{n}\left(1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)=\frac{a_{n}-a_{0}}{2 a_{0}},
\end{align*}
$$

and so the gross effect of positive coefficients dominates the gross effect of negative coefficients. From (3.36) it follows that

$$
\begin{align*}
& \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)} \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)=\frac{a_{n}}{a_{0}}  \tag{3.37}\\
& \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)}\left|\beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)\right|=1 . \tag{3.38}
\end{align*}
$$

We write down (3.28) , with $R(v)$ given by (3.11), and we separate terms with positive and negative coefficients:

$$
\begin{align*}
& \hat{\Phi}(n \tau, v)=\sum_{\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)} a_{0} \beta_{n}\left(-1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)\left|v-\sum_{i=0}^{n-1} a_{i} \tau+\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right|^{\gamma} \\
& \quad+\sum_{\left(\varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)} a_{0} \beta_{n}\left(1, \varepsilon_{1}, \cdots, \varepsilon_{n-1}\right)\left|v-\sum_{i=0}^{n-1} a_{i} \tau+\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right|^{\gamma} . \tag{3.39}
\end{align*}
$$

We fix $\delta>0$ so small that

$$
\begin{align*}
& (1+\delta)^{-\gamma}\left(a_{n}+a_{0}\right)+(1+\delta)^{\gamma}\left(a_{n}-a_{0}\right) \geqq a_{n}, \\
& (1+\delta)^{\gamma}\left(a+a_{0}\right)+(1+\delta)^{-\gamma}\left(a-a_{0}\right) \leq 3 a \tag{3.40}
\end{align*} \quad n=1,2, \cdots .
$$

Noting the elementary inequalities

$$
\begin{equation*}
(1+\delta)^{-\gamma} A^{\gamma}-\left(1+\delta^{-1}\right)^{\gamma} B^{\gamma} \leqq(A+B)^{\gamma} \leqq(1+\delta)^{\gamma} A^{\gamma}+\left(1+\delta^{-1}\right)^{\gamma} B^{\gamma}, \tag{3.41}
\end{equation*}
$$

which hold for any positive numbers $A, B$, and using (3.36), we obtain from (3.39)

$$
\begin{align*}
& \begin{aligned}
\hat{\Phi}(n \tau, v) \leqq & \frac{3}{2} a_{n}\left|v-\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma} \\
& +\left(1+\delta^{-1}\right)^{\gamma} a_{0} \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)}\left|\beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)\right|\left[\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right]^{\gamma},
\end{aligned} \\
& \begin{aligned}
& \hat{\Phi}(n \tau, v) \geqq \frac{1}{2} a_{n}\left|v-\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma} \\
& \quad-\left(1+\delta^{-1}\right)^{\gamma} a_{0} \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)}\left|\beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)\right|\left[\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right]^{\gamma} .
\end{aligned} \tag{3.42}
\end{align*}
$$

We estimate the last term on the right-hand side of (3.42) and (3.43) by rearranging the terms in the summation and using (3.30), (3.38):

$$
\begin{align*}
\sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)} \mid & \beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right) \mid\left[\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right]^{\gamma} \\
= & \sum_{k=0}^{n-1} \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{k-1}, 1,-1, \cdots,-1\right)}\left|\beta_{n}\left(\varepsilon_{0}, \cdots, \varepsilon_{n-1}\right)\right|\left[\sum_{i=0}^{n-1}\left(1+\varepsilon_{i}\right) a_{i} \tau\right]^{\gamma} \\
= & \sum_{k=0}^{n-1}\left\{\left[\prod_{j=k+1}^{n-1} \frac{a_{j+1}+a_{j}}{2 a_{j}}\right] \frac{a_{k}-a_{k+1}}{2 a_{k}}\right.  \tag{3.44}\\
& \left.\quad \times \sum_{\left(\varepsilon_{0}, \cdots, \varepsilon_{k-1}\right)}\left|\beta_{k}\left(\varepsilon_{0}, \cdots, \varepsilon_{k-1}\right)\right|\left[\sum_{i=0}^{k}\left(1+\varepsilon_{i}\right) a_{i} \tau\right]^{\gamma}\right\} \\
\leqq & 2^{\gamma} \sum_{k=0}^{n-1}\left[\sum_{i=0}^{k} a_{i} \tau\right]^{\gamma} \frac{a_{k}-a_{k+1}}{2 a_{k}} .
\end{align*}
$$

The right-hand side of (3.44) is a priori bounded, independently of $n$, by virtue of (3.32) and (3.1) (recall $\gamma=p-2$ ). We have thus shown that there is a constant $K$ such that

$$
\begin{align*}
& \hat{\Phi}(n \tau, v) \leqq \frac{3}{2} a_{n}\left|v-\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma}+K a_{n}, \quad n=1,2, \cdots,  \tag{3.45}\\
& \hat{\Phi}(n \tau, v) \geqq \frac{1}{2} a_{n}\left|v-\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma}-K a_{n}, \quad n=1,2, \cdots . \tag{3.46}
\end{align*}
$$

Since $\hat{\Psi}(n \tau, v)=\hat{\Phi}(n \tau,-v),(3.45),(3.46)$ yield

$$
\begin{array}{ll}
\hat{\Psi}(n \tau, v) \leqq \frac{3}{2} a_{n}\left|v+\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma}+K a_{n}, & n=1,2, \cdots, \\
\hat{\Psi}(n \tau, v) \geqq \frac{1}{2} a_{n}\left|v+\sum_{i=0}^{n-1} a_{i} \tau\right|^{\gamma}-K a_{n}, & n=1,2, \cdots . \tag{3.48}
\end{array}
$$

Letting $\tau \downarrow 0, \hat{\Phi}(u, v), \hat{\Psi}(u, v)$ converge to the solution $\Phi(u, v), \Psi(u, v)$ of (3.7), (3.8), (3.11). Hence

$$
\begin{align*}
& \Phi(u, v) \leqq \frac{3}{2} a(u)\left|v-\int_{0}^{u} a(w) d w\right|^{\gamma}+K a(u), \\
& \Psi(u, v) \leqq \frac{3}{2} a(u)\left|v+\int_{0}^{u} a(w) d w\right|^{\gamma}+K a(u), \tag{3.49}
\end{align*}
$$

$$
\begin{align*}
& \Phi(u, v) \geqq \frac{1}{2} a(u)\left|v-\int_{0}^{u} a(w) d w\right|^{\gamma}-K a(u), \\
& \Psi(u, v) \geqq \frac{1}{2} a(u)\left|v+\int_{0}^{u} a(w) d w\right|^{\gamma}-K a(u) \tag{3.50}
\end{align*}
$$

on $(-\infty, \infty) \times(-\infty, \infty)$. Upon adding to the above solution $K+1$ times the special solution (3.16), we end up with a new solution of (3.7) which is positive on $(-\infty, \infty) \times$ $(-\infty, \infty)$. This induces, via (3.3), (3.7) and (1.7), a strictly convex entropy $\eta(u, v)$ for (1.3), which satisfies the growth conditions (3.33), (3.34) (recall $p=\gamma+2$ ). This completes the proof of the proposition.

When $p=4$, (3.32) reduces to condition (3.20), which, as we have seen, is both necessary and sufficient for the existence of positive $\Phi(u, v), \Psi(u, v)$ with quadratic growth rates. Thus (3.32) appears to be sharp.

Let ( $\bar{u}, \bar{v}$ ) be any constant state and let $\bar{\eta}(u, v)$ be the positive entropy induced by $\eta(u, v)$ via (1.8). It then follows from (3.33), (3.34) that if $\{f(u, v), g(u, v)\}$ satisfies

$$
\begin{gather*}
f(\bar{u}, \bar{v})=g(\bar{u}, \bar{v})=0,  \tag{3.51}\\
|f(u, v)|+|g(u, v)| \leqq A(|u|+|v|+1), \quad-\infty<u<\infty, \quad-\infty<v<\infty, \tag{3.52}
\end{gather*}
$$

then there is a positive constant $C$ with

$$
\begin{equation*}
\left|\bar{\eta}_{u}(u, v) f(u, v)+\bar{\eta}_{v}(u, v) g(u, v)\right| \leqq C A \bar{\eta}(u, v), \tag{3.53}
\end{equation*}
$$

for $-\infty<u<\infty,-\infty<v<\infty$. Therefore, applying Gronwall's inequality to (1.10) yields

$$
\begin{equation*}
\int_{-\infty}^{\infty} \bar{\eta}(u(x, t), v(x, t)) d x \leqq e^{C A t} \int_{-\infty}^{\infty} \bar{\eta}(u(x, 0), v(x, 0)) d x . \tag{3.54}
\end{equation*}
$$

By virtue of (3.33) and (1.8), (3.54) induces $L^{p}$ bounds, independent of $\nu$, on solutions of the Cauchy problem for (1.1) with initial data in $L^{p}(-\infty, \infty) \cap L^{2}(-\infty, \infty)$.
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# OSCILLATING SOLUTIONS OF THE FALKNER-SKAN EQUATION FOR NEGATIVE $\boldsymbol{\beta}^{*}$ 
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#### Abstract

The Falkner-Skan equation results from an appropriate similarity substitution in the Prandtl boundary layer equations. New solutions are found analytically, including a periodic solution and many solutions which oscillate a finite number of times and then tend to a limit.
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1. Introduction. The boundary layer technique of Prandtl [13] has become one of the cornerstones of modern fluid dynamics and aerodynamics. One aspect of the method consists of finding particular solutions of approximations to the Navier-Stokes equations by assuming that a solution within the boundary layer has a "similarity" form. Using these solutions as first approximations, one then employs the method of matched asymptotic expansions to solve the boundary layer equations more generally. General references to these techniques include [2], [12], [15] and [16].

Among the first to look for similarity solutions were Blasius [1] and Falkner and Skan [3]. These authors considered laminar incompressible boundary layer flow past a flat plane or a wedge. They began with the steady-state Prandtl boundary layer equations, which we write as follows:

$$
\begin{equation*}
u_{x}+v_{y}=0, \quad u u_{x}+v u_{y}=U U_{x}+\gamma u_{y y} \tag{1}
\end{equation*}
$$

Here $(x, y)$ are orthogonal coordinates in the boundary layer, with $x$ representing arc length along the wall and $y$ the perpendicular distance from the wall, $u$ and $v$ are the corresponding velocity components, and $\gamma$ is the kinematic viscosity. Also, $U=U(x)$ is the assigned exterior stream velocity. The appropriate boundary conditions are

$$
\begin{equation*}
u=v=0 \quad \text { when } y=0, \quad u \rightarrow U(x) \quad \text { as } y \rightarrow \infty . \tag{2}
\end{equation*}
$$

Their investigations led to a classical fluid dynamical model which can be written in the form

$$
\begin{equation*}
f^{\prime \prime \prime}+f f^{\prime \prime}+\beta\left(1-f^{\prime 2}\right)=0 . \tag{3}
\end{equation*}
$$

Here $f$ is proportional to the stream function and $f^{\prime}=u / U$. For our purposes a similarity assumption proposed by Spalding [17] and studied extensively by Evans [2] is convenient in deriving (3) from the Prandtl equations. They assume that $U$ satisfies the equation

$$
\begin{equation*}
\frac{d U}{d x}=C U^{2(\beta-1) / \beta}, \tag{4}
\end{equation*}
$$

where $x$ is the coordinate in the direction of the stream as measured along the bounding surface and $C$ is a constant. Thus $\beta$ measures the pressure gradient in the stream direction. With this interpretation negative values of $\beta$ less than -0.5 and all $\beta>-0.199$ are found by Evans [2] to be of physical interest. This is to be contrasted to the original

[^38]derivation of Falkner and Skan, in which $U$ was assumed to be proportional to $x^{m}$, producing (3) with $\beta=2 m /(m+1)$. In this original setting only $0 \leqq \beta<2$ was found to be significant. We study solutions with $\beta>0$ in a companion paper ([9]; see also [8]).

Small negative values of $\beta$, between the "separation" value of -0.199 and 0 , were introduced, with physical justification, by Hartree [6] and later by Stewartson [18]. Here we are interested primarily in values of $\beta<-1$, which is included in the range of physical interest as described by Evans. In this range there are two sets of boundary conditions for (3) which have been been considered [2], [6], [18]. These are

$$
\begin{equation*}
f(0)=f^{\prime}(0)=0, \quad f^{\prime}(\infty)=1, \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
f(0)=f^{\prime}(0)=0, \quad f^{\prime}(\infty)=-1 . \tag{6}
\end{equation*}
$$

In most known applications $f^{\prime}$ is restricted to lie between -1 and +1 , and then solutions to (3)-(5) only exist in a small range of negative $\beta$ [5], [7]. However it has been suggested that physically interesting solutions may be possible in which $f^{\prime}$ exhibits "overshoot," by rising above 1 , and recently some interesting numerical studies have been done of solutions of this kind [10], [11], [14].

An initial analytical investigation of solutions with overshoot, for large negative $\beta$, was done by Troy [19]. In this paper we prove the existence of many new solutions of (3), satisfying either (5) or (6). The existence of these new solutions depends on showing that (3) has a periodic solution if $\beta<-1$. This was first suggested by some numerical computations in [14].

Our method for proving the existence of these solutions is "shooting." That is, we consider an initial value problem for (3), such as

$$
\begin{equation*}
f(0)=f^{\prime}(0)=0, \quad f^{\prime \prime}(0)=\gamma, \tag{7}
\end{equation*}
$$

and vary $\gamma$ to satisfy the desired condition at $\infty$. It turns out that a more fundamental initial value problem is (3) coupled with the initial conditions

$$
\begin{equation*}
f(0)=f^{\prime \prime}(0)=0, \quad f^{\prime}(0)=\alpha, \tag{8}
\end{equation*}
$$

with $-1<\alpha<0$. We denote the unique solution to (3), (8) by $f_{\alpha}$, and will show that if $\beta<-1$, then $\alpha$ can be chosen so that $f_{\alpha}$ is periodic. From this we will obtain solutions of (3), (8) with either $f^{\prime}(\infty)=1$ or $f^{\prime}(\infty)=-1$. Each of these conditions is of physical interest [16]. Using these solutions, we then study the initial value problem (3), (7), and again find solutions with $f^{\prime}(\infty)=1$ or $f^{\prime}(\infty)=-1$. In this case, we find a solution which is not periodic but which oscillates infinitely often.
2. Statement of results. The first four results refer to the initial value problem (3), (8). They make it clear that there is a complicated bifurcation "from infinity in phase space" as $\beta$ crosses -1 from above.

Theorem 1. For any $\beta<-1$ there is an $\bar{\alpha}$ in $(-1,0)$ such that $f_{\bar{\alpha}}$ is periodic with some period $P$ and $f_{\alpha}^{\prime}$ has exactly one local maximum in $(0, P)$. If $-1 \leqq \beta \leqq 0$ then there is no periodic solution of (3) except $f \equiv 0$.

Theorem 2. If $\beta<-1$, then there is a sequence $\left\{\alpha_{j}\right\} \subset(-1, \bar{\alpha}), j \geqq 0$, tending to $\bar{\alpha}$ from below, such that $f_{\alpha_{j}}^{\prime}(\eta)$ tends to -1 as $\eta$ tends to infinity, and $f_{\alpha_{j}}^{\prime}$ has exactly $j$ local maxima in $0<\eta<\infty$.

The next result discusses solutions such that $f^{\prime}$ tends to +1 . It is more complicated to state, because branches of solutions of (3), (5) (plotted in the $\beta-f^{\prime \prime}$ plane) move into the region $f^{\prime \prime}>0$, according to the numerical computations in [10] and [14], as $\beta$ decreases from -1 . It is convenient to begin with a result in which $\beta$ is varied and the
fixed initial conditions $f(0)=f^{\prime}(0)=f^{\prime \prime}(0)=0$ are considered. In accordance with previous notation, we denote the corresponding solution by $f_{0}$.

Theorem 3. For each $j \geqq 0$, let $S_{j}=\left\{\beta \mid f_{0}^{\prime}\right.$ tends to +1 with exactly $j$ relative maxima and minima $\}$. Then every negative $\beta$ lies in some $S_{j}$, each $S_{j}$ is bounded below, and there is a decreasing sequence $\left\{\beta_{j}\right\}$ tending to $-\infty$ such that $\beta_{j}$ is contained in the interior of $S_{j}$.

We then have a second result about solutions with $f^{\prime}$ tending to +1 .
Theorem 4. Suppose that $\beta \in S_{j}$. Let $\bar{\alpha}$ be as defined in Theorem 1. Then there is a decreasing sequence $\alpha_{k}^{*}, k \geqq j$, with $\alpha_{0}^{*}=0$ and $\alpha_{j}^{*} \geqq \bar{\alpha}$, such that if $\alpha=\alpha_{k}^{*}$, then $f^{\prime}$ has exactly $k$ relative maxima and minima ( $f^{\prime \prime}$ vanishes exactly $k$ times), and then tends to 1 at an exponential rate.

It should be observed that we have not proved that the $\alpha_{j}^{*}$ necessarily tend to $\bar{\alpha}$.
We now consider solutions satisfying the initial conditions (7). We denote the unique solution to (3), (7) by $F_{\gamma}$. The results here parallel to some extent those for the initial conditions (8), except that there does not appear to be a periodic solution.

Theorem 5. For each $\beta<-1$ there is a $\bar{\gamma}<0$ such that $F_{\bar{\gamma}}, F_{\bar{\gamma}}^{\prime}$, and $F_{\bar{\gamma}}^{\prime \prime}$ all vanish infinitely often on $(0, \infty)$ and do not tend to a limit.

Theorem 6. There is an increasing sequence $\gamma_{j}, j \geqq 0$, contained in $(-\infty, \bar{\gamma})$ such that $F_{\gamma_{j}}^{\prime \prime}$ vanishes exactly $2 j$ times and then $\left(F_{\gamma_{j}}^{\prime}, F_{\gamma_{j}}^{\prime \prime}\right)$ tends to $(-1,0)$. Thus $F_{\gamma_{j}}$ solves (3), (6).

Theorem 7. Suppose $\beta \in S$. Then there is a decreasing sequence $\gamma_{k}^{*}, k \geqq j$, in $(\bar{\gamma}, 0)$ such that if $\gamma=\gamma_{k}^{*}$, then $F=F_{\gamma}^{\prime}$ has exactly $k$ relative maxima and minima ( $F^{\prime \prime}$ vanishes $k$ times) and then $F^{\prime}$ tends to 1 exponentially fast. Thus $F_{\gamma_{j}}$ solves (3), (5).

## 3. Proofs.

Proof of Theorem 1. We first verify that there are no periodic solutions if $-1 \leqq \beta \leqq 0$. (We are not considering any particular initial conditions at this point.) Suppose that for some $\beta$ in this range there is a periodic solution, with period $P>0$. We may assume that $f^{\prime}(0)=0$. An integration of (3) shows that

$$
\begin{equation*}
f^{\prime \prime}+f f^{\prime}=-\beta \eta+(\beta+1) \int_{0}^{\eta}\left(f^{\prime}(s)\right)^{2} d s+f^{\prime \prime}(0) \tag{9}
\end{equation*}
$$

At $\eta=P$, under the restriction on $\beta$, this a contradiction, since we obtain $f^{\prime \prime}(P)>f^{\prime \prime}(0)$.
Henceforth we assume that $\beta<-1$. Let $f_{\alpha}$ be the solution of (3), (8). We try to choose $\bar{\alpha}$ so that for some $Q>0$,

$$
\begin{equation*}
f(Q)=f^{\prime \prime}(Q)=0, \tag{10}
\end{equation*}
$$

where $f=f_{\bar{\alpha}}$. This implies that $f(Q+\eta)=-f(Q-\eta)$, and therefore $f$ is periodic with period $2 Q$.

The existence of $\bar{\alpha}$ is proved by shooting. Suppose first that $\alpha=0$. Then, from (3), $f, f^{\prime}$ and $f^{\prime \prime}$ all are positive on some interval ( $0, \varepsilon$ ). Therefore for small negative $\alpha$, while $f$ is initially negative, $f=0$ before $f^{\prime \prime}=0$. That is, there is an $\eta_{0}$ such that $f^{\prime \prime}>0$ on $\left(0, \eta_{0}\right]$ while $f\left(\eta_{0}\right)=0$.

From now on we consider only values of $\alpha$ in ( $-1,0$ ). Solutions of (3), (8) are continuous in $\alpha$. Since $f$ is negative and decreasing as long as $f^{\prime}$ is negative, it follows that $f^{\prime \prime}$ is positive up to the first zero of $f$, if this exists, and at this zero, $f^{\prime}$ is positive. Also, at the first zero of $f^{\prime \prime}, f^{\prime \prime \prime}$ must be nonzero, for if $f^{\prime \prime}$ and and $f^{\prime \prime \prime}$ vanish simultaneously, then $1-f^{\prime 2}=0$ and $f^{\prime \prime}$ is identically zero. Therefore, the set of $\alpha$ such that $f_{\alpha}=0$ before $f_{\alpha}^{\prime \prime}=0$ is open in the interval $(-1,0)$, as well as nonempty. Similarly, the set of $\alpha$ such that $f^{\prime \prime}=0$ before $f=0$ is also open. To obtain condition (10) for some $\alpha$ and $Q>0$, we must prove that the latter set is nonempty. This follows from the following lemma.

Lemma 1. If $\alpha$ is sufficiently close to -1 , then $f^{\prime \prime}$ becomes zero at least as soon as $f$.
Proof. Suppose, instead, that for all $\alpha$ in $(-1,0)$ there is a $p>0$ such that $f f^{\prime \prime}<0$ on $(0, p)$ and $f(p)=0$. Then (9) becomes

$$
\begin{equation*}
f^{\prime \prime}(p)=\lambda p-(\lambda-1) \int_{0}^{p}\left[f^{\prime}(\mu)\right]^{2} d \mu \tag{11}
\end{equation*}
$$

where $\lambda=-\beta>1$. A contradiction will be obtained by showing that the right side of (11) is negative for $\alpha$ close to -1 . For this we use the following two technical lemmas.

Lemma 2. Choose a fixed $\delta$ in $(0,1)$ and assume that $\alpha<-1+\delta$. Then there is a first $a>0$ such that $f^{\prime}(a)=-1+\delta$ and $a$ first $b>a$ such that $f^{\prime}(b)=0$. Further, $a$ and $f^{\prime \prime}(a)$ tend to infinity as $\alpha$ tends to -1 , and $b-a \leqq(1-\delta) / \delta a$.

Proof. The existence of $a$ and $b$ is assured since $f_{\alpha}^{\prime \prime \prime}$ is positive as long as $f^{\prime}<1$. On ( $0, a$ ), $\alpha<f^{\prime}-1+\delta$. Therefore, using (9) with $\beta<-1$, we find that $f^{\prime \prime}(a) \geqq \delta a$. Also, since $f^{\prime} \equiv-1$ solves (3), it is clear that $a \rightarrow \infty$ as $\alpha \rightarrow-1+$. To complete the lemma, we observe that $f^{\prime \prime} \geqq \delta a$ on ( $a, b$ ), since $f^{\prime \prime \prime}>0$ there. Therefore

$$
1-\delta=f^{\prime}(b)-f^{\prime}(a) \geqq \delta a(b-a)
$$

as desired.
In the remainder of the paper we consider a number $M$ such that

$$
\begin{equation*}
M>200 \lambda /(\lambda-1)(1-\delta) \tag{12}
\end{equation*}
$$

(This inequality is used in the proof of Theorem 2, but for Theorem 1 we only need $M>6 \lambda /(\lambda-1)(1-\delta)$.)

Lemma 3. If $\alpha$ is sufficiently close to -1 , then there is a first $c>a$ such that $f^{\prime}(c)=M$, and $c-a \rightarrow 0$ as $\alpha \rightarrow-1+$.

Proof. Suppose that $f^{\prime}<M$ on the interval $(b, b+1)$ for all small values of $1+\alpha$. Then (3) and Lemma 2 imply that on this interval, $f^{\prime \prime} \geqq e^{-M} \delta a / 2-\lambda\left(M^{2}-1\right) / M$. Since $a$ tends to infinity as $\alpha$ tends to -1 , we see that for sufficiently small $(1+\alpha)$,

$$
\begin{equation*}
f^{\prime \prime} \geqq e^{-M} \delta a / 2>M . \tag{13}
\end{equation*}
$$

But this implies that $f^{\prime}(b+1)>M$, a contradiction. Therefore for $\alpha$ close to -1 there is a $c$ in $(b, b+1)$ such that $f^{\prime}(c)=M$, and (13) holds over ( $b, c$ ). This implies that $c-b \leqq 2 M e^{M} / \delta a$, and this with Lemma 2 completes the proof of Lemma 3.

We now continue with the proof of Lemma 1 . We see that $f$ is negative in $[b, c]$, so $p>c$ and $f^{\prime}(p)>M$ for $\alpha$ close to -1 . On ( $0, a$ ),

$$
\begin{equation*}
\alpha a \leqq \int_{0}^{a} f^{\prime}(s) d s \leqq(-1+\delta) a . \tag{14}
\end{equation*}
$$

Also, $0=\int_{0}^{p} f^{\prime}(s) d s=\int_{0}^{a} f^{\prime}(s) d s+\int_{a}^{c} f^{\prime}(s) d s+\int_{c}^{p} f^{\prime}(s) d s$. Using Lemma 2, we obtain

$$
\begin{equation*}
-\alpha a \geqq \int_{c}^{p} f^{\prime}(s) d s+o(1) \geqq(1-\delta) a \tag{15}
\end{equation*}
$$

as $\alpha \rightarrow-1+$. Further, $f^{\prime}>M$ on $(c, p)$, so

$$
\begin{equation*}
\int_{0}^{p} f^{\prime}(s)^{2} d s \geqq M \int_{c}^{p} f^{\prime}(s) d s \geqq M(1-\delta) a / 2 \tag{16}
\end{equation*}
$$

for $\alpha$ close enough to -1 .
Next we obtain an upper bound on $p$. From (15) it follows that $-\alpha a \geqq$ $M(p-c)+o(1)$ as $\alpha \rightarrow-1+$. We also know that $c-a \rightarrow 0$ as $\alpha \rightarrow-1+$. Therefore for $\alpha$ sufficiently close to -1 ,

$$
\begin{equation*}
p \leqq 2 a-\alpha a / M \tag{17}
\end{equation*}
$$

To complete the proof of Lemma 1 and Theorem 1, we use (11), (12), (16) and (17) to obtain

$$
f^{\prime \prime}(p) \leqq 2 a \lambda+\lambda a / M-(\lambda-1)(1-\delta) a M / 2<0 .
$$

Proof of Theorem 2. Let $\bar{\alpha}$ be a point chosen as above so that $f_{\bar{\alpha}}$ is periodic. (We do not claim that $\bar{\alpha}$ is unique.) Define a set $W_{1}$ as follows.

$$
\begin{aligned}
W_{1}= & \left\{\alpha \text { in }(-1,0) \text { such that if }-1<f^{\prime}(0)<\alpha \text {, then } f^{\prime}(\bar{\eta})=-1\right. \\
& \text { for some first } \left.\bar{\eta}>0, f^{\prime \prime}(\bar{\eta})<0, \text { and } f^{\prime \prime}=0 \text { exactly once in }(0, \bar{\eta})\right\} .
\end{aligned}
$$

## Lemma 4. The set $W_{1}$ is nonempty and open.

Proof of Lemma 4. Since $f^{\prime \prime}$ and $f^{\prime \prime \prime}$ cannot vanish simultaneously, unless $f^{\prime \prime} \equiv 0$, $W_{1}$ is easily seen to be open. Let $\eta_{0}$ be the first zero of $f^{\prime \prime}$. We have shown that if $\alpha+1$ is small, then $f^{\prime}\left(\eta_{0}\right)>\boldsymbol{M}$. In addition, define a number $K$ by

$$
K=-3 \lambda+(\lambda-1)(1-\delta) M / 2 .
$$

Finally, choose $\alpha$ so close to -1 that

$$
\begin{equation*}
a>\max \left\{e^{M}(8 \lambda+16 M) / \delta,(8 \lambda+M) / K\right\} \tag{18}
\end{equation*}
$$

where $a$ and $\delta$ are as in the proof of Lemma 1 .
We now observe that if, as previously, $p$ is the first positive zero of $f$, then

$$
\begin{equation*}
f^{\prime \prime}(p)<-K a . \tag{19}
\end{equation*}
$$

This is seen from (9), with $\eta=p$, (16) and (17).
We now let $\eta_{1}$ denote the first point beyond $\eta=\eta_{0}$ where $f^{\prime}=M$. There are now two cases to consider:

$$
\begin{equation*}
f<0 \quad \text { on }\left(\eta_{0}, \eta_{1}\right), \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
f(p)=0 \quad \text { at some } p \text { in }\left(\eta_{0}, \eta_{1}\right) . \tag{ii}
\end{equation*}
$$

In considering case (i) we introduce the fundamental "energy" function

$$
H=\frac{1}{2} f^{\prime \prime 2}+\beta\left(f^{\prime}-f^{\prime 3} / 3\right),
$$

and we see that $H^{\prime}=-f f^{\prime \prime 2}$. Therefore $H$ is increasing in $\left(0, \eta_{1}\right)$, and in particular, $H\left(\eta_{1}\right)>H(c)$, where, as before, $f^{\prime}(c)=M$. Because $M>1$, this implies that

$$
f^{\prime \prime}\left(\eta_{1}\right) \leqq-f^{\prime \prime}(c) \leqq-\bar{\delta} a,
$$

where $\bar{\delta}=\frac{1}{2} \delta e^{-M}$. If $f^{\prime}>0$ on ( $\eta_{1}, \eta_{1}+1$ ), then (9) and (18) imply that $f^{\prime \prime}<-\bar{\delta} a / 2$ on this interval. Then (18) implies that, in fact, $f^{\prime}$ must equal zero for some $\eta_{2}$ in $\left(\eta_{1}, \eta_{1}+1\right)$.

Similarly, again using (9) and (18), we show that if $f^{\prime}>-1$ on $\left(\eta_{2}, \eta_{2}+1\right)$, then on this interval

$$
f^{\prime \prime} \leqq-\bar{\delta} a / 4,
$$

which again leads to a contradiction. It is apparent from these inequalities that $f^{\prime \prime}<0$ past $\eta_{0}$ until $f^{\prime}=-1$, and this shows $W_{1}$ is nonempty if case (i) holds.

To deal with case (ii), we use (9), (12) and (19) to show that

$$
\begin{equation*}
f^{\prime \prime}(\eta) \leqq-K a \tag{20}
\end{equation*}
$$

in the interval ( $p, \eta_{1}$ ). This, with (18), leads to

$$
\begin{equation*}
f^{\prime \prime} \leqq-K a+\lambda \leqq-K a / 2 \leqq-M \tag{21}
\end{equation*}
$$

on ( $\eta_{1}, \eta_{1}+1$ ), if $f^{\prime}>0$ on this interval. Since $f^{\prime}\left(\eta_{1}\right)=M$, it is seen that $f^{\prime}=0$ at some next $\eta_{2}<\eta_{1}+1$.

We now want to show that $f^{\prime}=-1$ before $\eta=\eta_{2}+1$. This is more complicated than previously, and requires that we find a bound on $f\left(\eta_{2}\right)$. It will also use (12).

Integrate (9) once to give

$$
f^{\prime}+f^{2} / 2 \leqq \lambda \eta^{2} / 2
$$

This inequality, with $\eta=p$ and then with $\eta=\eta_{2}$, shows that

$$
\begin{equation*}
f^{\prime}(p) \leqq \lambda p^{2} / 2 \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(\eta_{2}\right) \leqq \lambda^{1 / 2} \eta_{2} . \tag{23}
\end{equation*}
$$

But (21) holds in ( $p, \eta_{2}$ ), so we find that

$$
\begin{equation*}
\eta_{2} \leqq p+2 f^{\prime}(p) / K a . \tag{24}
\end{equation*}
$$

From (17), (23), and (24), and the definitions of $K$ and $M$ we conclude that

$$
\begin{equation*}
f\left(\eta_{2}\right) \leqq 12 \lambda^{1 / 2} a . \tag{25}
\end{equation*}
$$

Proceeding in a similar way, we can show that if $-1<f^{\prime}<0$ in $\left(\eta_{2}, \eta_{2}+1\right)$, then in that interval

$$
f^{\prime \prime} \leqq\left(12 \lambda^{1 / 2}-K / 4\right) a+\lambda \leqq-1,
$$

which leads to a contradiction and so completes the proof of Lemma 4.
Continuing with the proof of Theorem 2, recall that $\bar{\alpha}$ was chosen so that $f_{\bar{\alpha}}$ is periodic, and furthermore, $f_{\bar{\alpha}}^{\prime}>-1$ everywhere. Therefore if $\alpha$ is sufficiently close to $\bar{\alpha}$, then $f^{\prime \prime}$ must vanish at least twice before $f^{\prime}=-1$. Hence $\alpha_{1}=\sup W_{1}$ is in the interval $(-1, \bar{\alpha})$. We wish to show that the solution $f_{\alpha_{1}}$ has the properties ascribed to it in the statement of Theorem 2. We need the following key result, which is also used later.

Lemma 5. Let $E$ denote the set

$$
E=\left\{\left(f, f^{\prime}, f^{\prime \prime}\right) \mid f>0,0 \leqq f^{\prime} \leqq 3^{1 / 2},\left(f^{\prime \prime}\right)^{2} \leqq-2 \beta\left(f^{\prime}-\frac{1}{2} f^{\prime 3}\right)\right\} .
$$

Then $E$ is positively invariant for the natural first order system equivalent to (3), and if $f$ is a solution such that $\left(f, f^{\prime}, f^{\prime \prime}\right)$ enters $E$, then $\left(f^{\prime}, f^{\prime \prime}\right) \rightarrow(1,0)$ as $\eta \rightarrow \infty$.

Proof. Positive invariance follows because $H=0$ and $H^{\prime}>0$ on the part of the boundary of $E$ where $f>0$, and since $f^{\prime} \geqq 0$ in $E$. The other part of the result is also clear, because $H$ decreases in $E$ and the minimum of $H$, and its only stationary point in $E$, is at $(1,0)$.

Now let $f=f_{\alpha_{1}}$. From the definition of $\alpha_{1}$, and the fact that $f^{\prime \prime}$ and $f^{\prime \prime \prime}$ cannot vanish simultaneously, we see that $f^{\prime \prime}$ cannot vanish more than once. On the other hand, suppose that $f^{\prime \prime}$ does not vanish at all. If $f^{\prime}$ becomes larger than 1 , then (3) leads to a contradiction. One can therefore show that $\left(f^{\prime}, f^{\prime \prime}\right) \rightarrow(1,0)$, which implies that ( $f, f^{\prime}, f^{\prime \prime}$ ) enters $E$. However then nearby solutions also enter $E$, which again contradicts the definition of $\alpha_{1}$. Therefore $f^{\prime \prime}$ vanishes exactly once. However $f^{\prime}$ cannot fall below -1 , and it follows easily that when $\alpha=\alpha_{1},\left(f^{\prime}, f^{\prime \prime}\right) \rightarrow(-1,0)$, as desired.

Now there may be other values of $\alpha$, between $\alpha_{1}$ and $\bar{\alpha}$, such that $f_{\alpha}$ behaves in the same way. However we have seen that for $\alpha$ close enough to $\bar{\alpha}, f^{\prime \prime}$ must vanish more than once. Therefore the set

$$
V_{1}=\left\{\alpha \text { in }\left(\alpha_{1}, \bar{\alpha}\right) \mid f^{\prime \prime} \text { vanishes once in }(0, \infty), \text { and }\left(f^{\prime}, f^{\prime \prime}\right) \rightarrow(-1,0)\right\}
$$

has a supremum, say $\bar{\alpha}_{1}$, in $\left[\alpha_{1}, \bar{\alpha}\right)$. Let

$$
W_{2}=\left\{\alpha \text { in }\left(\bar{\alpha}_{1}, \bar{\alpha}\right) \mid f^{\prime \prime} \text { vanish twice, after which } f^{\prime} \text { falls below }-1\right\} .
$$

Arguing as above, we find the solution $f_{\alpha_{2}}$ of Theorem 2, and a routine induction completes the proof of this result.

Proof of Theörem 3. We first consider the solution $f_{0}$ when $\beta=-1$. A number of papers have been devoted to just this case. A recent paper contains the result we want.

Lemma 6 [4]. If $\beta=-1$ and $f(0)=f^{\prime}(0)=f^{\prime \prime}(0)=0$, then $f^{\prime}$ increases to above 1 and then decreases to 1 , while $f^{\prime \prime}$ has only one positive zero. Furthermore, $f^{\prime} \rightarrow 1$ at an algebraic rate.

Next we observe that for any negative $\beta$, the vector ( $f_{0}, f_{0}^{\prime}, f_{0}^{\prime \prime}$ ) immediately (after $\eta=0$ ) enters and remains in the set $E$. By Lemma $5, f_{0}^{\prime}$ tends to 1 .

Now let

$$
\begin{gathered}
\bar{\beta}_{1}=\inf \left\{\beta^{*} \mid \text { if } \beta^{*}<\beta<-1 \text { then } f_{0}^{\prime} \rightarrow 1\right. \text { with exactly one } \\
\text { local maximum and no local minima }\} .
\end{gathered}
$$

Since $f^{\prime \prime}$ and $f^{\prime \prime \prime}$ cannot vanish simultaneously, we see that $\bar{\beta}_{1}$ lies in $S_{1}$. Furthermore, the methods of Troy in [19] show that for this value of $\beta, f^{\prime} \rightarrow 1$ at an exponential rate.

Lemma 7. For $\beta$ just below $\bar{\beta}_{1}, f_{0}^{\prime \prime}$ has exactly one max and one min before $f_{0}^{\prime} \rightarrow 1$.
Proof. Because $f_{0}$ is continuous in $\beta$, we see that for any $\varepsilon>0$, there is a $\delta>0$ such that if $0<\bar{\beta}_{1}-\beta<\delta$, then $\left|f^{\prime}-1\right|<\varepsilon$ and $f>1 / \varepsilon$ before $f_{0}^{\prime}$ crosses 1 for the second time. In a neighborhood of $f^{\prime}=1$ solutions of (3) behave like (translates of) solutions of Weber's equation

$$
\begin{equation*}
y^{\prime \prime}+\eta y^{\prime}+2 \lambda y=0, \tag{26}
\end{equation*}
$$

where $y \approx f^{\prime}-1$. It is known that there is a $B>0$, depending on $\lambda$, such that no solution of (26) can have two successive zeros in the region $\eta>B$. This implies that $f^{\prime}$ cannot vanish twice in any region where $f>B$. From this we see that if $\bar{\beta}_{1}-\beta$ is sufficiently small, then $f_{0}$ can have no more than two crossings of $f^{\prime}=1$. This proves Lemma 7.

In a similar manner one inductively completes the proof of Theorem 3.
Proof of Theorem 4. This proceeds in the same way as Theorem 3. Consider a fixed $\beta$ in $S_{j}$. If $\alpha=0$, then $f^{\prime}$ tends to 1 with $j$ relative maxima and minima. Let

$$
\alpha_{j}=\inf \left\{\alpha \mid f_{\alpha}^{\prime} \text { tends to } 1 \text { after exactly } j \text { relative maxima and minima }\right\} .
$$

Then just as in the proof of Theorem 3 we show that $f_{\alpha_{j}}$ has the desired properties, and starting just to the left of $\alpha_{j}$ we construct $\alpha_{j+1}$. We know that as $\alpha \rightarrow \bar{\alpha}, f_{\alpha}^{\prime}-1$ acquires more and more zeros, and the result easily follows.

We now turn to the results which concern the initial conditions $f=f^{\prime}=0$. As before, the solution to this problem, with $f^{\prime \prime}(0)=\gamma$, will be denoted by $F_{\gamma}$. For the sake of brevity we merely outline the proofs of Theorems 5-7.

We first consider $a$ fixed $\beta$, which need only be negative.
Lemma 8. If $-\gamma$ is sufficiently large, then $F_{\gamma}^{\prime}$ decreases monotonically to below $\mathbf{- 1}$.
This is proved by easy estimates which we omit. Let $\gamma_{0}=\sup \left\{\gamma \mid F_{\gamma}^{\prime}\right.$ decreases monotonically to below -1$\}$. Since we know $F_{0}^{\prime}=f_{0}^{\prime}$ and tends to +1 , it is clear that $\gamma_{0}=0$. Further, $F_{\gamma_{0}}^{\prime \prime}$ cannot have a zero, since then $F_{\gamma}^{\prime \prime}$ would have a zero for $\gamma$ close to $\gamma_{0}$. It easily follows that $F_{\gamma_{0}}^{\prime}$ tends monotonically to -1 .

Lemma 9. $F_{\gamma_{0}}$ is in fact the only solution to (3), (7) such that $F^{\prime}$ tends monotonically to -1 .

Proof. Suppose that $F$ and $G$ are two such solutions, and assume that $F^{\prime}(0)<$ $G^{\prime}(0)<0$. Then $F^{\prime \prime \prime}(0)<G^{\prime \prime \prime}(0)$, so initially, $F^{\prime \prime}<G^{\prime \prime}$. Suppose that at some $\eta, F^{\prime \prime}=G^{\prime \prime}$. It is easily seen that then $F^{\prime \prime \prime}<G^{\prime \prime \prime}$, a contradiction.

It is now clear that if $\gamma$ is close to, but larger than, $\gamma_{0}$, then $F_{\gamma}^{\prime}$ comes close to, but does not cross, -1 . (Otherwise there would be a second solution with the properties of $F_{\gamma_{0}}$.) As in the proof of Lemma 4 it then follows that for such $\gamma, F^{\prime}$ first has a negative local minimum, then a positive local maximum, and then falls monotonically below -1 . It this way we obtain $\gamma_{1}, \gamma_{2}$, etc. as in the proof of Theorem 2. That is, we complete the proof of Theorem 6 .

Theorem 7 is obtained in a similar manner. Finally we can obtain Theorem 5 by letting $\gamma$ be the supremum of the $\gamma_{j}$ of Theorem 6 or the infinimum of the $\gamma_{j}^{*}$ of Theorem 7. Note that we cannot prove that these give the same value of $\gamma$.
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#### Abstract

In order to obtain bounds of the type in the title, a suitable function is defined on the solutions to a certain class of semilinear fourth order elliptic partial differential equations. The subharmonicity of this function under appropriate conditions on the coefficients and nonlinear terms leads one immediately to the desired bounds.
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1. Introduction. The technique of defining a function on the solution of a differential equation and deducing results about the solution of the equation by means of the auxiliary function is well known. In [4], Payne used this idea to deduce gradient bounds on the solution in the torsion problem. There he utilized the Hopf maximum principles [9] to establish that the maximum of the auxiliary function occurred at a critical point of the solution in the domain of definition. Payne and several other authors [5], [7], [8], [10], [11] and references therein have extended his idea to the determination of bounds on the gradient of the solution to more general second order elliptic partial differential equations which are subject to boundary conditions of various kinds. One can find an exposition of some of these extensions, generalizations, and applications of Payne's method in Sperb's book [13].

The aforementioned technique has also been used in the study of fourth order elliptic partial differential equations. Dunninger [2] showed that, although there is no maximum principle for the solution of fourth order elliptic equations, any nontrivial solution of

$$
\Delta^{2} u+c u=0, \quad c>0 \quad \text { in } D \subset R^{n},
$$

for which $\Delta u=0$ on $\partial D$, satisfies the inequality

$$
|u(x)|<\left|u\left(x_{0}\right)\right|, \quad x \in D,
$$

where $x_{0}$ is some point on the boundary $\partial D$ of the bounded domain $D$. This was accomplished by showing that a suitably defined auxiliary function was a nonconstant subharmonic function. The result was extended to allow a variable coefficient in place of $c$ and to deduce a related result in the case of metaharmonic equations in [1].

One can give any of a number of other illustrations of this technique. Here we shall employ this method in the study of nonlinear fourth order equations of the form

$$
\begin{equation*}
\Delta^{2} u-q(x) g(\Delta u)+p(x) f(u)=0 . \tag{1.1}
\end{equation*}
$$

By means of an appropriately defined auxiliary function defined on solutions of the equation, we shall develop maximum principles and deduce bounds on the solution, gradient of the solution, and the Laplacian of the solution. The principles are presented in § 2 and some immediate applications are obtained in § 3.

[^39]2. Principles. In [6] Payne obtained some specialized results from the subharmonicity of certain auxiliary functions defined on the solutions of the equation
$$
\Delta^{2} u=f(u)
$$
where $\Delta$ is the Laplace operator and $\Delta^{2}$ is the iterated Laplacian. Here we introduce an auxiliary function for a more general equation which allows us to deduce other bounds of importance in applications.

Let $D$ be a bounded domain in Euclidean $n$-space and let $u \in C^{4}$ be a solution of the equation

$$
\begin{equation*}
\Delta^{2} u-q(x) g(\Delta u)+c f(u)=0, \tag{2.1}
\end{equation*}
$$

in $D$, where we initially assume the coefficients satisfy

$$
\begin{equation*}
q(x) \geqq 0, \quad c>0, \quad c \text { constant } \tag{2.2}
\end{equation*}
$$

and the nonlinear functions satisfy the requirements

$$
\begin{equation*}
\operatorname{sg}(s) \geqq 0, \quad f^{\prime}(u) \geqq \beta>0, \tag{2.3}
\end{equation*}
$$

where the prime indicates differentiation with respect to $u$.
We define the function

$$
\begin{equation*}
V(x)=u_{, i} u_{, i}+\gamma(\Delta u)^{2}+2 \gamma c F(u), \tag{2.4}
\end{equation*}
$$

where $\gamma$ is a positive constant to be chosen and $F(u)$ is a primitive of the function $f$, i.e.,

$$
F(u)=\int_{0}^{u} f(t) d t .
$$

In (2.4) we have used the comma notation to indicate partial differentiation with respect to $x_{i}$ and the summation convention, i.e., repeated indices in a term signifies summation from 1 to $n$.

By a straightforward calculation, we have

$$
\begin{aligned}
\Delta V= & 2 u_{, i j} u_{, i j}+2 u_{, i}(\Delta u)_{, i}+2 \gamma(\Delta u)\left(\Delta^{2} u\right)+2 \gamma(\Delta u)_{, i}(\Delta u)_{, i} \\
& +2 \gamma c f(u) \Delta u+2 \gamma c f^{\prime}(u) u_{, i} u_{, i} .
\end{aligned}
$$

Now by (2.1) and the addition and subtraction of $u_{, i} u_{i i}$ and $(\Delta u)_{, i}(\Delta u)_{, i}$ we can write

$$
\begin{align*}
\Delta V= & 2 u_{, i j} u_{, i j}+\left|(\Delta u)_{, i}+u_{, i}\right|^{2}+2 \gamma q(x)(\Delta u) g(\Delta u)  \tag{2.5}\\
& +(2 \gamma-1)(\Delta u)_{, i}(\Delta u)_{, i}+\left(2 \gamma c f^{\prime}(u)-1\right) u_{, i} u_{, i},
\end{align*}
$$

from which it is clear that $V$ is subharmonic in $D$ for $\gamma=\max \left\{\frac{1}{2}, \frac{1}{2 c \beta}\right\}$.
We summarize this result in
Theorem 1. Let $u \in C^{4}(D)$ be a solution of (2.1), where $q(x) \geqq 0$ and $c>0$. If $f \in C^{1}(R)$ satisfies $f^{\prime}(u) \geqq \beta>0$ and $g$ satisfies $\operatorname{sg}(s) \geqq 0$, then for $\gamma \geqq \max \left\{\frac{1}{2}, \frac{1}{2 c \beta}\right\}$ the function

$$
V(x)=u_{, i} u_{i,}+\gamma(\Delta u)^{2}+2 \gamma c \int_{0}^{u(x)} f(t) d t
$$

takes its maximum value on the boundary of $D$.
If instead of (2.1), we consider

$$
\begin{equation*}
\Delta^{2} u-q(x) g(\Delta u)+p(x) u=0 \tag{2.6}
\end{equation*}
$$

where $q(x) \geqq 0$ and $p(x) \geqq p_{0}>0$, and define

$$
\begin{equation*}
W(x)=u_{i,} u_{i,}+\gamma(\Delta u)^{2}+\gamma p(x) u^{2} \tag{2.7}
\end{equation*}
$$

then in a manner similar to the derivation of (2.5), one obtains

$$
\begin{aligned}
\Delta W= & 2 u_{, i j} u_{i j}+\left|(\Delta u)_{, i}+u_{i,}\right|^{2}+2 \gamma q(x)(\Delta u) g(\Delta u)+(2 \gamma-1)(\Delta u)_{, i}(\Delta u)_{, i} \\
& +(\gamma p-1) u_{, i} u_{, i}+\gamma p\left|u_{, i}+2 p^{-1} u p_{, i}\right|^{2}+\gamma u^{2}\left[\Delta p-4 p^{-1}|\nabla p|^{2}\right] .
\end{aligned}
$$

Consequently, we deduce the following.
Theorem 2. Let $u \in C^{4}(D)$ be a solution of (2.6), where $q(x) \geqq 0$ and $p \in C^{2}(D)$ satisfies $p(x) \geqq p_{0}>0$ and $p \Delta p-4|\nabla p|^{2} \geqq 0$. If $g$ satisfies the condition $\operatorname{sg}(s) \geqq 0$, then for $\gamma \geqq \max \left\{\frac{1}{2}, \frac{1}{p_{0}}\right\}$ the function

$$
W(x)=u_{, i} u_{, i}+\gamma(\Delta u)^{2}+\gamma p(x) u^{2}
$$

takes its maximum value on the boundary of $D$.
If $q(x)=0$ in (2.1) and (2.6), then we can introduce alternative auxiliary functions defined on the solutions of the respective equations.

Theorem 3. If $u \in C^{4}(D)$ is a solution of

$$
\begin{equation*}
\Delta^{2} u+c f(u)=0, \quad c>0, \tag{2.8}
\end{equation*}
$$

where $f \in C^{1}$ satisfies $f^{\prime}(u) \geqq \beta>0$ and $f(0)=0$, then for

$$
\gamma \geqq \max \left\{1, \frac{1}{(n-1)^{2} c \beta}\right\}
$$

the function

$$
T(x)=n u_{, i} u_{, i}-u \Delta u+\gamma(n-1)^{2}\left[\frac{1}{2}(\Delta u)^{2}+c \int_{0}^{u} f(t) d t\right]
$$

takes its maximum value on the boundary of $D$.
Proof. Using a straightforward calculation of the Laplacian, (2.8), and a completion of the square, one obtains the identity

$$
\begin{aligned}
\Delta T= & 2 n u_{, i j} u_{i j}-(\Delta u)^{2}+\operatorname{cuf}(u)+\left|(n-1)(\Delta u)_{, i}+u_{, i}\right|^{2} \\
& +(n-1)^{2}(\gamma-1)(\Delta u)_{, i}(\Delta u)_{, i}+\left[(n-1)^{2} \gamma c f^{\prime}-1\right] u_{, i} u_{, i} .
\end{aligned}
$$

Since $n u_{, i j} u_{, i j} \geqq(\Delta u)^{2}$, we conclude that $T$ is subharmonic in $D$ under the conditions cited in the theorem.

In our next special case we omit the parameter $\gamma$ but encounter a fixed lower bound on $p(x)$.

Theorem 4. If $u \in C^{4}(D)$ is a solution of

$$
\begin{equation*}
\Delta^{2} u+p(x) u=0 \tag{2.9}
\end{equation*}
$$

where $p(x) \geqq \frac{1}{3}$ and $\Delta\left(p^{-1}\right) \leqq 0$, then

$$
S(x)=\frac{1}{2}(\Delta u-2 u)^{2}+\frac{(2 n-1)^{2}}{2}(\Delta u)^{2}+4 n u_{, i} u_{, i}+\left(2 n^{2}-2 n+1\right) p u^{2}
$$

takes its maximum value on the boundary of $D$.
Proof. Computing the Laplacian and using (2.9), we have

$$
\begin{align*}
\Delta S= & 2 p u^{2}-2(\Delta u)^{2}+4 u \Delta u+\left(4 n^{2}-4 n+2\right)(\Delta u)_{, i}(\Delta u)_{, i}+4(2 n-1) u_{, i}(\Delta u)_{, i}  \tag{2.10}\\
& +4 u_{, i} u_{, i}+8 n u_{, i j} u_{, i j}+\tau u^{2} \Delta p+2 \tau p u_{, i} u_{, i}+4 \tau u u_{, i} p_{, i},
\end{align*}
$$

where $\tau=\tau(n)=2 n^{2}-2 n+1$. We use the arithmetic-geometric mean inequality on the fifth term of (2.10) to deduce that

$$
\left(4 n^{2}-4 n+2\right)(\Delta u)_{, i}(\Delta u)_{, i}+4(2 n-1) u_{, i}(\Delta u)_{, i}+4 u_{, i} u_{, i} \geqq(\Delta u)_{, i}(\Delta u)_{, i}
$$

and is thus nonnegative. Moreover, using the same inequality on the last term in (2.10), we have

$$
\tau u^{2} \Delta p+2 \tau p u_{i,} u_{, i}+4 \tau u u_{, i} p_{, i} \geqq \tau u^{2}\left[\Delta p-\frac{2|\nabla p|^{2}}{p}\right]
$$

and hence the sum is nonnegative when the bracket is nonnegative. Consequently, from (2.10) we have

$$
\Delta S \geqq 2 p u^{2}-2(\Delta u)^{2}+4 u \Delta u+8 n u_{, i j} u_{, i j} .
$$

Now since $n u_{, i j} u_{, i j} \geqq(\Delta u)^{2}$ and

$$
4 u \Delta u \geqq-\frac{2}{3} u^{2}-6(\Delta u)^{2},
$$

we conclude that $\Delta S \geqq 2\left(p-\frac{1}{3}\right) u^{2}$ and $S$ is subharmonic in $D$.
In our final principle we require $p$ to be harmonic.
Theorem 5. Let $u \in C^{4}(D)$ be a solution of (1.1), where $q(x) \geqq 0$ and $p(x)$ is a positive harmonic function bounded below by $p_{0}$. Iff $\in C^{1}$ is a bounded function satisfying $f^{\prime}(u) \geqq \beta>0$ and $g$ satisfies the requirement $\operatorname{sg}(s) \geqq 0$, then for $\gamma \geqq \max \left\{\frac{1}{2 p_{0}}, \frac{1}{\beta}\right\}$ and $\alpha=\max \left(2 \gamma^{2} f^{2} / p_{0}\right)$ the function

$$
R(x)=\frac{u_{i,} u_{, i}}{p(x)}+\gamma \frac{(\Delta u)^{2}}{p(x)}+2 \gamma \int_{0}^{u} f(t) d t+\alpha p(x)
$$

takes its maximum value on the boundary of $D$.
Proof. We calculate

$$
\begin{aligned}
R_{, j}=2 p^{-1} u_{, i} u_{, i j} & -p^{-2} u_{, i} u_{, i} p_{, j}+2 p^{-1} \gamma(\Delta u)(\Delta u)_{, j} \\
& -\gamma p^{-2}(\Delta u)^{2} p_{, j}+2 \gamma f u_{, j}+\alpha p_{, j}, \\
\Delta R=2 p^{-1} u_{, i j} u_{, i j} & +2 p^{-1} u_{, i}(\Delta u)_{, i}-4 p^{-2} u_{, i} u_{, i j} p_{, j} \\
& +2 p^{-3}|\nabla u|^{2}|\nabla p|^{2}+2 \gamma p^{-1} q(\Delta u) g(\Delta u)+2 \gamma p^{-1}(\Delta u)_{, j}(\Delta u)_{, j} \\
& -4 \gamma p^{-2}(\Delta u)(\Delta u)_{, j} p_{, j}+2 \gamma p^{-3}(\Delta u)^{2}|\nabla p|^{2}+2 \gamma f^{\prime} u_{, j} u_{, j},
\end{aligned}
$$

and then form

$$
\begin{align*}
\Delta R+2 p^{-1} p_{, j} R_{, j}= & 2 p^{-1} u_{, i j} u_{, i j}+2 p^{-1} u_{, i}(\Delta u)_{, i}+2 \gamma p^{-1} q(\Delta u) g(\Delta u)  \tag{2.11}\\
& +2 \gamma p^{-1}(\Delta u)_{, j}(\Delta u)_{, j}+4 \gamma p^{-1} f p_{, j} u_{, j}+2 \gamma f^{\prime} u_{, j} u_{, j}+2 \alpha p^{-1}|\nabla p|^{2} .
\end{align*}
$$

The need for $p(x)$ to be harmonic arises in $\Delta R$ where $\Delta p$ appears with both a positive and negative coefficient. Now if we use the arithmetic-geometric mean inequality on the second and fifth terms on the right side of (2.11), we can write

$$
\begin{aligned}
\Delta R+2 p^{-1} p_{, j} R_{, j} \geqq & 2 p^{-1} u_{, i j} u_{i j}+(2 \gamma p-1) p^{-2}(\Delta u)_{, i}(\Delta u)_{, i} \\
& +2\left(\gamma f^{\prime}-1\right) u_{, i} u_{, i}+\left[2 \alpha p-(2 \gamma f)^{2}\right] p^{-2}|\nabla p|^{2}
\end{aligned}
$$

from which the result follows.
3. Bounds. In Theorem 1 the subharmonic function $V(x)$ attains its maximum at some point, say $x_{0}$, on the boundary of $D$. Thus it follows that one can obtain bounds
for the gradient of the solution, the Laplacian of the solution, and (perhaps implicitly) for the solution of (2.1). For example, as a consequence of Theorem 1, we have

$$
|\nabla u(x)|^{2} \leqq\left|\nabla u\left(x_{0}\right)\right|^{2}+\gamma\left[\Delta u\left(x_{0}\right)\right]^{2}+2 \gamma c \int_{u(x)}^{u\left(x_{0}\right)} f(t) d t
$$

for $x$ in $D$. If in Theorem 1 we also have $f(0)=0$, such as when $f(u)=u^{3}+u$, then we can obtain an estimate for the gradient that does not depend on the value of the solution at the point in question, i.e.,

$$
|\nabla u(x)|^{2} \leqq\left|\nabla u\left(x_{0}\right)\right|^{2}+\gamma\left[\Delta u\left(x_{0}\right)\right]^{2}+2 \gamma c \int_{0}^{u\left(x_{0}\right)} f(t) d t .
$$

If, in addition to $u$ being a solution of (2.1), one imposes homogeneous boundary conditions on $u$, then it may be possible to obtain maximum principles on the gradient or the Laplacian of $u$. For example, if $u$ satisfies (2.1) in $D$ and $u=0=\partial u / \partial n$ on $\partial D$, then it follows from Theorem 1 when $f(0)=0$ that

$$
|\Delta u(x)| \leqq\left|\Delta u\left(x_{0}\right)\right|, \quad x \in \bar{D}
$$

for some $x_{0} \in \partial D$. However, one must be concerned with the existence question in a problem of this type as is evident from [3] and [12]. In [3] it was shown that if $u$ is a solution of (2.1) in $D$, where $f^{\prime}(u) \geqq 0$ and $f(0)=0$, and is subject to boundary conditions of the form $u=0=\Delta u$, then $u \equiv 0$.

We have only briefly indicated how Theorem 1 in $\S 2$ can be utilized to obtain pointwise bounds. Many other applications of the principles in § 2 are possible.
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# HOMOGENIZATION LIMITS OF THE EQUATIONS OF ELASTICITY IN THIN DOMAINS* 
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#### Abstract

We study pure bending of a flat, linearly elastic three-dimensional plate with rapidly varying composition. Under appropriate coercivity-and boundedness-assumptions, it is shown that all limiting vertical displacement, coming from the equations of three-dimensional elasticity with plate thickness approaching 0 , must necessarily satisfy a fourth order, two-dimensional "plate" equation. This analysis does not require any special structure of the composition, such as periodicity or quasiperiodicity.
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Introduction. We study pure bending of a flat, linearly elastic three-dimensional plate with rapidly varying composition. A uniform coercivity-condition and a uniform boundedness-condition are placed on the constitutive elastic law, but we require no special structure in composition, such as periodicity or quasiperiodicity. It is shown that all limiting vertical displacements, coming from the equations of 3-D elasticity with plate-thickness approaching 0 , must necessarily satisfy a fourth order equation of the form

$$
\begin{equation*}
\partial_{\alpha \beta}\left(M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} w\right)=\mathscr{F} \tag{1}
\end{equation*}
$$

on the (plate-) midplane $\Omega$. The existence of a limiting equation of the form (1) is well known for plates with slowly varying composition [3], [14], [16]; recently Caillerie has studied plates with rapidly varying periodic composition [2]. The analysis presented here extends those results to plates with arbitrary variation in composition. For the periodic case there is an (essentially) unique limiting rigidity tensor $\boldsymbol{M}_{\alpha \beta \gamma \delta}$. In addition to the particular form of the local variation it only depends on the limiting ratio of the thickness and the length scale of variation. The tensor $M_{\alpha \beta \gamma \delta}$ may be expressed in terms of energies of certain periodic cell problems.

Without structure assumptions about the local composition it is no longer possible to give explicit formulas for the $M_{\alpha \beta \gamma \delta}$. We believe that in interesting cases it may be possible to find upper and lower bounds for its eigenvalues much in the same way as has been (at least partially) done for certain composites [5], [12], [13], [19].

The problem studied here is also closely related to the problem of plates with rapidly varying periodic thickness considered in [7]-[10]. If voids are thought of as occupied by a material of zero strength, then a plate with rapidly varying thickness may in principle be thought of as a flat plate with rapidly varying composition. Due to our coercivity-condition, voids are not permitted in the flat plates considered here; they represent an added difficulty which we, at this point, technically do not know

[^40]how to handle without extra assumptions about the local structure of the composition. Some of the ideas of $\Gamma$-convergence may be relevant to this problem, since they have successfully been applied to study limits of noncoercive functionals in other circumstances [1].

Plates with rapidly varying composition are of interest in structural optimization; in certain design contexts they are known to be stronger than plates with only slow variation in composition. We refer the reader to [10] for a more detailed discussion of the relation between an optimal design problem and plates with rapidly varying composition.

The approach taken here is a variation of the method of H -convergence introduced by Murat [15] and Tartar [17]. One major difference is that in this case both the dimension of the domain in which the limiting equation is satisfied as well as the order of the limiting equation differs from that associated to the equations with rapid variations. In the analysis this difference is probably most apparent in the construction of the isomorphism from $H^{-2}(\Omega)$ to $\dot{H}^{2}(\Omega)$, which is the candidate for the resolvent of our limiting operator.

The organization of this paper is as follows. In the first section we briefly provide some preliminaries concerning the equations of 3-D elasticity, and in addition we give a precise statement of the convergence result to be proven later. It is very convenient to rescale the thickness variable of the plate to the interval $(-1,1)$; the three-dimensional equations are now all in the same domain-but they become singularly perturbed as the old thickness parameter approaches zero. In § 2 we apply Korn's and Poincare's inequalities to the solutions of the rescaled equations, and this leads directly to estimates of various expressions and then to statements about weakly convergent subsequences and the structure of their limits. A major part of any convergence argument, using the method of H -convergence, is to construct the isomorphism which is the candidate for the resolvent of the limit operator. In this case such an operator must necessarily map $H^{-2}(\Omega)$ onto $\stackrel{\circ}{H}^{2}(\Omega)$ and it turns out that it may be constructed from the threedimensional equations by restricting attention to external loads that are uniform throughout the thickness. Section 4 contains the final step of the convergence argument, namely the verification of the right constitutive relationship between curvature and bending moments. This is accomplished by integration by parts of the energy bilinear form. The trial-functions are the solutions to the three-dimensional elastic problem with the prescribed loads, and the test functions are picked so that they satisfy the three-dimensional elastic equations with an external load which is uniform throughout the thickness, and so that they furthermore have constant curvatures in the limit as the thickness approaches zero. It is possible to select such test functions because of the aforementioned isomorphism. This last part of the proof is a variation of Murat and Tartar's div-curl lemma, which again is a special case of the so-called method of compensated compactness [18].

1. Preliminaries and statement of the main result. We shall write $\underline{x}=\left(x_{1}, x_{2}, x_{3}\right)$ for vectors in $\mathbb{R}^{3}$ and $\underset{\sim}{x}=\left(x_{1}, x_{2}\right)$ for vectors in $\mathbb{R}^{2}$. Latin indices will usually range from 1 to 3 , and Greek ones from 1 to 2 ; the summation convention applies whenever indices are repeated. We write $\partial_{i}=\partial / \partial x_{i}$ and $\partial_{i j}=\partial^{2} / \partial x_{i} \partial x_{j}$. The three-dimensional flat plate of thickness $2 \varepsilon$ is given by

$$
R(\varepsilon)=\left\{\underline{x}: \underset{\sim}{x} \in \Omega,\left|x_{3}\right|<\varepsilon\right\}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{2}$ and $\varepsilon$ denotes a small parameter, with say $0<\varepsilon \leqq 1$. We shall denote by $\partial_{+} R(\varepsilon)$ and $\partial_{-} R(\varepsilon)$ the upper and lower faces of
the plate

$$
\partial_{ \pm} R(\varepsilon)=\left\{\underline{x}: \underset{\sim}{x} \in \Omega, x_{3}= \pm \varepsilon\right\}
$$

and by $\partial_{0} R(\varepsilon)$ we denote the outer edge of the plate

$$
\partial_{0} R(\varepsilon)=\left\{\underline{x}: \underset{\sim}{x} \in \partial \Omega,\left|x_{3}\right|<\varepsilon\right\} .
$$

Associated with any displacement $\underline{u}=\left(u_{1}, u_{2}, u_{3}\right)$ of $R(\varepsilon)$ is its strain tensor

$$
e_{i j}(\underline{u})=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)
$$

and the corresponding stress tensor

$$
\sigma_{i j}^{\varepsilon}(\underline{u})=b_{i j k l}^{\varepsilon} e_{k l}(\underline{u}) .
$$

We are concerned with spatially inhomogeneous materials and so the components $b_{i j k l}^{\varepsilon}$ of the elastic tensor are bounded measurable functions in $\underline{x}$. These functions are permitted to change with the thickness parameter $\varepsilon$, and (except for certain symmetries) they will only be restricted by the following two requirements:

$$
\begin{align*}
& b_{i j k l}^{\varepsilon}(\underline{x}) e_{i j} e_{k l} \geqq c_{1} \sum_{i, j}\left|e_{i j}\right|^{2},  \tag{2}\\
& \left(\sum_{i, j}\left|b_{i j k l}^{\varepsilon}(\underline{x}) e_{k l}\right|^{2}\right)^{1 / 2} \leqq C_{2}\left(\sum_{i, j}\left|e_{i j}\right|^{2}\right)^{1 / 2}, \tag{3}
\end{align*}
$$

a.e. in $R(\varepsilon)$ for any symmetric 2 tensor $e$, with constants $c_{1}>0$ and $C_{2}$ that are independent of $\varepsilon$. Note: throughout this paper $c_{1}$ and $C_{2}$ always refer to these same constants whereas the letters $c$ and $C$ will denote generic positive constants (independent of $\varepsilon$ ).

Remark 1. One simple example of rapid variation in composition, which falls within the framework of our study and which has received quite a bit of attention, is the case

$$
b_{i j k l}^{\varepsilon}(\underline{x})=b_{i j k l}^{1}(\underline{x} / \varepsilon)
$$

where $b_{i j k l}^{1}(\underline{y})$ is periodic in $y$ and satisfies (2), (3) (cf. [2]). We also mention the work in [7]-[10] about plates with rapidly varying periodic thickness

$$
\tilde{R}(\varepsilon)=\left\{\underline{x}: \underset{\sim}{x} \in \Omega,\left|x_{3}\right|<\varepsilon h\left(x / \varepsilon^{a}\right)\right\}, \quad 0<a<\infty .
$$

If we denote $h_{\max }=\max h$ then formally, at least, such a plate corresponds to an inhomogeneous material

$$
b_{i j k l}^{\varepsilon}(\underline{x})=b_{i j k l}^{1}\left(\underline{x} / \varepsilon^{a}, x_{3} / \varepsilon\right)
$$

with

$$
b_{i j k l}^{1}(\underline{y})= \begin{cases}c_{i j k l}, & \left|y_{3}\right|<h(\underset{y}{y}), \\ 0, & \left|y_{3}\right| \geqq h(\underset{\sim}{y}),\end{cases}
$$

occupying the flat domain

$$
\left\{\underline{x}: \underset{\sim}{x} \in \Omega,\left|x_{3}\right|<\varepsilon h_{\max }\right\} .
$$

The possibility that $b_{i j k l}^{\varepsilon}$ may vanish on $R(\varepsilon)$ is technically a significant extra difficulty which we shall not include in our analysis of arbitrary, rapidly varying composition.

We always assume that the elastic tensor obeys the symmetries

$$
\begin{equation*}
b_{i j k l}^{\varepsilon}=b_{i j k l}^{\varepsilon}=b_{i j l k}^{\varepsilon}=b_{k l i j}^{\varepsilon} \tag{4}
\end{equation*}
$$

and that the horizontal planes are planes of elastic symmetry, which means (cf. [11])

$$
\begin{equation*}
b_{\alpha \beta \gamma 3}^{\varepsilon}=0, \quad b_{\alpha 333}^{\varepsilon}=0 . \tag{5}
\end{equation*}
$$

Finally we assume that $b^{\varepsilon}$ is even with respect to $x_{3}$ :

$$
\begin{equation*}
b_{i j k l}^{\varepsilon}\left(\underset{\sim}{v}, x_{3}\right)=b_{i j k l}^{\varepsilon}\left(\underset{\sim}{x},-x_{3}\right) . \tag{6}
\end{equation*}
$$

The equations of elastostatic equilibrium for the clamped, vertically loaded, three-dimensional plate $R(\varepsilon)$ are

$$
\begin{align*}
& -\partial_{j}\left[\sigma_{i j}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)\right]=\left\{\begin{array}{ll}
0, & i=1,2 \\
\varepsilon^{2} F^{\varepsilon}, & i=3
\end{array} \quad \text { in } R(\varepsilon),\right. \\
& \sigma_{i j}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) \nu_{j}=\left\{\begin{array}{ll}
0, & i=1,2 \\
\varepsilon^{3} f_{ \pm}^{\varepsilon}, & i=3
\end{array} \text { on } \partial_{ \pm} R(\varepsilon),\right.  \tag{7}\\
& \underline{u}^{\varepsilon}=0 \text { on } \partial_{0} R(\varepsilon),
\end{align*}
$$

where $\underline{\nu}=(0,0, \pm 1)$ denotes the outward normal to $\partial_{ \pm} R(\varepsilon)$. The loads are scaled in order to insure that $\underline{u}^{\varepsilon}$ stays bounded as $\varepsilon$ goes to zero. For convenience we shall assume that $F^{\varepsilon}$ is even in $x_{3}$ and that $f_{+}^{\varepsilon}(\underset{\sim}{x})=f_{-}^{\varepsilon}(\underset{\sim}{x})$; the common boundary load is denoted $f^{\varepsilon}(\underset{\sim}{x})$. Because of the linearity of the problem, this represents no loss of generality in the limit $\varepsilon \rightarrow 0$, as the energy corresponding to odd loading is negligible compared with that of even loading for an elastic law with the symmetries (5) and (6) (cf. [8]). Notice that from the assumptions about the loads and (5), (6) it follows that

$$
\begin{aligned}
& u_{1}^{\varepsilon}, u_{2}^{\varepsilon} \text { are odd, } u_{3}^{\varepsilon} \text { is even, } \\
& \sigma_{\alpha \beta}^{\varepsilon}, \sigma_{33}^{\varepsilon} \text { are odd, } \sigma_{\alpha 3}^{\varepsilon} \text { is even, }
\end{aligned}
$$

with respect to $x_{3} ; X_{\varepsilon}$ will denote the space of all admissible displacements that obey these symmetries:

$$
X_{\varepsilon}=\left\{\underline{u} \in H^{1}(R(\varepsilon)):\left.\underline{u}\right|_{\partial_{0} R(\varepsilon)}=0, u_{1}, u_{2} \text { are odd and } u_{3} \text { is even in } x_{3}\right\},
$$

where $H^{1}(R(\varepsilon))$ is the space of (vector-valued) functions with square integrable first derivatives. The problem (7) now has the following variational formulation:

$$
\begin{equation*}
\underline{u}^{\varepsilon} \in X_{\varepsilon}, \quad \int_{R(\varepsilon)} \sigma_{i j}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) e_{i j}(\underline{v}) d \underline{x}=\varepsilon^{2} \int_{R(\varepsilon)} F^{\varepsilon} v_{3} d \underline{x}+2 \varepsilon^{3} \int_{\partial_{+} R(\varepsilon)} f^{\varepsilon} v_{3} d \underline{x} \tag{8}
\end{equation*}
$$

for any $\underline{v} \in X_{\varepsilon}$. Unless explicitly stated otherwise we shall always assume that

$$
\begin{equation*}
F^{\varepsilon} \in L^{2}(R(\varepsilon)), \quad f^{\varepsilon} \in L^{2}(\Omega) \tag{9}
\end{equation*}
$$

with

$$
\begin{align*}
& F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y) \rightarrow F^{0}(\underset{\sim}{x}, y) \text { in } L^{2}(\Omega \times(-1,1)), \\
& f^{\varepsilon}(\underset{\sim}{x}) \rightarrow f^{0}(\underset{\sim}{x}) \text { in } L^{2}(\Omega), \tag{10}
\end{align*}
$$

as $\varepsilon \rightarrow 0$ (the regularity assumptions on the loads can be somewhat relaxed, see Remark 4, but we do not feel that this serves any purpose in the present context).

Since we are not imposing any requirements on the structure of the rapid variation in the $b_{i j k l}^{\varepsilon}$, we will not in general obtain convergence of $\underline{u}^{\varepsilon}$ as $\varepsilon$ approaches zero. Instead our main result concerns convergent subsequences (which corresponds to the compactness property in the theory of $\Gamma$-convergence, cf. [4]).

Theorem. Let $\left\{\varepsilon_{k}\right\}_{k=1}^{\infty}$ be any given sequence converging to zero. There exist a subsequence $\left\{\varepsilon_{k(l)}\right\}_{l=1}^{\infty}$, for simplicity denoted $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$, and a tensor-valued function $M_{\alpha \beta \gamma \delta}(\underset{\sim}{x})$ such that
(i) $M_{\alpha \beta \gamma \delta}=M_{\beta \alpha \gamma \delta}=M_{\alpha \beta \delta \gamma}=M_{\gamma \delta \alpha \beta}$,
(ii) $M_{\alpha \beta \gamma \delta}$ lies in $L^{\infty}(\Omega)$ with

$$
\begin{gathered}
M_{\alpha \beta \gamma \delta}(\underset{\sim}{x}) t_{\alpha \beta} t_{\gamma \delta} \geqq \frac{2}{3} c_{1} \sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2}, \\
\left(\sum_{\alpha, \beta}\left|M_{\alpha \beta \gamma \delta}(\underline{x}) t_{\gamma \delta}\right|^{2}\right)^{1 / 2} \leqq \frac{2}{3} C_{2}\left(\sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2}\right)^{1 / 2},
\end{gathered}
$$

a.e. in $\Omega$, for any symmetric 2 tensor $t$;
(iii) for any even external load $F^{\varepsilon_{l}}$ and any boundary loads $f_{+}^{\varepsilon_{1}}=f_{-}^{\varepsilon_{I}}=f^{\varepsilon_{l}}$, satisfying (9) and (10), the solution to the problem (7), $\underline{u}^{\varepsilon_{l}}$, as $\varepsilon_{l}$ approaches zero, converges to

$$
\left(-x_{3} \partial_{1} w(\underset{\sim}{x}),-x_{3} \partial_{2} w(x), w(\underset{\sim}{x})\right),
$$

where $w \in H^{2}(\Omega)$ solves the problem

$$
\begin{aligned}
& \partial_{\alpha \beta}\left(M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} w\right)=\mathscr{F}^{0} \quad \text { in } \Omega, \\
& w=\frac{\partial w}{\partial n}=0 \quad \text { on } \partial \Omega .
\end{aligned}
$$

The effective load $\mathscr{F}^{0}(\underset{\sim}{x})$ is given by

$$
\mathscr{F}^{0}(x)=\int_{-1}^{1} F^{0}(x, y) d y+2 f^{0}(x)
$$

where $F^{0}$ and $f^{0}$ are the limits from (10). The convergence is in the weak topologies

$$
\begin{aligned}
& u_{3}^{\varepsilon_{1}}\left(x, \varepsilon_{l} y\right) \rightharpoonup w(x) \quad \text { in } H^{1}(\Omega \times(-1,1)), \\
& \frac{1}{\varepsilon_{l}} u_{\alpha}^{\varepsilon_{l}}\left(x, \varepsilon_{l} y\right) \rightharpoonup-y \partial_{\alpha} w(\underset{\sim}{x}) \quad \text { in } H^{1}(\Omega \times(-1,1)) .
\end{aligned}
$$

Remark 2. It is possible to prove a similar theorem without the symmetry requirement that $b_{i j k l}^{\varepsilon}=b_{k l i j}^{\varepsilon}$ (i.e., without assuming that $b_{i j k l}^{\varepsilon}$ is a symmetric operator on 2 tensors). Of course, the resulting tensor $\boldsymbol{M}_{\alpha \beta \gamma \delta}$ will not possess this symmetry either. The coercivity estimate stays the same, but the operator norm estimate for $M_{\alpha \beta \gamma \delta}, \frac{2}{3} C_{2}$, is replaced by $\frac{2}{3}\left(\left(C_{2}\right)^{2} / c_{1}\right)$. We consider the symmetric case, since it is the only physically interesting one in the context of elastostatics.

Remark 3. It follows immediately from the statement of our theorem that

$$
\frac{1}{2 \varepsilon_{l}} \int_{-\varepsilon_{l}}^{\varepsilon_{1}} u_{3}^{\varepsilon_{1}} d x_{3} \rightharpoonup w(\underset{\sim}{x}) \quad \text { in } \stackrel{\circ}{H}^{1}(\Omega) ;
$$

it is actually shown in the proof of the theorem that $1 /\left(2 \varepsilon_{l}\right) \int_{-\varepsilon_{l}}^{\varepsilon_{1}} u_{3}^{\varepsilon_{1}} d x_{3}$ converges strongly towards $w$ in $\dot{H}^{1}(\Omega)$.

Remark 4. As stated earlier, the assumptions (10) on the loads are not the weakest possible. For the solution of (7) (or rather of (8)) to make sense it is necessary and sufficient that the functional

$$
v \rightarrow \varepsilon^{2} \int_{R(\varepsilon)} F^{\varepsilon} v d \underline{x}+2 \varepsilon^{3} \int_{\partial_{+} R(\varepsilon)} f^{\varepsilon} v d \underline{x}
$$

be in the dual of $\left\{v \in H^{1}(R(\varepsilon)):\left.v\right|_{\partial_{0} R(\varepsilon)}=0, v\right.$ is even in $\left.x_{3}\right\}$, with the integrals representing appropriate duality pairings.

Define a rescaled functional $\mathscr{F}^{\varepsilon}$ as follows:

$$
\left\langle\mathscr{F}^{\varepsilon}, v\right\rangle=\varepsilon^{-1} \int_{R(\varepsilon)} F^{\varepsilon} v\left(x, x_{3} / \varepsilon\right) d \underline{x}+2 \int_{\partial_{+} R(\varepsilon)} f^{\varepsilon} v\left(x, x_{3} / \varepsilon\right) d x .
$$

$\mathscr{F}^{\varepsilon}$ is then an element of the dual of $\left\{v \in H^{1}(R(1)):\left.v\right|_{\partial_{0} R(1)}=0, v\right.$ is even in $\left.x_{3}\right\}$ and our theorem still holds provided $\mathscr{F}^{\varepsilon}$ converge strongly in this dual space. The effective load $\mathscr{F}^{0}$ is given by the functional

$$
\left\langle\mathscr{F}^{0}, w\right\rangle=\left\langle\lim _{\varepsilon \rightarrow 0} \mathscr{F}^{\varepsilon}, w\right\rangle,
$$

where the function $w(\underset{\sim}{x})$ in the second expression is interpreted as a function of all three variables $\left(x_{1}, x_{2}, x_{3}\right)=\left(x, x_{3}\right)$ (only independent of $\left.x_{3}\right)$. We note that it is not possible to obtain all elements of the dual of $\dot{H}^{2}(\Omega)$ as effective loads by this construction. The solution to the limit problem

$$
\begin{aligned}
& \partial_{\alpha \beta}\left(M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} w\right)=\mathscr{F}^{0} \quad \text { in } \Omega, \\
& w=\frac{\partial w}{\partial n}=0 \quad \text { on } \partial \Omega,
\end{aligned}
$$

may be defined variationally for any $\mathscr{F}^{0}$ in the dual of $\stackrel{\circ}{H}^{2}(\Omega)$, but for certain (very unsmooth) $\mathscr{F}^{0}, w$ is not related to solutions of the 3-D equations of elasticity through the limiting process discussed in this paper.
2. The rescaled problem-a priori estimates and limit behaviour. In this paragraph we study a rescaling of the problem (7) to the fixed domain $R(1)=\Omega \times(-1,1)$. Independent variables in $R(1)$ will be denoted ( $x, y$ ) and we define the new dependent variables as follows:

$$
\begin{array}{ll}
U_{\alpha}^{\varepsilon}(\underset{\sim}{x}, y)=\frac{1}{\varepsilon} u_{\alpha}^{\varepsilon}(\underset{\sim}{x}, \varepsilon y), & U_{3}^{\varepsilon}(\underset{\sim}{x}, y)=u_{3}^{\varepsilon}(\underset{\sim}{x}, \varepsilon y), \\
E_{i j}^{\varepsilon}(\underset{\sim}{x}, y)=\frac{1}{\varepsilon} e_{i j}\left(\underline{u}^{\varepsilon}\right)(\underset{\sim}{x}, \varepsilon y), & \sum_{i j}^{\varepsilon}(\underset{\sim}{x}, y)=\frac{1}{\varepsilon} \sigma_{i j}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)(\underset{\sim}{x}, \varepsilon y) .
\end{array}
$$

The strain tensor of $\underline{U}^{\varepsilon}$ respective to the variables $(x, y)$ is given by

$$
\left(\begin{array}{c|c}
E_{\alpha \beta}^{\varepsilon} & \varepsilon E_{\alpha 3}^{\varepsilon}  \tag{11}\\
\hline \varepsilon E_{3 \beta}^{\varepsilon} & \varepsilon^{2} E_{33}^{\varepsilon}
\end{array}\right),
$$

and from an application of Korn's inequality in the domain $R(1)$ (cf. [6]), it now follows that

$$
\begin{equation*}
\left\|\underline{U}^{\varepsilon}\right\|_{H^{1}(R(1))} \leqq C\left(\sum_{\alpha, \beta}\left\|E_{\alpha \beta}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2}+\varepsilon^{2} \sum_{\alpha}\left\|E_{\alpha 3}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2}+\varepsilon^{4}\left\|E_{33}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2}\right)^{1 / 2} \tag{12}
\end{equation*}
$$

(remember $\underline{U}^{\varepsilon}$ vanishes on $\partial_{0} R(1)$ ). By rescaling the system (7) we see that

$$
\begin{align*}
& -\partial_{\beta} \Sigma_{\alpha \beta}^{\varepsilon}+\frac{1}{\varepsilon} \frac{\partial}{\partial y} \Sigma_{\alpha 3}^{\varepsilon}=0, \\
& -\frac{1}{\varepsilon} \partial_{\beta} \Sigma_{3 \beta}^{\varepsilon}-\frac{1}{\varepsilon^{2}} \frac{\partial}{\partial y} \Sigma_{33}^{\varepsilon}=F^{\varepsilon}(x, \varepsilon y) \quad \text { in } R(1),  \tag{13}\\
& \Sigma_{\alpha 3}^{\varepsilon}=0, \quad \frac{1}{\varepsilon^{2}} \Sigma_{33}^{\varepsilon}= \pm f^{\varepsilon}(x) \quad \text { on } \partial_{ \pm} R(1),
\end{align*}
$$

or in a variational form

$$
\begin{gather*}
\int_{R(1)}\left[\Sigma_{\alpha \beta}^{\varepsilon} e_{\alpha \beta}(\underline{V})+\frac{2}{\varepsilon} \sum_{\alpha 3}^{\varepsilon} e_{\alpha 3}(\underline{V})+\frac{1}{\varepsilon^{2}} \Sigma_{33}^{\varepsilon} e_{33}(\underline{V})\right] d x d y \\
=\int_{R(1)} F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y) V_{3} d x d y+2 \int_{\partial+R(1)} f^{\varepsilon} V_{3} d x \tag{14}
\end{gather*}
$$

for any $\underline{V} \in X_{1}=\left\{\underline{V} \in H^{1}(R(1)):\left.\underline{V}\right|_{\partial_{0} R(1)}=0, V_{1}, V_{2}\right.$ are odd and $V_{3}$ is even in $\left.y\right\}$. Here we have used the notation $e(\underline{V})$ for the strain of the displacement field $V(x, y)$ relative to the variables $(x, y)$.

Lemma 1. The norms $\left\|\underline{U}^{\varepsilon}\right\|_{H^{1}(R(1))},\left\|E_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}$, and $\left\|\Sigma_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}$ are all bounded by $C\left(\left\|F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right)$.

Proof. Inserting $\underline{V}=\underline{U}^{\varepsilon}$ into (14) and using the formula (11) for $e\left(\underline{U}^{\varepsilon}\right)$ we get

$$
\begin{equation*}
\int_{R(1)} \Sigma_{i j}^{\varepsilon} E_{i j}^{\varepsilon} d \underset{\sim}{x} d y=\int_{R(1)} F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y) U_{3}^{\varepsilon} d \underset{\sim}{x} d y+2 \int_{\partial+R(1)} f^{\varepsilon} U_{3}^{\varepsilon} d \underset{\sim}{x} . \tag{15}
\end{equation*}
$$

The coercivity of the elastic tensor and the estimate (12) now leads to

$$
\begin{aligned}
c_{1} \sum_{i, j}\left\|E_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} & \leqq C\left(\left\|F^{\varepsilon}(x, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right)\left\|\underline{U}^{\varepsilon}\right\|_{H^{1}(R(1))} \\
& \leqq C\left(\left\|F^{\varepsilon}(x, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right)\left(\sum_{i, j}\left\|E_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2}\right)^{1 / 2}
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(\sum_{i, j}\left\|E_{i j}^{\varepsilon}\right\|^{2}\right)^{1 / 2} \leqq C\left(\left\|F^{\varepsilon}(x, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right) \tag{16}
\end{equation*}
$$

The desired estimates follow directly from (16) in combination with (3) and (12).
Remark 5. Based on Lemma 1 and the formulas for $E_{\alpha 3}^{\varepsilon}$ and $E_{33}^{\varepsilon}$ we get that

$$
\begin{align*}
& \left\|\frac{\partial}{\partial y} U_{\alpha}^{\varepsilon}+\partial_{\alpha} U_{3}^{\varepsilon}\right\|_{L^{2}(R(1))} \leqq C \varepsilon\left(\left\|F^{\varepsilon}(x, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right),  \tag{17}\\
& \left\|\frac{\partial}{\partial y} U_{3}^{\varepsilon}\right\|_{L^{2}(R(1))} \leqq C \varepsilon^{2}\left(\left\|F^{\varepsilon}(x, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}\right\|_{L^{2}(\Omega)}\right) . \tag{18}
\end{align*}
$$

According to our assumption (10) $F^{\varepsilon}(x, \varepsilon y)$ converges in $L^{2}(R(1))$ and $f^{\varepsilon}$ in $L^{2}(\Omega)$; Lemma 1 now gives that $\left\|\underline{U}^{\varepsilon}\right\|_{H^{1}(R(1))},\left\|E_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}$ and $\left\|\Sigma_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}$ are bounded independently of $\varepsilon$. From any sequence $\left\{\varepsilon_{k}\right\}_{k=1}^{\infty}$ converging to zero it is thus possible to extract a subsequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ such that

$$
\begin{align*}
& \underline{U}^{\varepsilon_{i}} \rightharpoonup \underline{U}^{0} \text { in } H^{1}(R(1)),  \tag{19}\\
& E_{i j}^{\varepsilon_{j}} \rightharpoonup E_{i j}^{0} \text { in } L^{2}(R(1)),  \tag{20}\\
& \Sigma_{i j}^{\varepsilon_{1}} \rightharpoonup \Sigma_{i j}^{0} \text { in } L^{2}(R(1)), \tag{21}
\end{align*}
$$

as $\varepsilon_{l}$ approaches zero.
Lemma 2. The third component of $\underline{U}^{0}, U_{3}^{0}$, is independent of y and belongs to $\dot{H}^{2}(\Omega)$. Furthermore

$$
U_{\alpha}^{0}=-y \partial_{\alpha} U_{3}^{0}, \quad E_{\alpha \beta}^{0}=-y \partial_{\alpha \beta} U_{3}^{0} .
$$

Proof. From (18) we get that $(\partial / \partial y) U_{3}^{0}=0, U_{3}^{0}$ is therefore independent of $y$. From (17) we get $(\partial / \partial y) U_{\alpha}^{0}=-\partial_{\alpha} U_{3}^{0}$ and since $U_{\alpha}^{0}$ is odd with respect to $y, U_{\alpha}^{0}=-y \partial_{\alpha} U_{3}^{0}$.
$E_{\alpha \beta}^{\varepsilon_{l}}=e_{\alpha \beta}\left(\underline{U}^{\varepsilon_{l}}\right)=\frac{1}{2}\left(\partial_{\alpha} U_{\beta}^{\varepsilon_{l}}+\partial_{\beta} U_{\alpha}^{\varepsilon_{l}}\right)$ converges as a distribution towards $\frac{1}{2}\left(\partial_{\alpha} U_{\beta}^{0}+\right.$ $\left.\partial_{\beta} U_{\alpha}^{0}\right)=-y \partial_{\alpha \beta} U_{3}^{0}$; on the other hand, it also converges towards $E_{\alpha \beta}^{0}$, and consequently $E_{\alpha \beta}^{0}=-y \partial_{\alpha \beta} U_{3}^{0}$. We already know that $U_{3}^{0} \in H^{1}(\Omega)$ with $U_{3}^{0}=0$ on $\partial \Omega$. From the fact that $-y \partial_{\alpha} U_{3}^{0}=U_{\alpha}^{0} \in H^{1}(R(1))$ we conclude that $U_{3}^{0} \in H^{2}(\Omega) \cap H^{1}(\Omega)$. It only remains to prove that $(\partial / \partial n) U_{3}^{0}=0$ on $\partial \Omega$, where $\partial / \partial n$ is the outward normal derivative.

Since $U_{\alpha}^{\varepsilon_{1}}=0$ on $\partial_{0} R(1)=\partial \Omega \times(-1,1)$ and $U_{\alpha}^{\varepsilon_{l}}$ converges weakly towards $U_{\alpha}^{0}$ in $H^{1}(R(1))$, it follows that $-y \partial_{\alpha} U_{3}^{0}=U_{\alpha}^{0}=0$ on $\partial \Omega \times(-1,1)$. This necessarily implies that $\partial_{\alpha} U_{3}^{0}=0$ on $\partial \Omega$, and so $(\partial / \partial n) U_{3}^{0}=n_{\alpha} \partial_{\alpha} U_{3}^{0}=0$ on $\partial \Omega$.

If $v(x, y)$ is a function on $R(1)$ then we define

$$
\bar{v}(\underset{\sim}{x})=\frac{1}{2} \int_{-1}^{1} v(x, y) d y
$$

From (19) and the fact that $U_{3}^{0}$ is independent of $y$ it follows that $\bar{U}_{3}^{\varepsilon_{1}} \rightharpoonup U_{3}^{0}$ in $H^{1}(\Omega)$; this result may be slightly improved.

Lemma 3. $\bar{U}_{3}^{\varepsilon_{l}}$ converges strongly towards $U_{3}^{0}$ in $\stackrel{\circ}{H}^{1}(\Omega)$ as $\varepsilon_{l}$ approaches zero.
Proof. We may write

$$
\begin{aligned}
\partial_{\alpha} \bar{U}_{3}^{\varepsilon}(\underset{\sim}{x}) & =\frac{1}{2} \int_{-1}^{1} \partial_{\alpha} U_{3}^{\varepsilon}(\underset{\sim}{x}, y) d y \\
& =\frac{1}{2} \int_{-1}^{1}\left(\varepsilon E_{\alpha 3}^{\varepsilon}(\underset{\sim}{x}, y)-\frac{\partial}{\partial y} U_{\alpha}^{\varepsilon}(\underset{\sim}{x}, y)\right) d y \\
& =\varepsilon \bar{E}_{\alpha 3}^{\varepsilon}(\underset{\sim}{x})-\frac{1}{2}\left(U_{\alpha}^{\varepsilon}(\underset{\sim}{x}, 1)-U_{\alpha}^{\varepsilon}(x,-1)\right)
\end{aligned}
$$

From the estimate of $\left\|E_{\alpha 3}^{\varepsilon}\right\|_{L^{2}(R(1))}$ in Lemma 1 it therefore follows that

$$
\begin{equation*}
\partial_{\alpha} \bar{U}_{3}^{\varepsilon}(\underset{\sim}{x})+\frac{1}{2}\left(U_{\alpha}^{\varepsilon}(x, 1)-U_{\alpha}^{\varepsilon}(\underset{\sim}{x},-1)\right) \rightarrow 0 \quad \text { in } L^{2}(\Omega) \quad \text { as } \varepsilon \rightarrow 0 \tag{22}
\end{equation*}
$$

We also know that $U_{\alpha}^{\varepsilon_{1}} \rightharpoonup U_{\alpha}^{0}$ in $H^{1}(R(1))$, and this implies that $U_{\alpha}^{\varepsilon_{1}}(x, \pm 1)$ converges weakly in $H^{1 / 2}(\Omega)$, and thus strongly in $L^{2}(\Omega)$, towards $U_{\alpha}^{0}(x, \pm 1)=\mp \partial_{\alpha} U_{3}^{0}(x)$. It follows immediately from (22) that

$$
\partial_{\alpha}\left(\bar{U}_{3}^{\varepsilon_{1}}-U_{3}^{0}\right) \rightarrow 0 \quad \text { in } L^{2}(\Omega)
$$

which shows that $\bar{U}_{3}^{\varepsilon_{l}}$ converges strongly towards $U_{3}^{0}$ in $\stackrel{\circ}{H}^{1}(\Omega)$, as $\varepsilon_{l}$ approaches zero.

Integration in $y$ on both sides of (21) gives $\int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon_{1}} d y \rightharpoonup \int_{-1}^{1} \Sigma_{\alpha 3}^{0} d y$ in $L^{2}(\Omega)$. It turns out that $\int_{-1}^{1} \Sigma_{\alpha 3}^{0} d y=0$, and furthermore that it is possible to find the weak limit of $\left(1 / \varepsilon_{l}\right) \int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon_{l}} d y$ in $H^{-1}(\Omega)$ (our notation for the dual of $\stackrel{\circ}{H}^{1}(\Omega)$ ).

Lemma 4. $\left(1 / \varepsilon_{l}\right) \int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon_{l}}$ dy converges weakly in $H^{-1}(\Omega)$ towards $\partial_{\beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y$ as $\varepsilon_{l}$ approaches zero.

Proof. Performing an integration by parts and using the first and third equation in (13) we obtain

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon} d y=-\frac{1}{\varepsilon} \int_{-1}^{1} y \frac{\partial}{\partial y} \Sigma_{\alpha 3}^{\varepsilon} d y=\int_{-1}^{1} y \partial_{\beta} \Sigma_{\alpha \beta}^{\varepsilon} d y=\partial_{\beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{\varepsilon} d y \tag{23}
\end{equation*}
$$

Since $\Sigma_{\alpha \beta}^{\varepsilon_{1}} \rightharpoonup \Sigma_{\alpha \beta}^{0}$ in $L^{2}(R(1))$ we know that

$$
\int_{-1}^{1} y \Sigma_{\alpha \beta}^{\varepsilon_{1}} d y \rightharpoonup \int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y \quad \text { in } L^{2}(\Omega)
$$

and therefore

$$
\frac{1}{\varepsilon_{l}} \int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon_{l}} d y \longrightarrow \partial_{\beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y \quad \text { in } H^{-1}(\Omega)
$$

The tensor $-\int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y$ will play a significant role in the construction of the tensor $\boldsymbol{M}_{\alpha \beta \gamma \delta}$; it eventually turns out that

$$
-\int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y=M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} U_{3}^{0} .
$$

At this point we only observe that

$$
\begin{equation*}
-\partial_{\alpha \beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y=\int_{-1}^{1} F^{0}(x, y) d y+2 f^{0}(x) \text { in } \Omega, \tag{24}
\end{equation*}
$$

where $F^{0}$ and $f^{0}$ are the limits of $F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y)$ and $f^{\varepsilon}$, respectively (cf. (10)). To get (24) one uses (23) and the second and fourth identities in (13) to write

$$
\begin{align*}
-\partial_{\alpha \beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{\varepsilon} d y & =-\frac{1}{\varepsilon} \partial_{\alpha} \int_{-1}^{1} \Sigma_{\alpha 3}^{\varepsilon} d y \\
& =\frac{1}{\varepsilon^{2}} \int_{-1}^{1} \frac{\partial}{\partial y} \Sigma_{33}^{\varepsilon} d y+\int_{-1}^{1} F^{\varepsilon}(x, \varepsilon y) d y  \tag{25}\\
& =2 f^{\varepsilon}(\underset{\sim}{x})+\int_{-1}^{1} F^{\varepsilon}(\underset{\sim}{x}, \varepsilon y) d y .
\end{align*}
$$

Passing to the limits in this identity as $\varepsilon$ approaches zero along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ we are led to (24).

Remark 6. So far we have obtained a number of convergence results for subsequences $\underline{U}^{\varepsilon_{l}}, E_{i j}^{\varepsilon_{l}}$ and $\Sigma_{i j}^{\varepsilon_{l}}$ corresponding to a specific set of loads ( $F^{\varepsilon}, f^{\varepsilon}$ ) converging to ( $F^{0}, f^{0}$ ). Since the appropriate norms of the differences between the $U^{\varepsilon}$ 's, the $E^{\varepsilon}$ s and the $\Sigma^{\varepsilon}$, corresponding to different loads ( $F^{\varepsilon}, f^{\varepsilon}$ ) and ( $G^{\varepsilon}, g^{\varepsilon}$ ) are bounded by $C\left(\left\|\left(F^{\varepsilon}-G^{\varepsilon}\right)(\underset{\sim}{x}, \varepsilon y)\right\|_{L^{2}(R(1))}+\left\|f^{\varepsilon}-g^{\varepsilon}\right\|_{L^{2}(\Omega)}\right)$ (Lemma 1), it follows that we may pick the same index sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ for any loads $\left(F^{\varepsilon}, f^{\varepsilon}\right)$ that converge to this $\left(F^{0}, f^{0}\right)$ in the sense of (10).
$L^{2}(R(1)) \times L^{2}(\Omega)$ is a separable Hilbert space; let $\left\{\left(F_{N}^{0}, f_{N}^{0}\right)\right\}_{N=1}^{\infty}$ be a basis. Following the previous argument we may for each $N$ find a subsequence

$$
\left\{\varepsilon_{l}^{N}\right\}_{l=1}^{\infty} \subseteq\left\{\varepsilon_{l}^{N-1}\right\}_{l=1}^{\infty} \subseteq \cdots \subseteq\left\{\varepsilon_{l}^{1}\right\}_{l=1}^{\infty} \subseteq\left\{\varepsilon_{k}\right\}_{k=1}^{\infty}
$$

so that the convergence results listed above hold for solutions to the problem (7) for any ( $F^{\varepsilon}, f^{\varepsilon}$ ) converging to ( $F_{N}^{0}, f_{N}^{0}$ ). By taking the diagonal subsequence of all the $\left\{\varepsilon_{l}^{N}\right\}_{l=1}^{\infty}$ we obtain a subsequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ for which the convergence results hold simultaneously for all $N$. Since linear combinations of the $\left\{\left(F_{N}^{0}, g_{N}^{0}\right)\right\}_{N=1}^{\infty}$ are dense in $L^{2}(R(1)) \times L^{2}(\Omega)$, and since appropriate norms of the differences between the $U^{\varepsilon_{l}}$ 's, the $E^{\varepsilon_{1}}$ 's and the $\Sigma^{\varepsilon_{1}}$ 's, in the limit, are bounded by the norm of the difference between the limits of the loads in $L^{2}(R(1)) \times L^{2}(\Omega)$ (Lemma 1), it follows that the convergence results of this section hold for the fixed subsequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ for any loads $\left(F^{\varepsilon}, f^{\varepsilon}\right)$ that converge in the sense of (10).
3. An auxiliary isomorphism. If the homogenized limit operator is to have the form $\partial_{\alpha \beta}\left(M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta}\right)$ then it must necessarily be an isomorphism between $\stackrel{\circ}{ }^{2}(\Omega)$ and $H^{-2}(\Omega)$ (our notation for the dual of $\grave{H}^{2}(\Omega)$ ). We shall now study in more detail a particular case of the boundary value problem (7), where the exterior load is independent of $x_{3}$ and $\varepsilon$ and where the boundary loads vanish. We show that, in the limit as $\varepsilon_{l}$ approaches 0 , this naturally leads to an isomorphism between $\dot{H}^{2}(\Omega)$ and $H^{-2}(\Omega)$. We owe the initial suggestion, that it might be easier to obtain an isomorphism using vanishing boundary loads, to L. Tartar. For the remainder of this paper $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ always
refers to the "universal" subsequence of $\left\{\varepsilon_{k}\right\}_{k=1}^{\infty}$ selected by the diagonalization process discussed in Remark 6.

Let $G$ be in $L^{2}(\Omega)$ and let $\underline{v}^{\varepsilon} \in X_{\varepsilon}$ be the solution to

$$
\begin{align*}
& -\partial_{j}\left[\sigma_{i j}^{\varepsilon}\left(\underline{v}^{\varepsilon}\right)\right]=\left\{\begin{array}{ll}
0, & i=1,2 \\
\varepsilon^{2} G(x), & i=3
\end{array} \quad \text { in } R(\varepsilon),\right. \\
& \sigma_{i j}^{\varepsilon}\left(\underline{v}^{\varepsilon}\right) \nu_{j}=0, \quad i=1,2,3 \quad \text { on } \partial_{ \pm} R(\varepsilon),  \tag{26}\\
& \underline{v}^{\varepsilon}=0 \quad \text { on } \partial_{0} R(\varepsilon) .
\end{align*}
$$

As before we introduce rescaled variables

$$
\begin{array}{ll}
V_{\alpha}^{\varepsilon}(x, y)=\frac{1}{\varepsilon} v_{\alpha}^{\varepsilon}(x, \varepsilon y), & V_{3}^{\varepsilon}(\underset{\sim}{x}, y)=v_{3}^{\varepsilon}(x, \varepsilon y), \\
\tilde{E}_{i j}^{\varepsilon}=\frac{1}{\varepsilon} e_{i j}\left(\underline{v}^{\varepsilon}\right)(\underset{\sim}{x}, \varepsilon y), & \tilde{\Sigma}_{i j}^{\varepsilon}=\frac{1}{\varepsilon} \sigma_{i j}^{\varepsilon}\left(v^{\varepsilon}\right)(\underset{\sim}{x}, \varepsilon y) .
\end{array}
$$

From the analysis in the previous section we know among other things that

$$
\bar{V}_{3}^{\varepsilon_{1}} \rightarrow V_{3}^{0} \quad \text { in } H^{1}(\Omega)
$$

as $\varepsilon_{l}$ approaches zero. We furthermore know that $V_{3}^{0} \in \stackrel{\circ}{H}^{2}(\Omega)$.
Lemma 5. For any $G \in L^{2}(\Omega)$,

$$
\left\|V_{3}^{0}\right\|_{H^{2}(\Omega)}^{2} \leqq C \int_{\Omega} G V_{3}^{0} d x, \quad\|G\|_{H^{-2}(\Omega)}^{2} \leqq C \int_{\Omega} G V_{3}^{0} d x .
$$

Proof. The identity corresponding to (15) in this case $\left(F^{\varepsilon}(x, \varepsilon y)=G(x), f^{\varepsilon}=0\right)$ reads

$$
\int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} d x d y=\int_{R(1)} G V_{3}^{\varepsilon} d x d y ;
$$

because of the coercivity assumption (2) and the fact that $G$ is independent of $y$ it follows that

$$
\begin{equation*}
c_{1} \sum_{\alpha, \beta}\left\|\tilde{E}_{\alpha \beta}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} \leqq c_{1} \sum_{i, j}\left\|\tilde{E}_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} \leqq 2 \int_{\Omega} G \bar{V}_{3}^{\varepsilon} d x . \tag{27}
\end{equation*}
$$

From Lemma 2 we know

$$
\tilde{E}_{\alpha \beta}^{\varepsilon_{1}} \rightharpoonup-y \partial_{\alpha \beta} V_{3}^{0} \quad \text { in } L^{2}(R(1)) .
$$

Passing to the limit in (27) along the sequence $\left\{\varepsilon_{l}\right\}$, and using the weak lower semicontinuity of the norm, we thus obtain

$$
\frac{2}{3} c_{1} \sum_{\alpha, \beta}\left\|\partial_{\alpha \beta} V_{3}^{0}\right\|_{L^{2}(\Omega)}^{2}=c_{1} \sum_{\alpha, \beta}\left\|y \partial_{\alpha \beta} V_{3}^{0}\right\|_{L^{2}(R(1))}^{2} \leqq 2 \int_{\Omega} G V_{3}^{0} d x .
$$

This proves the first inequality of our statement, since

$$
\left(\sum_{\alpha, \beta}\left\|\partial_{\alpha \beta} \cdot\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

is one of the equivalent norms on $\dot{H}^{2}(\Omega)$.

The identity corresponding to (25) in the present situation reads

$$
\partial_{\alpha \beta} \int_{-1}^{1} y \tilde{\boldsymbol{\Sigma}}_{\alpha \beta}^{\varepsilon} d y=-2 G(x) .
$$

Consequently,

$$
\begin{equation*}
\|G\|_{H^{-2}(\Omega)}^{2} \leqq C \sum_{\alpha, \beta}\left\|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{\varepsilon} d y\right\|_{L^{2}(\Omega)}^{2} \leqq C \sum_{\alpha, \beta}\left\|\tilde{\boldsymbol{\Sigma}}_{\alpha \beta}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} . \tag{28}
\end{equation*}
$$

The $\tilde{E}_{i j}^{\varepsilon}$ and $\tilde{\Sigma}_{i j}^{\varepsilon}$ are related by

$$
\tilde{\Sigma}_{i j}^{\varepsilon}=b_{i j k l}^{\varepsilon}(x, \varepsilon y) \tilde{E}_{k l}^{\varepsilon},
$$

and this in combination with (3) and (28) leads to

$$
\|G\|_{H^{-2}(\Omega)}^{2} \leqq C \sum_{i, j}\left\|\tilde{E}_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} .
$$

The last inequality of (27) then gives

$$
\|G\|_{H^{-2}(\Omega)}^{2} \leqq C \int_{\Omega} G \bar{V}_{3}^{\varepsilon} d x
$$

which in the limit as $\varepsilon$ approaches zero along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$ yields the desired second inequality.

We define an operator from $L^{2}(\Omega)$ into $\dot{H}^{2}(\Omega)$ by $G \rightarrow V_{3}^{0}$. It follows directly from the two inequalities in Lemma 5 that

$$
c\|G\|_{H^{-2}(\Omega)} \leqq\left\|V_{3}^{0}\right\|_{\dot{H}^{2}(\Omega)} \leqq C\|G\|_{H^{-2}(\Omega)},
$$

i.e., the above operator may be extended as an injective and bounded linear operator $\mathscr{S}: H^{-2}(\Omega) \rightarrow \grave{H}^{2}(\Omega)$. From the second inequality in Lemma 5 it now follows, using the Lax-Milgram lemma, that $\mathscr{S}$ maps $H^{-2}(\Omega)$ onto $\stackrel{\circ}{H}^{2}(\Omega)$. In summary

The operator $G \rightarrow V_{3}^{0}$ may be extended as an isomorphism $\mathscr{S}$ between $H^{-2}(\Omega)$ and $\dot{H}^{2}(\Omega)$.
Let $G_{i}, i=1,2$, be two elements of $L^{2}(\Omega)$, and let $\underline{v}_{(i)}^{\varepsilon}$ denote the solution of (26), corresponding to $G=G_{i}, i=1,2$. According to the variational formulation (8) and the symmetry of the elastic tensor $b_{i j k l}^{\ell}$

$$
\begin{aligned}
\varepsilon^{2} \int_{R(\varepsilon)} G_{1} v_{(2), 3}^{\varepsilon} d \underline{x} & =\int_{R(\varepsilon)} \sigma_{i j}^{\varepsilon}\left(\underline{v}_{(1)}^{\varepsilon}\right) e_{i j}\left(\underline{v}_{(2)}^{\varepsilon}\right) d \underline{x} \\
& =\int_{R(\varepsilon)} \sigma_{i j}^{\varepsilon}\left(\underline{v}_{(2)}^{\varepsilon}\right) e_{i j}\left(\underline{v}_{(1)}^{\varepsilon}\right) d \underline{x}=\varepsilon^{2} \int_{R(\varepsilon)} G_{2} v_{(1), 3}^{\varepsilon} d \underline{x} .
\end{aligned}
$$

From this we immediately conclude that

$$
\int_{\Omega} G_{1} \bar{V}_{(2), 3}^{\varepsilon} d x=\int_{\Omega} G_{2} \bar{V}_{(1), 3}^{\varepsilon} d x,
$$

and thus in the limit, as $\varepsilon$ approaches zero along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$, we obtain

$$
\begin{equation*}
\int_{\Omega} G_{1} \mathscr{P}\left(G_{2}\right) d x=\int_{\Omega} G_{2} \mathscr{P}\left(G_{1}\right) d x . \tag{30}
\end{equation*}
$$

By continuity the identity (30) is satisfied for any $G_{i} \in H^{-2}(\Omega)$, i.e., we have shown that $\mathscr{S}$ is selfadjoint.

Finally let us consider the operator that takes $G \in L^{2}(\Omega)$ to the tensor $-\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y \in L^{2}(\Omega)$. The $\tilde{E}_{i j}^{\varepsilon}$ and $\tilde{\Sigma}_{i j}^{\varepsilon}$ are related by

$$
\tilde{\Sigma}_{i j}^{\varepsilon}=b_{i j k l}^{\varepsilon}(\underset{\sim}{x}, \varepsilon y) \tilde{E}_{k l}^{\varepsilon}
$$

and using (3) and the last inequality in (27), we thus get

$$
\begin{align*}
\sum_{\alpha, \beta}\left\|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{\varepsilon} d y\right\|_{L^{2}(\Omega)}^{2} & \leqq C \sum_{\alpha, \beta}\left\|\tilde{\Sigma}_{\alpha \beta}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2}  \tag{31}\\
& \leqq C \sum_{i, j}\left\|\tilde{E}_{i j}^{\varepsilon}\right\|_{L^{2}(R(1))}^{2} \leqq C \int_{\Omega} G \bar{V}_{3}^{\varepsilon} d x
\end{align*}
$$

Because of the weak lower semicontinuity of the norm it follows, by passing to the limit in (31) along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$, that

$$
\begin{equation*}
\sum_{\alpha, \beta}\left\|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right\|_{L^{2}(\Omega)}^{2} \leqq C \int_{\Omega} G V_{3}^{0} d x . \tag{32}
\end{equation*}
$$

We just proved that $\left\|V_{3}^{0}\right\|_{\dot{H}^{2}(\Omega)} \leqq C\|G\|_{H^{-2}(\Omega)}$ and from (32) we therefore get

$$
\sum_{\alpha, \beta}\left\|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right\|_{L^{2}(\Omega)}^{2} \leqq C\|G\|_{H^{-2}(\Omega)}^{2}
$$

or
The operator $G \rightarrow-\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y$ may be extended as a bounded linear operator from $H^{-2}(\Omega)$ into $L^{2}(\Omega)$.
We shall refer to this extension as $\mathscr{T}_{\alpha \beta}$.
4. The proof of the main result. We already proved that the rescaled displacements

$$
\underline{U}^{\varepsilon_{l}}=\left(\frac{1}{\varepsilon} u_{1}^{\varepsilon_{1}}\left(\underset{\sim}{x}, \varepsilon_{l} y\right), \frac{1}{\varepsilon} u_{2}^{\varepsilon_{l}}\left(\underset{\sim}{x}, \varepsilon_{l} y\right), u_{3}^{\varepsilon_{l}}\left(x, \varepsilon_{l} y\right)\right)
$$

converge weakly towards

$$
\left(-y \partial_{1} U_{3}^{0}(\underset{\sim}{x}),-y \partial_{2} U_{3}^{0}(\underset{\sim}{x}), U_{3}^{0}(\underset{\sim}{x})\right)
$$

in $H^{1}(R(1))$, with $U_{3}^{0} \in \stackrel{\circ}{H}^{2}(\Omega)$.
In this section we verify that there exists a tensor $M_{\alpha \beta \gamma \delta}$ (independent of the loads $F^{\varepsilon}, f^{\varepsilon}$ ), with the properties (i) and (ii) listed in our theorem, for which

$$
\begin{equation*}
-\int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y=M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} U_{3}^{0} \tag{34}
\end{equation*}
$$

From (24) we know that

$$
-\partial_{\alpha \beta} \int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y=\int_{-1}^{1} F^{0}(\underset{\sim}{x}, y) d y+2 f^{0}(\underset{\sim}{x})
$$

and by combining with (34) we therefore get that $U_{3}^{0}$ satisfies

$$
\partial_{\alpha \beta}\left(M_{\alpha \beta \gamma \delta} \partial_{\gamma \delta} U_{3}^{0}\right)=\int_{-1}^{1} F^{0}(\underset{\sim}{x}, y) d y+2 f^{0}(\underset{\sim}{x}) \quad \text { in } \Omega
$$

with

$$
U_{3}^{0}=\frac{\partial}{\partial n} U_{3}^{0}=0 \quad \text { in } \partial \Omega
$$

Except for a change of notation (replace $U_{3}^{0}$ by the simpler $w$ ) this will complete the proof of our theorem.

Our verification of the existence of the tensor $M_{\alpha \beta \gamma \delta}$ proceeds by the method of compensated compactness (cf. [18]); specifically we adapt the so-called div-curl lemma of Murat and Tartar to the present problem. $\underline{u}^{\varepsilon}$ as previously denotes the solution of (7) (or (8)) with loads $F^{\varepsilon} \in L^{2}\left(R(\varepsilon)\right.$ ) and $f_{+}^{\varepsilon}=f_{-}^{\varepsilon}=f^{\varepsilon} \in L^{2}(\Omega)$, and $\underline{v}^{\varepsilon}$ denotes the solution of (26) with $G \in L^{2}(\Omega) . \underline{U}^{\varepsilon}, E_{i j}^{\varepsilon}, \Sigma_{i j}^{\varepsilon}$ and $\underline{V}^{\varepsilon}, \tilde{E}_{i j}^{\varepsilon}$, $\tilde{\boldsymbol{\Sigma}}_{i j}^{\varepsilon}$ denote the rescaled variables corresponding to $\underline{u}^{\varepsilon}$ and $\underline{v}^{\varepsilon}$, respectively. Letting $\phi$ be an arbitrary but fixed function in $\mathscr{D}(\Omega)$, we shall then compute the limit of

$$
\int_{R(1)} \Sigma_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} \phi d x d y=\int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon} E_{i j}^{\varepsilon} \phi d x d y
$$

in two different ways as $\varepsilon$ goes to zero along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$.
Inserting the test field $\phi \underline{V}^{\varepsilon}$ into (14), and using the fact that $e\left(\underline{V}^{\varepsilon}\right)$ has the form (11), with $E^{\varepsilon}$ replaced by $\tilde{E}^{\varepsilon}$, we get

$$
\begin{align*}
\int_{R(1)} \Sigma_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} \phi d x d y= & \int_{R(1)} F^{\varepsilon}(x, \varepsilon y) V_{3}^{\varepsilon} \phi d x d y+2 \int_{\partial_{+} R(1)} f^{\varepsilon} V_{3}^{\varepsilon} \phi d x \\
& -\int_{R(1)} \Sigma_{\gamma \delta}^{\varepsilon} V_{\gamma}^{\varepsilon} \partial_{\delta} \phi d x d y-\frac{1}{\varepsilon} \int_{R(1)} \Sigma_{\gamma 3}^{\varepsilon} V_{3}^{\varepsilon} \partial_{\gamma} \phi d x d y \tag{35}
\end{align*}
$$

(other terms vanish because $\phi$ is independent of $y$ ). From (19), compactness and Lemma 2 we get that

$$
\begin{aligned}
& V_{3}^{\varepsilon_{1}} \phi \rightarrow V_{3}^{0} \phi \quad \text { in } L^{2}(R(1)), \\
& V_{3}^{\varepsilon_{1}}(x, 1) \phi \rightarrow V_{3}^{0} \phi \quad \text { in } L^{2}(\Omega), \\
& V_{\gamma}^{\varepsilon_{1} \partial_{\delta} \phi \rightarrow-y \partial_{\gamma} V_{3}^{0} \partial_{\delta} \phi \quad \text { in } L^{2}(R(1)) ;}
\end{aligned}
$$

at the same time $F^{\varepsilon_{l}}, f^{\varepsilon_{l}}$ and $\Sigma_{\alpha \beta}^{\varepsilon_{1}}$ are all weakly convergent in $L^{2}$ (indeed the first two converge strongly). We therefore conclude that as $\varepsilon$ approaches 0 along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$, the first three terms on the right-hand side of (35) approach

$$
\begin{equation*}
\int_{\Omega}\left(\int_{-1}^{1} F^{0}(\underset{\sim}{x}, y) d y+2 f^{0}(\underset{\sim}{x})\right) V_{3}^{0} \phi d x+\int_{\Omega} \int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y \partial_{\gamma} V_{3}^{0} \partial_{\delta} \phi d x . \tag{36}
\end{equation*}
$$

The last term $-1 / \varepsilon \int_{R(1)} \Sigma_{\gamma 3}^{\varepsilon} V_{3}^{\varepsilon} \partial_{\gamma} \phi d x d y$ requires special attention. Using Poincaré's inequality on vertical lines and the fact that $(\partial / \partial y) V_{3}^{\varepsilon}=\varepsilon^{2} \tilde{E}_{33}^{\varepsilon}$ (cf. (11)) we get

$$
\begin{aligned}
\left|\frac{1}{\varepsilon} \int_{R(1)} \Sigma_{\gamma 3}^{\varepsilon}\left(V_{3}^{\varepsilon}-\bar{V}_{3}^{\varepsilon}\right) \partial_{\gamma} \phi d x d y\right| & \leqq C \frac{1}{\varepsilon}\left\|\Sigma_{\gamma 3}^{\varepsilon}\right\|_{L^{2}(R(1))}\left\|V_{3}^{\varepsilon}-\bar{V}_{3}^{\varepsilon}\right\|_{L^{2}(R(1))} \\
& \leqq C \frac{1}{\varepsilon}\left\|\Sigma_{\gamma 3}^{\varepsilon}\right\|_{L^{2}(R(1))}\left\|\frac{\partial}{\partial y} V_{3}^{\varepsilon}\right\|_{L^{2}(R(1))} \\
& =C \varepsilon\left\|\Sigma_{\gamma 3}^{\varepsilon}\right\|_{L^{2}(R(1))}\left\|\tilde{E}_{33}^{\varepsilon}\right\|_{L^{2}(R(1))}
\end{aligned}
$$

and since both $\left\|\Sigma_{\gamma 3}^{\varepsilon}\right\|_{L^{2}(R(1))}$ and $\left\|\tilde{E}_{33}^{\varepsilon}\right\|_{L^{2}(R(1))}$ are bounded this last term is of order $\varepsilon$. It thus suffices to study the limiting behavior of

$$
-\frac{1}{\varepsilon} \int_{R(1)} \Sigma_{\gamma 3}^{\varepsilon} \bar{V}_{3}^{\varepsilon} \partial_{\gamma} \phi d x d y=\int_{\Omega}\left(-\frac{1}{\varepsilon} \int_{-1}^{1} \Sigma_{\gamma 3}^{\varepsilon} d y\right) \bar{V}_{3}^{\varepsilon} \partial_{\gamma} \phi d x .
$$

According to Lemma 3, $\bar{V}_{3}^{\varepsilon_{i}}$ converges strongly in $\stackrel{H}{H}^{1}(\Omega)$ and according to Lemma 4 $\left(1 / \varepsilon_{l}\right) \int_{-1}^{1} \Sigma_{\gamma 3}^{\varepsilon_{l}} d y$ converges weakly in $H^{-1}(\Omega)$ towards $\partial_{\delta} \int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y$, hence

$$
\int_{\Omega}\left(-\frac{1}{\varepsilon_{l}} \int_{-1}^{1} \Sigma_{\gamma 3}^{\varepsilon_{1}} d y\right) \bar{V}_{3}^{\varepsilon_{\partial} \partial_{\gamma} \phi d x}
$$

converges to

$$
\begin{equation*}
-\int_{\Omega} \partial_{\delta}\left(\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) V_{3}^{0} \partial_{\gamma} \phi d x \tag{37}
\end{equation*}
$$

as $\varepsilon_{l}$ approaches 0 . Collecting the terms in (36) and (37) we get

$$
\begin{aligned}
\lim _{\varepsilon_{l} \rightarrow 0} \int_{R(1)} \Sigma_{i j}^{\varepsilon_{i j}} \tilde{E}_{i j}^{\varepsilon_{1}} \phi d x d y= & \int_{\Omega} \mathscr{F}^{0} V_{3}^{0} \phi d x+\int_{\Omega}\left(\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) \partial_{\gamma} V_{3}^{0} \partial_{\delta} \phi d x \\
& -\int_{\Omega} \partial_{\delta}\left(\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) V_{3}^{0} \partial_{\gamma} \phi d x .
\end{aligned}
$$

We integrate the last two terms in the right-hand side by parts to remove derivatives from $\phi$. Using the fact that $\phi$ vanishes on $\partial \Omega$ and the identity (24) we thus obtain

$$
\begin{equation*}
\lim _{\varepsilon_{l} \rightarrow 0} \int_{R(1)} \Sigma_{i j}^{\varepsilon_{1}} \tilde{E}_{i j}^{\varepsilon_{1}} \phi d x d y=-\int_{\Omega}\left(\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) \partial_{\gamma \delta} V_{3}^{0} \phi d x . \tag{38}
\end{equation*}
$$

Exchanging the roles of $\underline{U}^{\varepsilon}$ and $\underline{V}^{\varepsilon}$ in the above argument we would similarly obtain

$$
\begin{equation*}
\lim _{\varepsilon_{l} \rightarrow 0} \int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon_{l}} E_{i j}^{\varepsilon_{l}} \phi d x d y=-\int_{\Omega}\left(\int_{-1}^{1} y \tilde{\mathbf{\Sigma}}_{\gamma \delta}^{0} d y\right) \partial_{\gamma \delta} U_{3}^{0} \phi d x . \tag{39}
\end{equation*}
$$

Because of the symmetry of the elastic law

$$
\int_{R(1)} \Sigma_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} \phi d x d y=\int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon} E_{i j}^{\varepsilon} \phi d x d y,
$$

and it then follows from (38) and (39) that

$$
\int_{\Omega}\left(-\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) \partial_{\gamma \delta} V_{3}^{0} \phi d x=\int_{\Omega}\left(-\int_{-1}^{1} y \tilde{\Sigma}_{\gamma \delta}^{0} d y\right) \partial_{\gamma \delta} U_{3}^{0} \phi d x .
$$

In terms of the operators $\mathscr{S}$ and $\mathscr{T}$ defined in the previous section, this may be stated

$$
\begin{equation*}
\int_{\Omega}\left(-\int_{-1}^{1} y \Sigma_{\gamma \delta}^{0} d y\right) \partial_{\gamma \delta} \mathscr{P}(G) \phi d x=\int_{\Omega} \mathscr{T}_{\gamma \delta}(G) \partial_{\gamma \delta} U_{3}^{0} \phi d x . \tag{40}
\end{equation*}
$$

The identity (40) has so far only been verified for $G$ in $L^{2}(\Omega)$ (and any $\phi \in \mathscr{D}(\Omega)$ ), but because of the continuity of the operators $\mathscr{S}$ and $\mathscr{T}_{\gamma \delta}$ (cf. (29), (33)) it follows immediately that (40) holds for any $G$ in $H^{-2}(\Omega)$. Let $\Omega^{\prime} \subset \subset \Omega$ and pick $\psi \in \mathscr{D}(\Omega)$ with $\psi \equiv 1$ in $\Omega^{\prime} . \mathscr{S}$ is an isomorphism between $H^{-2}(\Omega)$ and $\stackrel{\circ}{H}^{2}(\Omega)$ (cf. (29)); insertion of $G=\mathscr{S}^{-1}\left(\frac{1}{2} x_{\alpha} x_{\beta} \psi\right)$ into (40) yields

$$
\begin{equation*}
\int_{\Omega}\left(-\int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y\right) \phi d x=\int_{\Omega} \mathscr{T}_{\gamma \delta}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\alpha} x_{\beta} \psi\right)\right) \partial_{\gamma \delta} U_{3}^{0} \phi d x \tag{41}
\end{equation*}
$$

for all $\phi$ in $\mathscr{D}\left(\Omega^{\prime}\right)$ (here we use that $\psi \equiv 1$ on $\operatorname{supp}(\phi), \phi \in \mathscr{D}\left(\Omega^{\prime}\right)$ ). Since $\Omega^{\prime} \subset \subset \Omega$ is arbitrary we conclude from (41) that there exists $\boldsymbol{M}_{\alpha \beta \gamma \delta}(\underset{\sim}{x})$ with

$$
-\int_{-1}^{1} y \Sigma_{\alpha \beta}^{0} d y=M_{\alpha \beta \gamma \delta}(\underset{\sim}{x}) \partial_{\gamma \delta} U_{3}^{0}
$$

as stated in (34). $M_{\alpha \beta \gamma \delta}$ is given by

$$
\begin{equation*}
M_{\alpha \beta \gamma \delta}=\mathscr{T}_{\gamma \delta}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\alpha} x_{\beta} \psi\right)\right) \quad \text { in } \Omega^{\prime}, \tag{42}
\end{equation*}
$$

where $\psi$ is any element of $\mathscr{D}(\Omega), \psi \equiv 1$ in $\Omega^{\prime}$. It is clear from the formula (42) for $M_{\alpha \beta \gamma \delta}$ that it obeys the symmetries

$$
M_{\alpha \beta \gamma \delta}=M_{\beta \alpha \gamma \delta}=M_{\alpha \beta \delta \gamma} .
$$

By taking the $U_{3}^{0}\left(\right.$ and $\left.\Sigma_{\gamma \delta}^{0}\right)$, that correspond to loads $F^{\varepsilon}=F(\underset{\sim}{x}) \in L^{2}(\Omega), f^{\varepsilon}=0$ and inserting in (40) we obtain

$$
\begin{equation*}
\int_{\Omega} \mathscr{T}_{\gamma \delta}(F) \partial_{\gamma \delta} \mathscr{S}(G) \phi d x=\int_{\Omega} \mathscr{T}_{\gamma \delta}(G) \partial_{\gamma \delta} \mathscr{Y}(F) \phi d x . \tag{43}
\end{equation*}
$$

Because of continuity (43) holds for all $F, G \in H^{-2}(\Omega)$. Pick $F=\mathscr{S}^{-1}\left(\frac{1}{2} x_{\alpha} x_{\beta} \psi\right)$ and $G=\mathscr{S}^{-1}\left(\frac{1}{2} x_{\rho} x_{\sigma} \psi\right)$ with $\psi \equiv 1$ in $\Omega^{\prime}$, it then follows from (42) and (43) that

$$
M_{\alpha \beta \rho \sigma}=\mathscr{T}_{\rho \sigma}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\alpha} x_{\beta} \psi\right)\right)=\mathscr{T}_{\alpha \beta}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\rho} x_{\sigma} \psi\right)\right)=M_{\rho \sigma \alpha \beta}
$$

in $\Omega^{\prime}$. Since $\Omega^{\prime}$ is arbitrary this verifies the last symmetry of $\boldsymbol{M}_{\alpha \beta \gamma \delta}$.
At this point we only know that $M_{\alpha \beta \gamma \delta} \in L_{\text {loc }}^{2}(\Omega)$; we now verify that the $M_{\alpha \beta \gamma \delta}$ are indeed $L^{\infty}$-functions. Consider the identity (38) corresponding to $F^{\varepsilon}=G(\underset{\sim}{x})$ and $f^{\varepsilon}=0$, and replace $\phi$ by $\phi^{2}$ :

$$
\begin{equation*}
\lim _{\varepsilon_{l} \rightarrow 0} \int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon_{l}} \tilde{E}_{i j}^{\varepsilon_{j}} \phi^{2} d x d y=-\int_{\Omega}\left(\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right) \partial_{\alpha \beta} V_{3}^{0} \phi^{2} d x . \tag{44}
\end{equation*}
$$

It follows directly from (3) and the fact that $b_{i j k l}^{\varepsilon}$ is symmetric that

$$
C_{2}^{-1} \sum_{i, j}\left|\tilde{\Sigma}_{i j}^{\varepsilon}\right|^{2} \leqq \tilde{\Sigma}_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon},
$$

consequently,

$$
C_{2}^{-1} \int_{R(1)} \sum_{i, j}\left|\tilde{\Sigma}_{i j}^{\varepsilon}\right|^{2} \phi^{2} d x d y \leqq \int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} \phi^{2} d x d y .
$$

Because of the weak lower semicontinuity of the norm, (44) now yields

$$
\begin{equation*}
C_{2}^{-1} \int_{R(1)} \sum_{i, j}\left|\tilde{\Sigma}_{i j}^{0}\right|^{2} \phi^{2} d x d y \leqq-\int_{\Omega}\left(\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right) \partial_{\alpha \beta} V_{3}^{0} \phi^{2} d x . \tag{45}
\end{equation*}
$$

Hölder's inequality gives

$$
\int_{\Omega} \sum_{\alpha, \beta}\left|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right|^{2} \phi^{2} d x \leqq \frac{2}{3} \int_{R(1)} \sum_{\alpha, \beta}\left|\tilde{\Sigma}_{\alpha \beta}^{0}\right|^{2} \phi^{2} d x d y
$$

and therefore in combination with (45) it gives

$$
\begin{aligned}
\frac{3}{2} C_{2}^{-1} \int_{\Omega} \sum_{\alpha, \beta}\left|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right|^{2} \phi^{2} d x & \leqq-\int_{\Omega}\left(\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right) \partial_{\alpha \beta} V_{3}^{0} \phi^{2} d x \\
\leqq & \left(\int_{\Omega} \sum_{\alpha, \beta}\left|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right|^{2} \phi^{2} d x\right)^{1 / 2} \\
& \cdot\left(\int_{\Omega} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} V_{3}^{0}\right|^{2} \phi^{2} d x\right)^{1 / 2}
\end{aligned}
$$

From this we conclude that

$$
\int_{\Omega} \sum_{\alpha, \beta}\left|\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right|^{2} \phi^{2} d x \leqq\left(\frac{2}{3} C_{2}\right)^{2} \int_{\Omega} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} V_{3}^{0}\right|^{2} \phi^{2} d x,
$$

or in terms of the operators $\mathscr{S}$ and $\mathscr{T}$

$$
\begin{equation*}
\int_{\Omega} \sum_{\alpha, \beta}\left|\mathscr{T}_{\alpha \beta}(G)\right|^{2} \phi^{2} d x \leqq\left(\frac{2}{3} C_{2}\right)^{2} \int_{\Omega} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} \mathscr{Y}(G)\right|^{2} \phi^{2} d x \tag{46}
\end{equation*}
$$

If we pick $G=\mathscr{S}^{-1}\left(\frac{1}{2} x_{\gamma} x_{\delta} t_{\gamma \delta} \psi\right)$ for some constant symmetric 2 tensor $t$ and some $\psi \in \mathscr{D}(\Omega), \psi \equiv 1$ in $\Omega^{\prime} \subset \subset \Omega$, then

$$
\mathscr{T}_{\alpha \beta}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\gamma} x_{\delta} t_{\gamma \delta} \psi\right)\right)=\mathscr{T}_{\alpha \beta}\left(\mathscr{S}^{-1}\left(\frac{1}{2} x_{\gamma} x_{\delta} \psi\right)\right) t_{\gamma \delta}=M_{\alpha \beta \gamma \delta} t_{\gamma \delta}
$$

in $\Omega^{\prime}$. Inserting in (46) we get for any $\phi \in \mathscr{D}\left(\Omega^{\prime}\right)$

$$
\begin{equation*}
\int_{\Omega^{\prime}} \sum_{\alpha, \beta}\left|M_{\alpha \beta \gamma \delta} t_{\gamma \delta}\right|^{2} \phi^{2} d x \leqq\left(\frac{2}{3} C_{2}\right)^{2} \int_{\Omega^{\prime}} \sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2} \phi^{2} d x \tag{47}
\end{equation*}
$$

(since $\mathscr{P}(G)=\frac{1}{2} x_{\gamma} x_{\delta} t_{\gamma \delta} \psi$ ). Equation (47) says that $\left(\sum_{\alpha, \beta}\left|M_{\alpha \beta \gamma \delta} t_{\gamma \delta}\right|^{2}\right)^{1 / 2}$ is an $L^{2}$ multiplier of norm $\leqq \frac{2}{3} C_{2}\left(\sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2}\right)^{1 / 2}$, consequently, $\left(\sum_{\alpha, \beta}\left|M_{\alpha \beta \gamma \delta} t_{\gamma \delta}\right|^{2}\right)^{1 / 2}$ is in $L^{\infty}\left(\Omega^{\prime}\right)$ and

$$
\left(\sum_{\alpha, \beta}\left|M_{\alpha \beta \gamma \delta} t_{\gamma \delta}\right|^{2}\right)^{1 / 2} \leqq \frac{2}{3} C_{2}\left(\sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2}\right)^{1 / 2}
$$

a.e. in $\Omega^{\prime}$. Since $\Omega^{\prime} \subset \subset \Omega$ is arbitrary this proves that $M_{\alpha \beta \gamma \delta} \in L^{\infty}(\Omega)$ and it also verifies the second inequality in (ii). It remains to show that $\boldsymbol{M}_{\alpha \beta \gamma \delta}$ is coercive. Due to the coercivity of $b_{i j k l}^{\varepsilon}$ (cf. (2))

$$
c_{1} \sum_{i, j}\left|\tilde{E}_{i j}^{\varepsilon}\right|^{2} \leqq \tilde{\Sigma}_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon},
$$

so

$$
c_{1} \int_{R(1)} \sum_{i, j}\left|\tilde{E}_{i j}^{\varepsilon}\right|^{2} \phi^{2} d x d y \leqq \int_{R(1)} \tilde{\Sigma}_{i j}^{\varepsilon} \tilde{E}_{i j}^{\varepsilon} \phi^{2} d x d y .
$$

Passing to the limit in $\varepsilon$ along the sequence $\left\{\varepsilon_{l}\right\}_{l=1}^{\infty}$, using the relation $\tilde{E}_{\alpha \beta}^{0}=-y \partial_{\alpha \beta} V_{3}^{0}$ (Lemma 2), the identity (44) and the weak lower semicontinuity of the norm, we get

$$
\begin{aligned}
c_{1} \int_{R(1)} y^{2} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} V_{3}^{0}\right|^{2} \phi^{2} d x d y & \leqq c_{1} \int_{R(1)} \sum_{i, j}\left|\tilde{E}_{i j}^{0}\right|^{2} \phi^{2} d x d y \\
& \leqq-\int_{\Omega}\left(\int_{-1}^{1} y \tilde{\Sigma}_{\alpha \beta}^{0} d y\right) \partial_{\alpha \beta} V_{3}^{0} \phi^{2} d x .
\end{aligned}
$$

Because of the constitutive relation (34) (which has already been verified) this yields

$$
\frac{2}{3} c_{1} \int_{\Omega} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} V_{3}^{0}\right|^{2} \phi^{2} d x \leqq \int_{\Omega} M_{\alpha \beta \gamma \delta} \partial_{\alpha \beta} V_{3}^{0} \partial_{\gamma \delta} V_{3}^{0} \phi^{2} d x
$$

or in terms of the operator $\mathscr{S}$

$$
\begin{equation*}
\frac{2}{3} c_{1} \int_{\Omega} \sum_{\alpha, \beta}\left|\partial_{\alpha \beta} \mathscr{P}(G)\right|^{2} \phi^{2} d x \leqq \int_{\Omega} M_{\alpha \beta \gamma \delta} \partial_{\alpha \beta} \mathscr{Y}(G) \partial_{\gamma \delta} \mathscr{P}(G) \phi^{2} d x . \tag{48}
\end{equation*}
$$

If we pick $G=\mathscr{S}^{-1}\left(\frac{1}{2} x_{\gamma} x_{\delta} t_{\gamma \delta} \psi\right)$ for some constant symmetric 2 tensor $t$ and some $\psi$ in $\mathscr{D}(\Omega), \psi \equiv 1$ in $\Omega^{\prime} \subset \subset \Omega$ then

$$
\partial_{\alpha \beta} \mathscr{S}(G)=t_{\alpha \beta}
$$

in $\Omega^{\prime}$. Inserting in (48) we get for any $\phi \in \mathscr{D}\left(\Omega^{\prime}\right)$

$$
\frac{2}{3} c_{1} \int_{\Omega^{\prime}} \sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2} \phi^{2} d x \leqq \int_{\Omega^{\prime}} M_{\alpha \beta \gamma \delta} t_{\alpha \beta} t_{\gamma \delta} \phi^{2} d x
$$

from which it immediately follows that

$$
\frac{2}{3} c_{1} \sum_{\alpha, \beta}\left|t_{\alpha \beta}\right|^{2} \leqq M_{\alpha \beta \gamma \delta} t_{\alpha \beta} t_{\gamma \delta}
$$

a.e. in $\Omega^{\prime}$. Since $\Omega^{\prime} \subset \subset \Omega$ is arbitrary this establishes the first inequality in (ii). We have thus completed the proof of our theorem.
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#### Abstract

Standard compactness arguments for Volterra's equation are used to prove the existence of the solution of some nonlinear partial differential equations in one dimension by associating them to linear recursive schemes. Sufficient conditions for the quadratic convergence of hyperbolic and parabolic types are given in this paper. By using a best approximation perturbation technique-the Tau Method-we show that these recursive schemes lead to accurate numerical approximations in concrete problems.
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1. Introduction. Kalaba has shown in [4] that the solutions of certain classes of nonlinear ordinary and partial differential equations may be represented in terms of maximal operations applied to the solution of associated linear equations. The technique of quasilinearization was introduced by Bellman [2], who used it successfully in the analysis of the initial value problem associated with Riccati's equation.

The nonlinear partial differential equations considered in this paper are of the form

$$
\begin{equation*}
L(u)=\varepsilon f(t, u(x, t)), \tag{0}
\end{equation*}
$$

where $u$ is an unknown function defined on a domain $D$ and $\varepsilon: 0<\varepsilon \leqq 1$ is a small parameter. The linear differential operators $L$ considered here are the wave and heat operators in one dimension. The function $f(t, u)$ is assumed to be continuous in $(t, u)$ and to satisfy a Lipschitz condition in $u$.

In the hyperbolic case this paper can be regarded as a generalization of Pham Ngoc Dinh [13], where stronger assumptions on $f$ are required. We associate with our problem $L(u)=\varepsilon f$ a linear recursive scheme for which the existence of solution is proved by using standard compactness arguments related to Volterra's equation. If $f(t, u)$ is twice differentiable in $u$, quadratic convergence is shown for the case of a parabolic operator; this result extends a previous result of Kalaba [4]. A similar result is proved for the hyperbolic case. Both results are local in time.

The linear recursive schemes developed in this paper enabled us to use a perturbation technique based on the ideas of best uniform approximation, which extends very considerably the classical Tau Method of Lanczos, and which has attracted considerable attention in the last few years. We give examples in which by using the recursive formulation of the Tau Method of Ortiz [8] we are able to construct very accurate numerical approximations to two nonlinear partial differential equations: one of hyperbolic and one of parabolic type.
2. A weakly nonlinear hyperbolic problem in one dimension. In this section we are concerned with the solution of the nonhomogeneous one-dimensional wave equation with a right-hand side depending on the unknown function $u(x, t)$.

[^41]Let us consider the problem of finding a function $u(x, t)$ satisfying the equation:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}}=\varepsilon f(t, u) \quad \text { for } 0<x<1, \quad 0<t<T \tag{1}
\end{equation*}
$$

and such that

$$
\begin{gather*}
u(0, t)=u(1, t)=0, \quad u(x, 0)=\tilde{u}_{0}(x),  \tag{2}\\
\frac{\partial u}{\partial t}(x, 0)=\tilde{u}_{1}(x) \quad \text { for } 0<x<1, \quad 0<t<T .
\end{gather*}
$$

We make the following assumptions on the function $f$ in (1):
(i) $f$ is locally Lipschitz with respect to $u$, i.e. for each $T>0$, there exist $A(t)$ such that $\left|f\left(t, u_{1}\right)-f\left(t, u_{2}\right)\right| \leqq A(t)\left|u_{1}-u_{2}\right|$ for each $\left.t \in\right] 0, T[$ and with $A(t) \in$ $L^{2}(0, T)$.
(ii) $f(t, u)$ is a continuous function with respect to the two variables $t$ and $u$. $\tilde{u}_{0}(x)$ isgivenin $H_{0}^{1}(\Omega)$ and $\tilde{u}_{1}(x)$ in $L^{2}(\Omega)$, where $\left.\Omega=\right] 0,1[, \varepsilon$ is a small parameter $(0<\varepsilon \leqq 1)$.
We write $f(u):=f(t, u) ; u(t):=u(x, t) ; \dot{u}(t):=\partial u / \partial t$.
2.1. Definition of a bounded sequence $\boldsymbol{u}_{\boldsymbol{n}}(\boldsymbol{t})$. Let us introduce the sequence of functions $\left\{u_{n}(t)\right\}, u_{n}(t):=u_{n}(x, t)$, defined by the linear recursive relations:

$$
\begin{align*}
& \frac{\partial^{2} u_{1}}{\partial t^{2}}-\frac{\partial^{2} u_{1}}{\partial x^{2}}=\varepsilon f\left(u_{0}\right), \\
& u_{1}(0, t)=u_{1}(1, t)=0,  \tag{4}\\
& u_{1}(x, 0)=\tilde{u}_{0}(x) ; \quad \dot{u_{1}}(x, 0)=\tilde{u}_{1}(x) . \\
& \frac{\partial^{2} u_{n+1}}{\partial t^{2}}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}=\varepsilon f\left(u_{n}\right), \\
& u_{n+1}(0, t)=u_{n+1}(1, t)=0,  \tag{5}\\
& u_{n+1}(x, 0)=\tilde{u}_{0}(x) ; \quad \dot{u}_{n+1}(x, 0)=\tilde{u}_{1}(x) ;
\end{align*}
$$

the first function $u_{0}(t)$ will be determined for

$$
u_{0}(t) \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad \dot{u}_{0}(t) \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

Lemma 1. The solution $u_{n+1}(t)$ of (5) exists and belongs to a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$, and $\dot{u}_{n+1}(t)$ belongs to a bounded set of $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$; these sets are bounded independently of $n$ and $\varepsilon$.

Proof. Let us suppose that $u_{n}$ is in a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and that $\dot{u}_{n}$ is in a bounded set of $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, i.e.:

Let $M$ be a constant independent of $n$ and $\varepsilon$ such that

$$
\begin{equation*}
\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)} \leqq M, \quad\left\|\dot{u}_{n}\right\|_{L^{2}(\Omega)} \leqq M, \quad \text { a.e. } t \in[0, T] . \tag{6}
\end{equation*}
$$

Then, let us show that $u_{n+1}(t)$ and $\dot{u}_{n+1}(t)$ are in the same bounded sets of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right.$ (and $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ respectively.

Equation (5) is equivalent to the following variational formulation:

$$
\begin{align*}
& a\left(u_{n+1}, v\right)+\frac{d}{d t}\left\langle\dot{u}_{n+1}, v\right\rangle_{L^{2}(\Omega)}=\varepsilon\left\langle f\left(u_{n}\right), v\right\rangle_{L^{2}(\Omega)} \quad \text { for all } v \in H_{0}^{1}(\Omega),  \tag{7}\\
& u_{n+1}(0)=\tilde{u}_{0}, \quad \dot{u}_{n+1}(0)=\tilde{u}_{1}
\end{align*}
$$

where $a(u, v)=\int_{0}^{1}(\partial u / \partial x) \cdot(\partial v / \partial x) d x$ and $\langle u, v\rangle_{L^{2}(\Omega)}$ is the scalar product in $L^{2}(\Omega)$. Let $u_{n+1}^{j}(t)$ be the sequence defined by:

$$
\begin{equation*}
u_{n+1}^{j}(t)=\sum_{k=1}^{j} \xi_{k, j}^{n+1}(t) \cdot v_{k}(x) \tag{8}
\end{equation*}
$$

( $\left\{v_{k}(x)\right\}$ is a "basis" of $H_{0}^{1}(\Omega)$ i.e. a countable and everywhere dense subset of $H_{0}^{1}(\Omega)$; the $\left\{v_{k}(x)\right\}$ can be the eigenfunctions of $\left.\partial^{2} / \partial x^{2}\right)$, which is the solution of

$$
\begin{align*}
& a\left(u_{n+1}^{j}, v_{p}\right)+\frac{d}{d t}\left\langle\dot{u}_{n+1}^{j}, v_{p}\right\rangle_{L^{2}(\Omega)}=\varepsilon\left\langle f\left(u_{n}\right), v_{p}\right\rangle_{L^{2}(\Omega)},  \tag{9}\\
& u_{n+1}^{j}(0)=\tilde{u}_{0 j}, \quad \dot{u}_{n+1}^{j}(0)=\tilde{u}_{1 j}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{u}_{0 j}(x)=\sum_{k=1}^{j} \eta_{k j} \cdot v_{k}(x) \rightarrow \tilde{u}_{0}(x) \quad \text { in } H_{0}^{1}(\Omega) \text { strongly }, \\
& \tilde{u}_{1 j}(x)=\sum_{k=1}^{j} \gamma_{k j} \cdot v_{k}(x) \rightarrow \tilde{u}_{1}(x) \quad \text { in } L^{2}(\Omega) \text { strongly. }
\end{aligned}
$$

The coefficients $\xi_{k j}^{n+1}(\mathrm{t})$ verify the linear differential equation of second order [3]:

$$
\begin{align*}
& \ddot{\xi}_{k, j}^{n+1}(t)+k^{2} \pi^{2} \xi_{k, j}^{n+1}(t)=2 \varepsilon\left\langle f\left(u_{n}\right), v\right\rangle_{L^{2}(\Omega)},  \tag{10}\\
& \xi_{k, j}^{n+1}(0)=\eta_{k, j}, \quad \dot{\xi}_{k, j}^{n+1}(0)=\gamma_{k j}, \quad 1 \leqq k \leqq j .
\end{align*}
$$

Let us multiply (9) by $\dot{\xi}_{k, j}^{n+1}(t)$ and sum up with respect to the index $k$,

$$
\frac{1}{2} \frac{d}{d t}\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\frac{1}{2} \frac{d}{d t}\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2}=\varepsilon\left\langle f\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)}
$$

Therefore by integration we obtain

$$
\begin{equation*}
\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2}=\left\|\tilde{u}_{0 j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|\tilde{u}_{1 j}\right\|_{L^{2}(\Omega)}^{2}+2 \varepsilon \int_{0}^{t}\left\langle f\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta . \tag{11}
\end{equation*}
$$

Since $\tilde{u}_{0 j}$ and $\tilde{u}_{1 j}$ converge to $\tilde{u}_{0}$ and $\tilde{u}_{1}$ in $H_{0}^{1}(\Omega)$ and $L^{2}(\Omega)$ respectively, there exists a constant $C_{1}$ independent of $n$ and $j$ such that:

$$
\begin{equation*}
\left\|\tilde{u}_{0 j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|\tilde{u}_{1 j}\right\|_{L^{2}(\Omega)}^{2} \leqq C_{1} . \tag{12}
\end{equation*}
$$

On the other hand:

$$
\left|2 \varepsilon \int_{0}^{t}\left\langle f\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta\right| \leqq \int_{0}^{t}\left\|f\left(u_{n}\right)\right\|_{L^{2}(\Omega)}^{2} d \theta+\int_{0}^{t}\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} d \theta
$$

But in one dimension the imbedding of $H^{1}(\Omega)=\left\{u \mid u, \partial u / \partial x \in L^{2}(\Omega)\right\}$, Sobolev space of order 1 , in $\mathscr{C}^{0}(\bar{\Omega})$ space of continuous functions defined in $\bar{\Omega}$, is continuous [1]. Hence

$$
\begin{equation*}
\left|u_{n}(t)\right| \leqq\left\|u_{n}\right\|_{\varepsilon^{0}(\bar{\Omega})} \leqq \sqrt{2}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)} \leqq \sqrt{2 M} . \tag{13}
\end{equation*}
$$

Therefore

$$
\left|f\left(u_{n}\right)\right| \leqq C_{2}, \quad \text { where } C_{2} \text { is a constant independent of } n, \varepsilon
$$

on account of the continuity of the function $f$ on a compact set.
Let us consider:

$$
\begin{equation*}
S_{n+1}^{j}(t)=\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} . \tag{14}
\end{equation*}
$$

From (11), (12) and (13):

$$
S_{n+1}^{j}(t) \leqq C_{1}+\int_{0}^{t}\left(C_{2}^{2}+\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2}\right) d \theta .
$$

Hence

$$
\begin{equation*}
S_{n+1}^{j}(t) \leqq C_{1}+\int_{0}^{t}\left(C_{2}^{2}+S_{n+1}^{j}(\theta)\right) d \theta \tag{15}
\end{equation*}
$$

The theory of Volterra integral equations [5] implies that

$$
\begin{equation*}
S_{n+1}^{j}(t) \leqq S(t) \quad \text { a.e. } t \in[0, \bar{T}[, \quad \bar{T} \leqq T \tag{16}
\end{equation*}
$$

where $S(t)$ is the maximal solution of Volterra's equation:

$$
S(t)=C_{1}+\int_{0}^{t}\left(C_{2}^{2}+S(\theta)\right) d \theta
$$

and the solution is defined in $[0, \bar{T}[$. Hence

$$
\begin{equation*}
S_{n+1}^{j}(t) \leqq S(t) \quad \text { in }[0, \hat{T}] \quad \text { with } \hat{T}<\bar{T} \leqq T . \tag{17}
\end{equation*}
$$

Let us then choose the bound $M$ of (6) such that

$$
\begin{equation*}
2 C_{1}<M^{2} \quad\left(C_{1} \text { given by }(12)\right) . \tag{18}
\end{equation*}
$$

But $S(0)=C_{1} ; S(t)$ being a continuous function, there exists an interval $[0, \hat{\hat{T}}](\hat{\hat{T}} \leqq \hat{T})$ such that

$$
\begin{equation*}
S(t) \leqq M^{2} \quad \text { for each } t \in[0, T] \quad(\hat{\hat{T}} \text { will now be called } T) \tag{19}
\end{equation*}
$$

From (17) and (19)

$$
\begin{equation*}
\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)} \leqq M ; \quad\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)} \leqq M \quad \text { a.e. } t \in[0, T], \tag{20}
\end{equation*}
$$

that is

$$
\begin{align*}
& u_{n+1}^{j} \text { is in a bounded set of } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \\
& \dot{u}_{n+1}^{j} \text { is in a bounded set of } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),  \tag{21}\\
& \text { sets bounded independently of } j, n, \varepsilon .
\end{align*}
$$

From (21) we can extract a subsequence, still denoted by $\left\{u_{n+1}^{j}\right\}$, such that
(i) $u_{n+1}^{j} \rightarrow u_{n+1} \quad$ in $L^{\infty}\left(0, T, H_{0}^{1}(\Omega)\right)$ weakly $*$ when $j \rightarrow \infty$,
(ii) $\dot{u}_{n+1}^{j} \rightarrow \dot{u}_{n+1} \quad$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ weakly $*$ when $j \rightarrow \infty$.

We can easily check from (9) and (22) that $u_{n+1}$ satisfies (7) in $L^{\infty}(0, T)$ weakly $*$. From (20) we deduce that
the solution $u_{n+1}(t)$ of (7) remains in a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $\dot{u}_{n+1}(t)$ in a bounded set of $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$.
2.2. Solution of the initial problem.

1. Existence of the solution of (1)-(2). We shall show that $\left\{u_{n}(t)\right\}$ is a Cauchy sequence in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. Let $d_{n+1}$ be $d_{n+1}=u_{n+1}-u_{n}$ with $d_{n+1}(0)=\dot{d}_{n+1}(0)=0$. $d_{n+1}$ satisfies the equation

$$
\begin{align*}
& \ddot{d}_{n+1}-\frac{\partial^{2}}{\partial x^{2}}\left(d_{n+1}\right)=\varepsilon\left[f\left(u_{n}\right)-f\left(u_{n-1}\right)\right],  \tag{24}\\
& d_{n+1}(0)=\dot{d}_{n+1}(0)=0, \quad d_{n+1} \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad \dot{d}_{n+1} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) .
\end{align*}
$$

Let us consider $s \in] 0, T\left[\right.$ and define $\psi_{n+1}(t)$ [6] by

$$
\psi_{n+1}(t)= \begin{cases}-\int_{t}^{s} d_{n+1}(\sigma) d \sigma, & s \geqq t  \tag{25}\\ 0, & s<t\end{cases}
$$

Let us set

$$
w_{n+1}(t)=\int_{0}^{t} d_{n+1}(\sigma) d \sigma
$$

Multiplying (24) by $\psi_{n+1}(t)$, we obtain, after integrating by parts

$$
\left\|d_{n+1}(s)\right\|_{L^{2}(\Omega)}^{2}+\left\|w_{n+1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2}=-2 \varepsilon \int_{0}^{s}\left\langle\left[f\left(u_{n}\right)-f\left(u_{n-1}\right)\right], \psi_{n+1}\right\rangle_{L^{2}(\Omega)} d t
$$

Using the assumption (3)(i) it follows that

$$
\begin{equation*}
\left\|d_{n+1}(s)\right\|_{L^{2}(\Omega)}^{2}+\left\|w_{n+1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2} \leqq 2 \varepsilon \int_{0}^{s} A(t)\left\|d_{n}\right\|_{L^{2}(\Omega)} \cdot\left\|\psi_{n+1}\right\|_{L^{2}(\Omega)} d t \tag{26}
\end{equation*}
$$

But

$$
\begin{equation*}
\left\|\psi_{n+1}\right\|_{L^{2}(\Omega)}^{2}=\int_{0}^{1}\left|\int_{t}^{s} d_{n+1}(\sigma)\right|^{2} d x \leqq T^{2}\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \tag{27}
\end{equation*}
$$

Finally, due to (26) and (27):

$$
\begin{equation*}
\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leqq\left(2 \varepsilon T \int_{0}^{T} A(t) d t\right)\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \tag{28}
\end{equation*}
$$

Let

$$
k=2 \varepsilon T \int_{0}^{T} A(t) d t<1
$$

(a condition which is always satisfied by taking a sufficiently small $\varepsilon$ or a suitable $T$ ).
Therefore

$$
\begin{align*}
& \left\{u_{n}(t)\right\} \text { is a Cauchy sequence in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \\
& \text { hence in } \left.L^{2}\left(0, T ; L^{2}(\Omega)\right)=L^{2}(Q) \text { where } Q=\right] 0, T[\times] 0,1[ \tag{29}
\end{align*}
$$

From (23) it is possible to extract from $\left\{u_{n}(t)\right\}$ a subsequence, still denoted by $\left\{u_{n}(t)\right\}$, such that

$$
\begin{aligned}
& u_{n+1} \rightarrow u \quad \text { in } L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right) \text { weakly } * \text { when } n \rightarrow \infty \\
& \dot{u}_{n+1} \rightarrow \dot{u} \quad \text { in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \text { weakly } * \text { when } n \rightarrow \infty
\end{aligned}
$$

From (20) we can deduce that

> the limit $u$ of the subsequence $\left\{u_{n}\right\}$ is such that $u_{n} \rightarrow u \quad($ a.e. in $Q)$.

From (30) we can show, by using a lemma on weak convergence [7], that

$$
\left\langle f\left(t, u_{n}\right), v_{p}\right\rangle_{L^{2}(\Omega)} \rightarrow\left\langle f(t, u), v_{p}\right\rangle_{L^{2}(\Omega)} \quad \text { in } L^{\infty}(0, T) \text { weakly } *
$$

Then we can take limits in (7) and find that $u$ satisfies the equation

$$
\begin{align*}
& a(u, v)+(d / d t)\langle\dot{u}, v\rangle_{L^{2}(\Omega)}=\varepsilon\langle f(u), v\rangle_{L^{2}(\Omega)} \quad \text { for each } v \in H_{0}^{1}(\Omega), \\
& u(0)=\tilde{u}_{0}, \quad u(0)=\tilde{u}_{1} . \tag{31}
\end{align*}
$$

Expression (31) is the variational formulation of (1)-(2).
By using the same argument as in § 2.1 we obtain

$$
\left\|u_{n+1}-u\right\|_{L^{\infty}\left(0, T, L^{2}(\Omega)\right)} \leqq k\left\|u_{n}-u\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \quad(k<1) .
$$

Remark 1. By using the function $\psi_{n+1}(t)$ defined in (25) we can show the uniqueness of the problem (7).
2. Uniqueness of the solution of the problem (1)-(2). Let $u$ and $b$ be two solutions of (1)-(2); if we set $w=u-v$, then $w$ verifies the following equation:

$$
\begin{align*}
& \ddot{w}-\frac{\partial^{2} w}{\partial x^{2}}=\varepsilon[f(t, u)-f(t, v)],  \tag{32}\\
& w(0)=\dot{w}(0)=0, \quad w \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right), \quad \dot{w} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) .
\end{align*}
$$

As before let us introduce the function $\psi(t)$ defined by

$$
\psi(t)= \begin{cases}-\int_{t}^{s} w(\sigma) d \sigma, & s \geqq t, \\ 0, & s<t\end{cases}
$$

Multiplying (32) by $\psi(t)$, and after integrating by parts we find that

$$
\|w(s)\|_{L^{2}(\Omega)}^{2}+\left\|w_{1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2}=-2 \varepsilon \int_{0}^{s}\langle[f(t, u)-f(t, v)], \psi\rangle_{L^{2}(\Omega)} d t,
$$

where $w_{1}(t)=\int_{0}^{t} w(\sigma) d \sigma$. If we set

$$
\sigma(s)=\|w(s)\|_{L^{2}(\Omega)}^{2}+\left\|w_{1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2},
$$

we obtain, by using hypothesis (3)(i) and the inequality $2 a b \leqq(1 / \alpha) a^{2}+\alpha b^{2}$ for each $\alpha>0$, that

$$
\begin{align*}
\sigma(s) \leqq 2 \varepsilon \max \left(\alpha, \frac{1}{\alpha}+\frac{1}{\alpha^{\prime}}\right) \int_{0}^{s} A(t) \sigma(t) d t+\varepsilon \alpha^{\prime}\left\|w_{1}(s)\right\|_{H_{0}^{\prime}(\Omega)}^{2} & \int_{0}^{s} A(t) d t  \tag{33}\\
& \text { for each } \alpha, \alpha^{\prime}>0 .
\end{align*}
$$

Then let us choose $\alpha^{\prime}$ such that $\varepsilon \alpha^{\prime} \int_{0}^{T} A(t) d t<1$. Therefore we obtain finally

$$
\begin{equation*}
\sigma(s) \leqq C(T)\left(\int_{0}^{T} A^{2}(t) d t\right)^{1 / 2}\left(\int_{0}^{s} \sigma^{2}(t) d t\right)^{1 / 2}, \tag{34}
\end{equation*}
$$

where $C(T)$ is a constant only depending on $T$. By using Gronwall's lemma we have:

$$
\sigma(s)=0 \quad \text { i.e. } \quad u=v .
$$

Hence, we have the following.
Theorem 1. The problem (1)-(2) under the assumptions (3)(i), (ii) and (3') has one and only one solution $u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and such that $\dot{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$.

Remark 2. From the uniqueness of the solution of the problem (1)-(2) it follows that the total sequence $\left\{u_{n}(t)\right\}$ converges to the solution $u(t)$.
3) Limit when $\varepsilon$ approaches 0 . Let us denote $u_{\varepsilon}$ the solution of (1)-(2). On account of (21) $u_{\varepsilon}$ and $\dot{u}_{\varepsilon}$ are in a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ respectively; therefore we can prove as before the following result:

Theorem 2. When $\varepsilon \rightarrow 0, u_{\varepsilon} \rightarrow \bar{u}$ unique solution of

$$
\begin{align*}
& a(u, v)+\frac{d}{d t}\langle\dot{u}, v\rangle_{L^{2}(\Omega)}=0,  \tag{35}\\
& u(0)=\tilde{u}_{0}, \quad \dot{u}(0)=\tilde{u}_{1} \quad \text { in } L^{2}(Q) \text { strongly. }
\end{align*}
$$

3. A weakly nonlinear parabolic problem in one dimension. In this section we consider the partial differential equation

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=\varepsilon f(u), \quad 0<x<1, \quad 0<t<T, \\
& u(0, t)=u(1, t)=0,  \tag{36}\\
& u(x, 0)=\tilde{u}_{0}(x) .
\end{align*}
$$

3.1. Case of simple convergence. Let us assume the $f$ satisfies hypothesis (3)(i), (ii). Let us define the sequence of functions $\left\{u_{n}(t)\right\}$ by the linear recursive expression

$$
\begin{align*}
& \frac{\partial u_{n+1}}{\partial t}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}=\varepsilon f\left(u_{n}\right), \quad n \geqq 0, \quad 0<x<1, \quad 0<t<T  \tag{37}\\
& u_{n+1}(0, t)=u_{n+1}(1, t)=0 \\
& u_{n+1}(x, 0)=\tilde{u}_{0}(x) \in H_{0}^{1}(\Omega)
\end{align*}
$$

with $u_{0}(t) \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and such that $\dot{u}_{0}(t) \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$.
By using the same arguments as in § 2 it is possible to show that
Lemma 2. The solution $u_{n+1}(t)$ of the equation (37) exists, is unique, belongs to a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $\dot{u}_{n+1}(t)$ is in a bounded set of $L^{2}\left(0, T ; L^{2}(\Omega)\right)$; the sets are bounded independently of $n$ and $\varepsilon$.

Theorem 3. The problem (36) under the assumptions (3)(i), (ii) has one and only one solution $u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and is such that $\dot{u} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$. We also have

$$
\lim _{n \rightarrow \infty}\left\|u_{n+1}-u\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}=0,
$$

where $u_{n+1}(t)$ is the solution of (37).
Let us denote $u_{\varepsilon}(t)$ the solution of (36). Then, we have the following.
Theorem 4. When $\varepsilon \rightarrow 0, u_{\varepsilon} \rightarrow \bar{u}$, unique solution of:

$$
\begin{aligned}
& a(u, v)+\langle\dot{u}, v\rangle_{L^{2}(\Omega)}=0 \quad \text { for all } v \in H_{0}^{1}(\Omega), \\
& u(0)=\tilde{u}_{0} \quad \text { in } L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \text { strongly. }
\end{aligned}
$$

3.2. Case of quadratic convergence. Let us assume that $f$ satisfies the conditions 3(i), (ii) and also that
the first and second derivatives $f_{u}^{\prime}$ and $f_{u^{2}}^{\prime \prime}$ with respect to $u$ exist and are continuous with respect to $(t, u)$.
Let $\dot{u}$ stand for the partial derivative of $u$ with respect to $t$. As before, we will associate with (36) a sequence of functions $\left\{u_{n}(t)\right\}$ defined now by the linear recursive scheme

$$
\begin{align*}
& \frac{\partial u_{n+1}}{\partial t}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}=\varepsilon\left[f\left(u_{n}\right)+\left(u_{n+1}-u_{n}\right) f^{\prime}\left(u_{n}\right)\right], \quad n \geqq 0, \\
& u_{n+1}(0, t)=u_{n+1}(1, t)=0,  \tag{39}\\
& u_{n+1}(x, 0)=\tilde{u}_{0}(x) .
\end{align*}
$$

Let us set

$$
F_{n}(t, u)=f\left(u_{n}\right)+\left(u-u_{n}\right) f^{\prime}\left(u_{n}\right)
$$

Lemma 3. The solution $u_{n+1}(t)$ of (39) exists, is unique and belongs to a bounded set of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$, and $\dot{u}_{n+1}(t)$ is in a bounded set of $L^{2}\left(0, T ; L^{2}(\Omega)\right)$.

Proof. Let us suppose that $u_{n}$ and $\dot{u}_{n}$ are in bounded sets of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ respectively,

$$
\begin{align*}
& \left\|u_{n}\right\|_{H_{0}^{1}(\Omega)} \leqq M \quad \text { a.e. } t \in[0, T] \\
& \int_{0}^{T}\left\|\dot{u}_{n}\right\|_{L^{2}(\Omega)}^{2} d \theta \leqq M^{2} \tag{40}
\end{align*}
$$

where $M$ is a constant independent of $n$ and $\varepsilon$. Let $u_{n+1}^{j}(t)$ be the sequence defined by

$$
\begin{equation*}
u_{n+1}^{j}(t)=\sum_{k=1}^{j} \xi_{k, j}^{n+1}(t) \cdot v_{k}(x) \quad\left(\left\{v_{k}(x)\right\} \text { is a "basis" of } H_{0}^{1}(\Omega)\right), \tag{41}
\end{equation*}
$$

solution of the equation

$$
\begin{align*}
& a\left(u_{n+1}^{j}, v_{p}\right)+\left\langle\dot{u}_{n+1}^{j}, v_{p}\right\rangle_{L^{2}(\Omega)}=\varepsilon\left\langle F_{n}\left(t, u_{n+1}^{j}\right), v_{p}\right\rangle_{L^{2}(\Omega)}, \\
& u_{n+1}^{j}(0)=\tilde{u}_{0 j}, \tag{42}
\end{align*}
$$

where $\tilde{u}_{0 j}=\sum_{k=1}^{j} \eta_{k j} \cdot v_{k}(x) \rightarrow \tilde{u}_{0}(x)$ in $H_{0}^{1}(\Omega)$ strongly. The coefficients $\xi_{k, j}^{n+1}$ satisfy the following first order linear differential equation

$$
\begin{align*}
& \dot{\xi}_{k, j}^{n+1}(t)+\left(k^{2} \pi^{2}-\varepsilon f^{\prime}\left(u_{n}\right)\right) \xi_{k, j}^{n+1}(t)=2 \varepsilon\left\langle\left[f\left(u_{n}\right)-u_{n} f^{\prime}\left(u_{n}\right)\right], v_{k}\right\rangle_{L^{2}(\Omega)} \\
& \xi_{k, j}^{n+1}(0)=\eta_{k j}, \quad 1 \leqq k \leqq j \tag{43}
\end{align*}
$$

Let us multiply (42) by $\dot{\xi}_{k, j}^{n+1}$ and sum with respect to the index $k$ :

$$
\begin{equation*}
\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+2 \int_{0}^{t}\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} d \theta=2 \varepsilon \int_{0}^{t}\left\langle F_{n}\left(\theta, u_{n+1}^{j}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta+\left\|\tilde{u}_{0 j}\right\|_{H_{0}^{1}(\Omega)}^{2} \tag{44}
\end{equation*}
$$

with

$$
\begin{align*}
& 2 \varepsilon \int_{0}^{t}\left\langle F\left(\theta, u_{n+1}^{j}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta \\
& \quad= 2 \varepsilon \int_{0}^{t}\left\langle u_{n+1}^{j} f^{\prime}\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta+2 \varepsilon \int_{0}^{t}\left\langle f\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta  \tag{45}\\
& \quad-2 \varepsilon \int_{0}^{t}\left\langle u_{n} f^{\prime}\left(u_{n}\right), \dot{u}_{n+1}^{j}\right\rangle_{L^{2}(\Omega)} d \theta .
\end{align*}
$$

By using the hypothesis of recurrence (40), assumption (38) and the inequality $2 a b \leqq$ $a^{2} / \alpha+\alpha b^{2}$ for each $\alpha>0$ we obtain

$$
\begin{align*}
& \left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+2 \int_{0}^{t}\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} d \theta \\
& \quad \leqq C_{1}+\int_{0}^{t}\left[C_{2}+(\alpha+\beta+\gamma)\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2}+C_{3}\left\|u_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2}\right] d \theta \tag{46}
\end{align*}
$$

for each $\alpha, \beta, \gamma>0$ and where $C_{1}\left(C_{1}\right.$ such that $\left.\left\|\tilde{u}_{0 j}\right\|_{H_{0}^{1}(\Omega)}^{2} \leqq C_{1}\right), C_{2}$ and $C_{3}$ are constants independent of $n$ and $\varepsilon$.

Let us set

$$
\begin{equation*}
S_{n+1}^{j}(t)=\left\|u_{n+1}^{j}\right\|_{H_{0}^{1}(\Omega)}^{2}+\int_{0}^{t}\left\|\dot{u}_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} d \theta \tag{47}
\end{equation*}
$$

and let us choose $\alpha=\beta=\gamma=\frac{1}{3}$. Then we finally obtain

$$
\begin{equation*}
S_{n+1}^{j}(t) \leqq C_{1}+\int_{0}^{t}\left(C_{2}+C_{3} S_{n+1}^{j}(\theta)\right) d \theta \tag{48}
\end{equation*}
$$

As in $\S 2$, if we choose, for instance, $M$ such that $M^{2}>2 C_{1}$ we can deduce that there exists an interval $[0, T]$ such that

$$
\begin{align*}
& \left\|u_{n+1}^{j}(t)\right\|_{H_{0}^{1}(\Omega)} \leqq M \quad \text { a.e. } t \in[0, T] \\
& \int_{0}^{T}\left\|u_{n+1}^{j}\right\|_{L^{2}(\Omega)}^{2} d \theta \leqq M^{2} . \tag{49}
\end{align*}
$$

From (49) and if we take limits in equation (42), we find that there exists one and only one $u_{n+1}(t)$ which solves

$$
\begin{align*}
& a\left(u_{n+1}, v\right)+\left(\dot{u}_{n+1}, v\right)_{L^{2}(\Omega)}=\varepsilon\left\langle F_{n}\left(t, u_{n+1}\right), v\right\rangle_{L^{2}(\Omega)} \quad \text { for all } v \in H_{0}^{1}(\Omega),  \tag{50}\\
& u_{n+1}(0)=\tilde{u}_{0} .
\end{align*}
$$

Quadratic convergence. Let us show now that $\left\{u_{n}(t)\right\}$ is a Cauchy sequence in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. Let $d_{n+1}$ be such that $d_{n+1}=u_{n+1}-u_{n}$, with $d_{n+1}(0)=0 . d_{n+1}(t)$ satisfies the equation

$$
\begin{equation*}
a\left(d_{n+1}, v\right)+\left\langle\dot{d}_{n+1}, v\right\rangle_{L^{2}(\Omega)}=\varepsilon\left\langle\left[F_{n}\left(u_{n+1}\right)-F_{n-1}\left(u_{n}\right)\right], v\right\rangle_{L^{2}(\Omega)} \quad \text { for all } v \in H_{0}^{1}(\Omega) \tag{51}
\end{equation*}
$$

with

$$
\begin{align*}
F_{n}\left(u_{n+1}\right)-F_{n-1}\left(u_{n}\right) & =\varepsilon\left[f\left(u_{n}\right)+\left(u_{n+1}-u_{n}\right) f^{\prime}\left(u_{n}\right)-f\left(u_{n-1}\right)-\left(u_{n}-u_{n-1}\right) f^{\prime}\left(u_{n-1}\right)\right]  \tag{52}\\
& =\varepsilon\left[\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right)+d_{n+1} \cdot f^{\prime}\left(u_{n}\right)\right]
\end{align*}
$$

and where $q_{n}=\lambda u_{n}+(1-\lambda) u_{n-1}(0<\lambda<1)$. By using a lemma on regularity [7] we obtain from (51)

$$
\begin{align*}
& 2 \int_{0}^{t}\left\|d_{n+1}\right\|_{H_{0}^{1}(\Omega)}^{2} d \theta+\left\|d_{n+1}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad=2 \varepsilon \int_{0}^{t}\left\langle\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right)+f^{\prime}\left(u_{n}\right) \cdot d_{n+1}, d_{n+1}\right\rangle_{L^{2}(\Omega)} d \theta \tag{53}
\end{align*}
$$

The continuous imbedding of $H_{0}^{1}(\Omega)$ in $\mathscr{C}^{0}(\bar{\Omega})$ enables us to show that

$$
\begin{equation*}
\left|\left\langle\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right), d_{n+1}\right\rangle_{L^{2}(\Omega)}\right| \leqq \frac{\alpha c^{2}}{16}\left\|d_{n+1}\right\|_{H_{0}^{1}(\Omega)}^{2}+\frac{1}{\alpha}\left\|d_{n}\right\|_{L^{2}(\Omega)}^{4} \quad \text { for all } \alpha>0 \tag{54}
\end{equation*}
$$

where $C$ is a constant independent of $n$ and $\varepsilon$.
If we choose $\alpha$ and $T$ sufficiently small, we can deduce that there exist two constants $\beta$ and $\gamma>0$ such that:

$$
\beta \int_{0}^{T}\left\{\left\|d_{n+1}\right\|_{H_{0}^{1}(\Omega)}^{2}+\gamma\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right\} d \theta \leqq \frac{2 \varepsilon T}{\alpha}\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{4} .
$$

Finally

$$
\begin{equation*}
\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leqq k_{T}^{(0)}\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \tag{55}
\end{equation*}
$$

with $\left(k_{T}^{(0)}\right)^{2}=2 \varepsilon T / \alpha$. Therefore, for a suitable value of $T,\left\{u_{n}\right\}$ is a Cauchy sequence in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)(\varepsilon$ is not necessarily small).

Taking limits in (50), we find that the limit $u$ is the solution of:

$$
\begin{align*}
& a(u, v)+\langle\dot{u}, v\rangle_{L^{2}(\Omega)}=\varepsilon\langle f(u), v\rangle_{L^{2}(\Omega)} \quad \text { for all } v \in H_{0}^{1}(\Omega) . \\
& u(0)=\tilde{u}_{0} . \tag{56}
\end{align*}
$$

Equation (56) is the variational formulation of (36).
The convergence of $\left\{u_{n}\right\}$ to $u$ is such that

$$
\begin{equation*}
\left\|u_{n+1}-u\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leqq k_{T}^{(0)}\left\|u_{n}-u\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} . \tag{57}
\end{equation*}
$$

Hence, we have the following:
Theorem 5. Problem (36), with assumptions (3)(ii) and (38), has one and only one solution $u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$. The sequence $\left\{u_{n}\right\}$ defined by (37) converges quadratically to it in the meaning defined by (57).

Remark 3. Let us go back to the hyperbolic case. If the function $f(t, u)$ satisfies the assumptions (3)(ii) and (38), we can show that there exists an inequality similar to (55): let us consider the sequence $\left\{u_{n}\right\}$ defined by

$$
\begin{equation*}
\frac{\partial^{2} u_{n+1}}{\partial t^{2}}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}=\varepsilon F_{n}\left(t, u_{n+1}\right) \tag{58}
\end{equation*}
$$

with $F_{n}(t, u)=f\left(u_{n}\right)+\left(u-u_{n}\right) f^{\prime}\left(u_{n}\right)$, where $u_{n+1}(t)$ satisfies condition (2). As in the parabolic case we show that the sequences $\left\{u_{n}\right\}$ and $\left\{\dot{u}_{n}\right\}$ are in bounded sets of $L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ respectively.

Let $d_{n+1}=u_{n+1}-u_{n} . d_{n+1}(t)$ satisfy the equation

$$
\begin{align*}
& \ddot{d}_{n+1}(t)-\frac{\partial^{2}}{\partial x^{2}} d_{n+1}=\varepsilon\left[F_{n}\left(t, u_{n+1}\right)-F_{n-1}\left(t, u_{n}\right)\right]  \tag{59}\\
& d_{n+1}(0)=\dot{d}_{n+1}(0)=0
\end{align*}
$$

Let us introduce the functions $\psi_{n+1}(t)$ and $w_{n+1}(t)$ defined by (25) and ( $25^{\prime}$ ). We have

$$
\begin{align*}
& \left\|d_{n+1}(s)\right\|_{L^{2}(\Omega)}^{2}+\left\|w_{n+1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2} \\
& \quad=-2 \varepsilon \int_{0}^{s}\left\langle\left[F_{n}\left(t, u_{n+1}\right)-F_{n-1}\left(t, u_{n}\right)\right], \psi_{n+1}\right\rangle_{L^{2}(\Omega)} d t  \tag{60}\\
& \quad=-2 \varepsilon \int_{0}^{s}\left\langle\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right)+f^{\prime}\left(u_{n}\right) d_{n+1}, \psi_{n+1}\right\rangle_{L^{2}(\Omega)} d t
\end{align*}
$$

where $q_{n}=\lambda u_{n}+(1-\lambda) u_{n-1}(0<\lambda<1)$.
But using the continuous imbedding of $H_{0}^{1}(\Omega)$ in $\mathscr{C}^{0}(\bar{\Omega})$ and (27), we have

$$
\begin{equation*}
\left|2 \varepsilon \int_{0}^{s}\left\langle d_{n+1} f^{\prime}\left(u_{n}\right), \psi_{n+1}\right\rangle_{L^{2}(\Omega)}\right| \leqq 2 \varepsilon T^{2} C_{1}\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \tag{61}
\end{equation*}
$$

where $C_{1}$ is a constant independent of $n$ and $\varepsilon$.
Writing $\psi_{n+1}(t)=w_{n+1}(t)-w_{n+1}(s)$, we have

$$
\begin{equation*}
\left|\psi_{n+1}(t)\right| \leqq\left|w_{n+1}(t)\right|+\left|w_{n+1}(s)\right| \quad(t \leqq s) \tag{62}
\end{equation*}
$$

This enables us to evaluate

$$
\left|-2 \varepsilon \int_{0}^{s}\left\langle\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right), \psi_{n+1}\right\rangle_{L^{2}(\Omega)} d t\right| .
$$

On account of the continuous imbedding of $H_{0}^{1}(\Omega)$ in $\mathscr{C}^{0}(\bar{\Omega})$ :

$$
\begin{equation*}
\left|-2 \varepsilon \int_{0}^{s}\left\langle\frac{d_{n}^{2}}{2} f^{\prime \prime}\left(q_{n}\right), \psi_{n+1}\right\rangle_{L^{2}(\Omega)} d t\right| \leqq 2 \varepsilon C_{2} T\left\|w_{n+1}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \tag{63}
\end{equation*}
$$

where $C_{2}$ is a constant independent of $n$ and $\varepsilon$.
Finally by (60), (61) and (63) we can find for a suitable $T>0$ a number $\alpha>0$ such that

$$
\begin{align*}
& \alpha^{2}\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|w_{n+1}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2} \\
& \quad \leqq 2 T \varepsilon C_{2}\left\|w_{n+1}\right\|_{L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)}\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} . \tag{64}
\end{align*}
$$

But the inequality $2 a b \leqq a^{2}+b^{2}$ implies that

$$
\begin{equation*}
\left\|d_{n+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leqq k_{T}^{(1)}\left\|d_{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \tag{65}
\end{equation*}
$$

with $k_{T}^{(1)}=T C_{2} \varepsilon / \alpha$.
Therefore, for a suitable $T>0$, the convergence is quadratic even if $\varepsilon$ is not necessarily small. We then have the following result:

Theorem 6. Problem (1)-(2) with assumptions (3)(ii), (3') and (38) has one and only one solution $u \in L^{\infty}\left(0, T ; H_{0}^{1}(\Omega)\right)$. The sequence $\left\{u_{n}\right\}$ defined by (58) converges quadratically to it.
4. An application to the numerical solution of nonlinear partial differential equations. The Tau Method is a perturbation technique based on the ideas of best uniform approximation by polynomials. Given a linear differential equation with polynomial coefficients, or with coefficients approximated by polynomials to a sufficient degree of accuracy,

$$
\begin{equation*}
L(u)=F(x, t), \tag{66}
\end{equation*}
$$

we attempt to solve a slightly perturbed form of the original problem, defined by the so-called Tau problem

$$
\begin{equation*}
L\left(u_{r s}\right)=F(x, t)+\tau H_{r s}(x, t), \tag{67}
\end{equation*}
$$

where $H_{r s}(x, t)$ is the product (or linear combination of products) of best uniform approximations of zero, of degrees $r$ and $s$ respectively, on a given domain $D$. The parameter (or vector parameter) $\tau$ is chosen for $u_{r s}(x, t)$ to be a bivariate polynomial which satisfies the initial or boundary conditions given for $u$.

The theory of the Tau Method, originally proposed by Lanczos in the late thirties, has been developed by Ortiz [8] and computational procedures for the numerical treatment of linear and nonlinear partial differential equations have been discussed by Ortiz and Samara [10] and Ortiz and Pun [11], [12] in very recent papers and in references given there.

Ortiz and Pham Ngoc Dinh have discussed aspects of the error analysis of the Tau Method in connection with nonlinear ordinary differential equations in [9]. Their approach is, essentially, to reduce the nonlinear problem to a sequence of linear problems for equations with variable coefficients.

In this section we shall discuss the numerical solution of two types of nonlinear partial differential equations by making use of the linear recursion schemes proposed in the early parts of this paper. As we shall see, results of a very remarkable accuracy are obtained.

Problem 1. Let us consider the nonlinear hyperbolic problem

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}}=u^{2}(x, t)+F(x, t), \quad(x, t) \in D, \\
& u(x, 0)=\left.\frac{\partial u(x, t)}{\partial t}\right|_{t=0}=g(x), \quad 0 \leqq x \leqq 1,  \tag{68}\\
& u(0, t)=u(1, t)=h(t), \quad 0 \leqq t \leqq 1,
\end{align*}
$$

where

$$
\begin{aligned}
& F(x, t)=\exp (t)\left(1+\pi^{2}-\exp (t) \sin \pi x\right) \sin \pi x ; \\
& g(x)=\sin \pi x, \quad h(t) \equiv 0,
\end{aligned}
$$

and the domain $D=\left\{(x, t) \in \mathbb{R}^{2}: 0 \leqq t, x \leqq 1\right\}$.
The exact solution of (68) is $u(x, t)=\exp (t) \sin \pi x$. We use the linear recursive scheme defined by

$$
\begin{equation*}
\frac{\partial^{2} u_{n+1}}{\partial t^{2}}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}-2 u_{n} u_{n+1}=-u_{n}^{2}+F, \tag{69}
\end{equation*}
$$

with $u_{0}=(1+t) \sin \pi x$, and $u_{n+1}$ satisfying the conditions given in (68), but for the fact that functions $F$ and $g$ have been replaced by tight polynomial approximations. After 3 iterations the uniform norm of the error of approximation over the domain $D$ becomes stable for $r=s=6,8$ and 10 . It is equal to $0.1 \times 10^{-3}, 0.9 \times 10^{-6}$ and $0.4 \times 10^{-8}$ respectively.

Problem 2. Let us consider the nonlinear parabolic problem

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=u^{2}(x, t)+F(x, t), \quad(x, t) \in D, \\
& u(x, 0)=g(x), \quad 0 \leqq x \leqq 1, \quad u(0, t)=u(1, t)=h(t), \quad 0 \leqq t \leqq 1, \tag{70}
\end{align*}
$$

where $F, g$, and $h$ are the same functions as in Problem 1. The domain $D$ is also the same and the exact solution of (70) is identical to that of (68). We asssociate with (70) the linear recursive scheme defined by

$$
\begin{equation*}
\frac{\partial u_{n+1}}{\partial t}-\frac{\partial^{2} u_{n+1}}{\partial x^{2}}-2 u_{n} u_{n+1}=-u_{n}^{2}+F, \tag{71}
\end{equation*}
$$

with $u_{0}=\sin \pi x$, and $u_{n+1}$ satisfying the same conditions as (70), but with $F$ and $g$ approximated by polynomials. Applying the Tau Method to the numerical solution of the problems defined by the linear recursive scheme (71), we find that for $r=s=6$ and 8 the uniform norm of the error of approximation over $D$ becomes stable after 3 iterations, the error being equal to $0.7 \times 10^{-4}$ and $0.8 \times 10^{-6}$ respectively. For $r=s=10$ the error becomes stable after four iterations, when it reaches $0.4 \times 10^{-8}$.
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# RECURSION RELATIONS FOR SOLUTIONS TO THE SCHRÖDINGER EQUATION* 
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#### Abstract

We will consider the general eigenfunction for a second-order differential operator in one variable. For many well-known elementary functions, we can also find a three-term recursion relation in the eigenvalue parameter. For practical computation, this is a very desirable property. Examples include Legendre functions, Bessel functions, etc.

In [Math. Z., 29 (1929), pp. 730-736], Bochner showed that the only polynomial solutions to this problem were the well-known ones. This paper will look for solutions that may not be polynomials.

It will be shown that, unfortunately, for the simple recursion relation considered here, no really new examples exist.
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1. Notation. Let $L$ be a second-order differential operator in one variable $x$,

$$
\begin{equation*}
L \phi(x) \equiv g_{1}(x) \frac{d^{2} \phi}{d x^{2}}+g_{2}(x) \frac{d \phi}{d x}+g_{3}(x) \phi \tag{1}
\end{equation*}
$$

and let $B$ be a second-order difference operator in $k$, acting on a sequence $\left\{l_{k}\right\}$ by

$$
\begin{equation*}
(B l)_{k} \equiv a_{k} l_{k+1}+b_{k} l_{k}+c_{k} l_{k-1} . \tag{2}
\end{equation*}
$$

For later convenience, subscripts like $k$ will range over $\mathbf{Z}+c$ for some fixed $c \in \mathbf{C}$; that is, over all complex numbers differing from a given one by an integer. Constants will normally be complex; functions will be: $\mathbf{C} \rightarrow \mathbf{C}$ and as smooth as necessary.
2. Basic problem. We seek a sequence of functions $\left\{\phi_{k}(x)\right\}$ s.t.

$$
\begin{equation*}
L \phi_{k}(x)=\lambda_{k} \phi_{k}(x) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
(B \phi(x))_{k}=a_{k} \phi_{k+1}(x)+b_{k} \phi_{k}(x)+c_{k} \phi_{k-1}(x)=\theta(x) \phi_{k}(x) \tag{4}
\end{equation*}
$$

for all $k \in \mathbf{Z}+c$ and some $L,\left\{a_{k}, b_{k}, c_{k}\right\},\left\{\lambda_{k}\right\}, \theta(x)$. Of course, we really seek the whole sextuple $(L, B, \lambda, \theta, \phi, c)$.

We can allow some (not all) of the $\phi_{k}$ 's to be zero. This will enable us to include the classical orthogonal polynomials. We will see in $\S 5$, though, that all $\phi_{k}$ 's must be nonzero, either for each $k$ big enough, or else for each $k$ small enough. $\theta(x)$ should be nonconstant in $x$, and $\lambda_{k}$ nonconstant in $k$. Note that $L$ and $\theta$ are independent of $k$, and that $B$ and $\lambda$ are independent of $x$. This will allow us to commute them in several formulas.
3. Symmetries. Given a solution to our Basic Problem, many obvious changes yield new sextuples which will also be solutions. Nine of these changes will be listed,

[^42]to be used extensively later. Assume, then, that $c^{\prime} \in \mathbf{C}$ is an arbitrary constant, and that ( $L, B, \lambda, \theta, \phi, c$ ) solves the Basic Problem. The following is a list of new solution sextuples:
(a)
\[

$$
\begin{equation*}
\left(c^{\prime} L, B, c^{\prime} \lambda, \theta, \phi, c\right) \tag{S1}
\end{equation*}
$$

\]

This scales $L$ by a constant. Since (3) $)_{k}$ implies $\left(c^{\prime} L\right) \phi_{k}=\left(c^{\prime} \lambda_{k}\right) \phi_{k}$, (S1) is also a solution.
(b)

$$
\begin{equation*}
\left(L, B, \lambda, \theta, c^{\prime} \phi, c\right) \tag{S2}
\end{equation*}
$$

$\phi$ is scaled by a constant here. (S2) clearly follows from multiplying (3) ${ }_{k}$ and $(4)_{k}$ by $c^{\prime}$.
(c)

$$
\begin{equation*}
\left(L+c^{\prime}, B, \lambda+c^{\prime}, \theta, \phi, c\right) . \tag{S3}
\end{equation*}
$$

(S3) transfers a constant between $L$ and $\lambda_{k}$. We see it by modifying (3) ${ }_{k}$ to be $\left(L+c^{\prime}\right) \phi_{k}=\left(\lambda_{k}+c^{\prime}\right) \phi_{k}$.
(d)

$$
\begin{equation*}
\left(L, B, \lambda, \theta, \phi, c-c^{\prime}\right) . \tag{S4}
\end{equation*}
$$

This new solution just has a shifted subscript. The (3) ${ }_{k}$ corresponding to it is now $L \phi_{k+c^{\prime}}=\lambda_{k+c^{\prime}} \phi_{k+c^{\prime}}$ for $k \in \mathbf{Z}+c-c^{\prime}$ and the new (4) $)_{k}$ is similar.
(e)

$$
\begin{equation*}
\left(L, c^{\prime} B, \lambda, c^{\prime} \theta, \phi, c\right) . \tag{S5}
\end{equation*}
$$

(S5) scales the recursion relation by a constant. The new (4) ${ }_{k}$ will be $\left(\left(c^{\prime} B\right) \phi\right)_{k}=$ $\left(c^{\prime} \theta(x)\right) \phi_{k}$.

$$
\begin{equation*}
\left(L, B+c^{\prime}, \lambda, \theta+c^{\prime}, \phi, c\right) . \tag{f}
\end{equation*}
$$

In (S6), a constant is transferred between $B$ and $\theta$, so that (4) ${ }_{k}$ is now $(B \phi)_{k}+$ $c^{\prime} \phi_{k}=\left(\theta(x)+c^{\prime}\right) \phi_{k}$.
(g) Symmetry seven is under the change of independent variable $x$, say by $x=x\left(x^{\prime}\right)$. If $L^{\prime}$ is the new differential operator resulting from the variable change, we derive the new solution (S7):

$$
\left(L^{\prime}, B, \lambda, \theta\left(x\left(x^{\prime}\right)\right), \phi\left(x\left(x^{\prime}\right)\right), c\right) .
$$

Equations (3) $)_{k}$ and (4) ${ }_{k}$ change in the obvious ways. We will use this transformation most commonly for the simple shift $x=x^{\prime}+c^{\prime}$.
(h) Let $\phi_{k}(x)=f(x) \psi_{k}(x)$, for some function $f(x)$ and all $k$. Then

$$
\begin{equation*}
\left(f^{-1} L f, B, \lambda, \theta, \psi(x), c\right) \tag{S8}
\end{equation*}
$$

is a solution allowing us to multiply $\phi$ by an arbitrary function of $x$. Equation $(4)_{k}$ will look similar, with $\psi$ in place of $\phi$, and (3) ${ }_{k}$ will be $\left(f^{-1} L f\right) \psi_{k}(x)=$ $\lambda_{k} \psi_{k}(x)$.
(i) Let $\phi_{k}(x)=f_{k} \psi_{k}(x)$, for all $k$ and for $f_{k}$ independent of $x$. This multiplication of $\phi_{k}$ by an arbitrary constant depending only on $k$ gives the new solution

$$
\begin{equation*}
\left(L, f^{-1} B f, \lambda, \theta, \psi(x), c\right) . \tag{S9}
\end{equation*}
$$

Here (3) ${ }_{k}$ will be similar, and $(4)_{k}$ becomes $f_{k}^{-1}(B(f \psi))_{k}=\theta(x) \psi_{k}(x)$.

We will be using these to transfer to simpler-looking solutions, and eventually to reduce to a few fundamental ones. Clearly, the space of possible variations of these fundamental solutions will be extremely large.
4. Commutation relations. $L$ is second order, and we can think of the operator of multiplying by $\theta(x)$ as zeroth order. Then

$$
\begin{array}{cl}
{[\theta, L] \equiv \theta L-L \theta} & \text { is first order, } \\
{[\theta,[\theta, L]]} & \text { is zeroth order, } \\
{[\theta,[\theta,[\theta, L]]]} & =0 .
\end{array}
$$

Thus

$$
[\theta,[\theta,[\theta, L]]] \phi_{k}=0 .
$$

A typical term of this last expression is

$$
\begin{aligned}
-3 \theta \theta L \theta \phi_{k} & =-3 \theta \theta L(B \phi)_{k} & & \text { by }(4)_{k}, \\
& =-3 \theta \theta(B(L \phi))_{k} & & \text { as } L \text { and } B \text { commute, } \\
& =-3 \theta \theta(B(\lambda \phi))_{k} & & \text { by }(3)_{k}, \\
& =-3(B \lambda \theta \theta \phi)_{k} & & \text { since } B \text { and } \theta \text { also commute, } \\
& =-3(B \lambda B B \phi)_{k} & & \text { once again using }(4)_{k} .
\end{aligned}
$$

Continuing in this way, we soon see that

$$
0=[\theta,[\theta,[\theta, L]]] \phi_{k}=([B,[B,[B, \lambda]]] \phi)_{k} .
$$

This last expression is a linear combination of seven terms, multiplying $\phi_{k-3}, \phi_{k-2}, \cdots$, $\phi_{k+3}$, respectively. If we assume the $\phi_{k}$ 's linearly independent for different $k$ 's (as, for example, if $\lambda_{k} \neq \lambda_{k^{\prime}}$, for $k \neq k^{\prime}$ ), each of the seven terms must vanish. In particular, let us examine the terms containing $\phi_{k+3}$ and $\phi_{k-3}$, which each must be zero. The term with $\phi_{k+3}$ is $a_{k+2} a_{k+1} a_{k}\left(\lambda_{k+3}-3 \lambda_{k+2}+3 \lambda_{k+1}-\lambda_{k}\right) \phi_{k+3}$. The term with $\phi_{k-3}$ is $c_{k} c_{k-1} c_{k-2}\left(\lambda_{k}-3 \lambda_{k-1}+3 \lambda_{k-2}-\lambda_{k-3}\right) \phi_{k-3}$. These must be zero for all $k \in \mathbf{Z}+c$. Thus, for a given $k$,
either $\quad\left(a_{k} a_{k+1} a_{k+2} \phi_{k+3}=c_{k+1} c_{k+2} c_{k+3} \phi_{k}=0\right)$,
or

$$
\begin{equation*}
\lambda_{k}-3 \lambda_{k+1}+3 \lambda_{k+2}-\lambda_{k+3}=0 . \tag{5}
\end{equation*}
$$

## 5. Pinning down $\boldsymbol{\lambda}$.

Theorem. At least one of the following statements is true:
(1) $c_{k} \neq 0$ and $\phi_{k} \neq 0$ for all $k$ sufficiently large negative, or
(2) $a_{k} \neq 0$ and $\phi_{k} \neq 0$ for all $k$ sufficiently large positive.
(Recall that the a's and c's are the coefficients in (4).)
Proof. Pick some $\phi_{l} \neq 0$. If, for all $k<l, c_{k}$ and $\phi_{k} \neq 0$, the theorem is proven. Otherwise, there is some largest $m \leqq l$ such that

$$
c_{m} \cdot \phi_{m-1}=0 .
$$

Since this $m$ is maximal, $\phi_{m} \neq 0$. Then (4) $)_{m}$ becomes

$$
0+\left(b_{m}-\theta(x)\right) \phi_{m}+a_{m} \phi_{m+1}=0 .
$$

Thus $a_{m} \phi_{m+1} \neq 0$ and $\phi_{m+1}=\phi_{m} \cdot(\text { polynomial in } \theta(x) \text {, degree } 1 \text { ). Now (4) })_{m+1}$ implies $\phi_{m} \cdot($ polynomial in $\theta(x)$, degree 2$)+a_{m+1} \phi_{m+2}=0$.

Therefore $a_{m+1} \phi_{m+2} \neq 0$ and $\phi_{m+2}=\phi_{m} \cdot($ polynomial in $\theta$, degree 2$)$. We continue this way to generate the $\phi_{k}$ 's for $k>m$. Since $\theta$ is not constant, the $n$th degree polynomial in $\theta$ at the $n$th step cannot be zero. At the $n$th step we'll get $a_{m+n} \phi_{m+n+1} \neq 0$, so that we've shown $a_{n} \neq 0$ and $\phi_{n+1} \neq 0$ for all $n \geqq k$.

We will write $k \in K$ as a synonym for " $k$ sufficiently large negative" or " $k$ sufficiently large positive," respectively. It will turn out in $\S 7$ that all we shall need is that the theorem be true for many contiguous $k$ 's. This explains why we can be so ambiguous about the finite end-point of $K$.

From this theorem and (5) we get that

$$
\lambda_{k}-3 \lambda_{k+1}+3 \lambda_{k+2}-\lambda_{k+3}=0 \quad \text { for } k \in K .
$$

Therefore, $\lambda_{k}=r_{1} k^{2}+r_{2} k+r_{3}$ for $k \in K ; r_{1}, r_{2}, r_{3}$ fixed. $\lambda_{k} \neq$ constant, so $r_{1} \neq 0$ or $r_{2} \neq 0$.
If $r_{1} \neq 0$, use ( S 1 ) to scale $\lambda_{k}$ so that the leading coefficient is 1 . Then ( S 4 ) can shift $k$ and kill the linear term. Finally, (S3) transfers the constant term into $L$, yielding $\lambda_{k}=k^{2}$.

If $r_{1}=0, r_{2} \neq 0$, (S1) can be used to scale the leading coefficient of $\lambda_{k}$ to be 1 . (S4) will kill the constant term by shifting $k$, giving $\lambda_{k}=k$. We can keep (S3) in reserve this time for possible need later.

We have reduced to either of two cases

$$
\begin{equation*}
\lambda_{k}=k \quad \text { or } \quad \lambda_{k}=k^{2} \quad \text { for } k \in K . \tag{7}
\end{equation*}
$$

## 6. Some convenient formulas.

Lemma.

$$
\begin{equation*}
\left.\left(L-\lambda_{k}\right)^{n}\left(\theta \phi_{k}\right)=\left[L, \underset{\leftarrow n L^{\prime}, s \rightarrow}{[L, \cdots},[L, \theta]\right] \cdots\right] \phi_{k}, \quad n \geqq 0 . \tag{8}
\end{equation*}
$$

Proof. For $n=1$, the proof is

$$
\left(L-\lambda_{k}\right) \theta \phi_{k}=\left(L \theta-\theta \lambda_{k}\right) \phi_{k}=(L \theta-\theta L) \phi_{k} .
$$

Larger $n$ 's can be shown similarly by induction.
Lemma.

$$
\left(L-\lambda_{k+1}\right)\left(L-\lambda_{k}\right)\left(L-\lambda_{k-1}\right)\left(\theta \phi_{k}\right)=0 .
$$

Proof. $\theta \phi_{k}=(B \phi)_{k}=$ a linear combination of $\phi_{k-1}, \phi_{k}, \phi_{k+1}$. Call $\Delta_{k} \equiv \lambda_{k}-\lambda_{k+1}$, $\nabla_{k} \equiv \lambda_{k}-\lambda_{k-1}$. Then from the previous lemma,

$$
\begin{aligned}
0 & =\left(L-\lambda_{k+1}\right)\left(L-\lambda_{k}\right)\left(L-\lambda_{k-1}\right)\left(\theta \phi_{k}\right) \\
& =\left(L-\lambda_{k}+\Delta_{k}\right)\left(L-\lambda_{k}\right)\left(L-\lambda_{k}+\nabla_{k}\right)\left(\theta \phi_{k}\right) \\
& =\left(\left(L-\lambda_{k}\right)^{3}+\left(\Delta_{k}+\nabla_{k}\right)\left(L-\lambda_{k}\right)^{2}+\Delta_{k} \nabla_{k}\left(L-\lambda_{k}\right)\right)\left(\theta \phi_{k}\right) . \\
\text { By }(8), \quad & =\left([L,[L,[L, \theta]]]+\left(\Delta_{k}+\nabla_{k}\right)[L,[L, \theta]]+\Delta_{k} \nabla_{k}[L, \theta]\right) \phi_{k}=0 .
\end{aligned}
$$

Call

$$
A_{n} \equiv \text { the operator }\left[L,\left[\underset{n L^{\prime} s \longrightarrow}{L, \cdots[L, \theta]]} \cdots\right] .\right.
$$

Then

$$
\begin{equation*}
A_{3} \phi_{k}+\left(\Delta_{k}+\nabla_{k}\right) A_{2} \phi_{k}+\left(\Delta_{k} \nabla_{k}\right) A_{1} \phi_{k}=0 \tag{9}
\end{equation*}
$$

which is often a convenient form.

In [3], Grünbaum and Duistermaat attack the problem of finding a differential equation (instead of a recursion relation) in the spectral parameter, and arrive at a simpler but similar formula.
7. Finding possible potentials. We need not work with the general second-order operator for $L$. Using (S7) to set the leading coefficient to 1 , and (S8) to kill the $d / d x$ term, we can use

$$
L=\frac{d^{2}}{d x^{2}}+V(x), \quad \text { without loss of generality. }
$$

Hand calculations show (use $D=d / d x$ )

$$
\begin{aligned}
& A_{1}=2 \theta^{\prime} D+\theta^{\prime \prime}, \quad A_{2}=4 \theta^{\prime \prime} D^{2}+4 \theta^{\prime \prime \prime} D+\theta^{\prime \prime \prime \prime}-2 \theta^{\prime} V^{\prime}, \\
& A_{3}=8 \theta^{\prime \prime \prime} D^{3}+12 \theta^{\prime \prime \prime} D^{2}+\left(6 \theta^{(5)}-4 \theta^{\prime} V^{\prime \prime}-12 \theta^{\prime \prime} V^{\prime}\right) D+\left(\theta^{(6)}-6 \theta^{\prime \prime \prime} V^{\prime}-8 \theta^{\prime \prime} V^{\prime \prime}-2 \theta^{\prime} V^{\prime \prime \prime}\right) .
\end{aligned}
$$

Case I. $\lambda_{k}=k, k \in K$ (from (7)). Here $\Delta_{k}=-1, \nabla_{k}=+1$. Then by (9)

$$
\left(A_{3}-A_{1}\right) \phi_{k}=0 \quad \text { for } k \in K .
$$

Since the finite order operator $A_{3}-A_{1}$ has here infinitely many independent solutions (by the theorem, $\phi_{k} \neq 0$ for all $k \in K$ ), it must be identically zero:

$$
\begin{equation*}
A_{3}-A_{1} \equiv 0 . \tag{10}
\end{equation*}
$$

We will use this argument again. Since we only need an infinite number of solutions, the sloppy definition of $K$ in $\S 5$ is sufficient. Take (10), and equate to zero each coefficient of a power of $D$.
$D^{3}: 8 \theta^{\prime \prime \prime}=0 \Rightarrow \theta=r_{1} x^{2}+r_{2} x+r_{3}$ for some fixed $r_{1}, r_{2}, r_{3}$.
$D^{2}: 12 \theta^{\prime \prime \prime \prime}=0 \Rightarrow$ nothing new.
$D^{1}: 6 \theta^{(5)}-4 \theta^{\prime} V^{\prime \prime}-12 \theta^{\prime \prime} V^{\prime}=2 \theta^{\prime}$. Using the $D^{1}$ equation $\Rightarrow-4\left(2 r_{1} x+r_{2}\right) V^{\prime \prime}$ $-24 r_{1} V^{\prime}=2\left(2 r_{1} x+r_{2}\right)$.
$D^{0}$ : nothing new.
There are now two subcases.
(a) $r_{1}=0$, so $-4 r_{2} V^{\prime \prime}=2 r_{2} . \theta \neq$ constant, so $r_{2}$ cannot be zero. Then

$$
\begin{aligned}
& V=-\frac{1}{4} x^{2}+q_{1} x+q_{2} \quad \text { for some fixed } q_{1}, q_{2}, \\
& \theta=r_{2} x+r_{3} .
\end{aligned}
$$

Use (S7) to shift $x \rightarrow x+2 q_{1}$, and (S3) + (S4) to move a constant into $\lambda_{k}$, giving $V=-\frac{1}{4} x^{2}-\frac{1}{2}$ ( $-\frac{1}{2}$ for later convenience). Use (S5), (S6) giving $\theta=x$.
(b) $r_{1} \neq 0$. Using (S7), (S5), (S6) yields $\theta=x^{2}$ and $-8 r_{1} V^{\prime \prime}-24 r_{1} V^{\prime}=4 r_{1} x$ for our two equations. The second one can be easily solved:

$$
\begin{gathered}
2 x V^{\prime \prime}+6 V^{\prime}=-x, \quad\left(2 x^{3} V^{\prime}\right)^{\prime}=-x^{3}, \quad 2 x^{3} V^{\prime}=-\frac{1}{4} x^{4}-s_{1}, \\
V^{\prime}=-\frac{1}{8} x-\left(s_{1} / 2 x^{3}\right), \quad V=-\frac{1}{16} x^{2}+\left(s_{1} / x^{2}\right)+s_{2} .
\end{gathered}
$$

Here $s_{1}, s_{2}$ are arbitrary constants. Thus Case I, $\lambda_{k}=k$, has two possible kinds of solution:
(a) $\theta=x, V=-\frac{1}{4} x^{2}-\frac{1}{2}$,
(b) $\theta=x^{2}, V=-\frac{1}{16} x^{2}+s_{1} / x^{2}+s_{2}$.

Solution to Case I. If $R_{n}(x)$ solves $y^{\prime \prime}-2 x y^{\prime}+2 n y=0$ (Hermite equation), then $R_{n}((1 / \sqrt{2}) i x) e^{x^{2} / 4}$ is an eigenfunction for (a).

For (b), pick an $m$ s.t. $\frac{1}{4}-m^{2}=s_{1}$. Using (S3) and (S4) to move a constant into $\lambda_{k}$, we can get $V=-\frac{1}{16} x^{2}+\left(1-4 m^{2}\right) / 4 x^{2}-(m+1) / 2$. Then if $L_{n}^{(m)}(x)$ solves

$$
\begin{equation*}
x y^{\prime \prime}+(m+1-x) y^{\prime}+n y=0 \tag{11}
\end{equation*}
$$

(the Generalized Laguerre equation), one can check that $L_{n}^{(m)}\left(-x^{2} / 4\right) e^{x^{2} / 8} x^{m+1 / 2}$ is an eigenfunction for (b), eigenvalue $n$.

For the sake of completeness, the recursion relations for Hermite and Laguerre solutions are included (see [1, pp. 252, 241]): If $R_{n}$ is a solution to the Hermite equation, then

$$
R_{n+1}-2 x R_{n}+2 n R_{n-1}=0
$$

If $L_{n}^{(m)}$ solves the Generalized Laguerre equation, then

$$
(n+1) L_{n+1}^{(m)}=(2 n+m+1-x) L_{n}^{(m)}-(n+m) L_{n-1}^{(m)} .
$$

These relations are well known. They do not work only for the orthogonal polynomials. Instead, for any element of the solution space for a given $n$, one can find elements of the solutions spaces for $n-1$ and $n+1$ such that the recursion relation will hold.

Case II. $\lambda_{k}=k^{2}$ for $k \in K$ (from (7)). In this case $\Delta_{k}=-2 k-1, \nabla_{k}=2 k-1$. Then by (9)

$$
\left(A_{3}-2 A_{2}+\left(1-4 k^{2}\right) A_{1}\right) \phi_{k}=0 \quad \text { for } k \in K .
$$

Here $k^{2} \phi_{k}=\lambda_{k} \phi_{k}=L \phi_{k}$, so $\left(A_{3}-2 A_{2}+A_{1}(1-4 L)\right) \phi_{k}=0$ for $k \in K$. Again, since this operator has too many solutions,

$$
A_{3}-2 A_{2}+A_{1}(1-4 L)=0 .
$$

We shall use $L=D^{2}+V(x)$ again, and set coefficients to zero. Only the $D^{3}$ and $D^{1}$ coefficients give new data.
$D^{3}: 8 \theta^{\prime \prime \prime}-8 \theta^{\prime}=0 \Rightarrow \theta=r_{1} e^{x}+r_{2} e^{-x}+r_{3}, r_{1}, r_{2}, r_{3}$ constant.
Using (S7) to shift $x$, and (S6), (S5), we get to

$$
\begin{equation*}
\theta=e^{x} \text { or } \theta=\cosh x . \tag{12}
\end{equation*}
$$

$D^{1}: 6 \theta^{(5)}-12 \theta^{\prime \prime} V^{\prime}-4 \theta^{\prime} V^{\prime \prime}-8 \theta^{\prime \prime \prime}+2 \theta^{\prime}-8 \theta^{\prime} V=0$.
From (12), we can replace $\theta^{\prime \prime}$ by $\theta$, so

$$
-12 \theta V^{\prime}-4 \theta^{\prime} V^{\prime \prime}-8 \theta^{\prime} V^{\prime}=0
$$

Now a little algebra:

$$
\begin{align*}
& \left(\theta^{\prime} V^{\prime}+2 \theta V\right)^{\prime}=0, \\
& \left(\theta^{\prime} V^{\prime}+2 \theta V\right)=s_{1}, \\
& \left(\left(\theta^{\prime}\right)^{2} V\right)^{\prime}=s_{1} \theta^{\prime}, \\
& \left(\theta^{\prime}\right)^{2} V=s_{1} \theta+s_{2}, \\
& V=\frac{s_{1} \theta+s_{2}}{\left(\theta^{\prime}\right)^{2}} . \tag{13}
\end{align*}
$$

We can list the possible solutions to (12) and (13):
(a) $\theta=e^{x}, V=e^{-2 x}\left(s_{1}=0\right.$, use (S7) to shift $\left.x\right)$,
(b) $\theta=e^{x}, V=e^{-x}\left(s_{2}=0\right.$, use (S7) to shift $\left.x\right)$,
(c) $\theta=e^{x}, V=-\nu \omega e^{-x}-\omega^{2} e^{-2 x}\left(s_{1}=-\nu \omega, s_{2}=-\omega^{2}\right)$,
(d) $\theta=\cosh x, V=\frac{\left(\beta^{2}-\alpha^{2}\right) \cosh x+\left(1-4 \alpha^{2}\right) / 16}{\sinh ^{2} x}$

$$
\left(s_{1}=\beta^{2}-\alpha^{2}, s_{2}=\frac{1}{16}\left(1-4 \alpha^{2}\right)\right)
$$

where we have set the constants for later convenience.
Solutions to Case II.
(a) For $V=e^{-2 x}$ : If $C_{n}(x)$ solves

$$
x^{2} y^{\prime \prime}+y^{\prime}+\left(x^{2}-n^{2}\right) y=0 \quad \text { (Bessel equation) }
$$

then $C_{n}\left(e^{-x}\right)$ is an eigenfunction for (a), eigenvalue $n^{2}$.
(b) $V=e^{-x}: C_{2 n}\left(2 e^{-x / 2}\right)$ is eigenfunction, eigenvalue $n^{2}$.
(c) $V=-\nu \omega e^{-x}-\omega^{2} e^{-2 x}$. If $L_{n}^{(m)}(x)$ is a solution of (11), the generalized Laguerre equation, for given $n$ and $m$, then

$$
z^{n} e^{-z / 2} L_{-(v+1) / 2-n}^{(2 n)}(z) \quad\left(\text { with } z=2 \omega e^{-x}\right)
$$

is an eigenfunction to (c) with eigenvalue $n^{2}$.
(d)

$$
V=\frac{\left(\beta^{2}-\alpha^{2}\right) \cosh x+\left(1-4 \alpha^{2}\right) / 16}{\sinh ^{2} x}, \quad \alpha, \beta \text { constants. }
$$

If $P_{n}^{\alpha \beta}(x)$ solves
$\left(1-x^{2}\right)\left(P_{n}^{\alpha \beta}\right)^{\prime \prime}+[\beta-\alpha-(\alpha+\beta+2) x]\left(P_{n}^{\alpha \beta}\right)^{\prime}+n(\alpha+\beta+n+1) P_{n}^{\alpha \beta}=0$
(Jacobi equation) then

$$
\left(\sinh \frac{x}{2}\right)^{\alpha+1 / 2}\left(\cosh \frac{x}{2}\right)^{\beta+1 / 2} P_{n-(\alpha+\beta+1) / 2}^{\alpha \beta}(\cosh x)
$$

is an eigenfunction to (d) with eigenvalue $n^{2}$. (See [1, p. 214].)
For Bessel functions $C_{n}(x)$, the recursion relation is (see [1, p. 67]):

$$
C_{n-1}+C_{n+1}=\frac{2 n}{x} C_{n} .
$$

This relation can be used to derive a recursion relation also for the Bessel functions that solve (b). For the recursion relation for the Jacobi functions $P$, see [1, p. 213]. The relation for the Generalized Laguerre function in (c) is not obvious. However, the following relation

$$
\begin{aligned}
\frac{(n+1)(n-m)}{(m+1)(m+2)} L_{n-m}^{(m)}(y) & +\left(\frac{2 n-m+1}{(m+1)(m+3)}-\frac{1}{y}\right) y L_{n-m-1}^{(m+2)}(y) \\
& +\frac{1}{(m+2)(m+3)} y^{2} L_{n-m-2}^{(m+4)}(y)=0
\end{aligned}
$$

is sufficient, and can be derived by repeated use of

$$
L_{n}^{(m)}=L_{n}^{(m+1)}-L_{n-1}^{(m+1)}
$$

and

$$
y L_{n-2}^{(m+2)}-(m+1-y) L_{n-1}^{(m+1)}+n L_{n}^{(m)}=0
$$

found in [1, pp. 241-2]. Here we use the standard normalizations for the $L_{n}^{(m)}$,s.
8. Conclusion. All the possible solutions found correspond to shifts, using the symmetries from § 3, of well-known functions; i.e., solutions to the Bessel, generalized Laguerre, Hermite and Jacobi differential equations. Note again that those solutions need not be the standard orthogonal polynomials, but can come from the full solution spaces. Since these functions are already well known, no attempt was made to catalogue them precisely: Some are special cases of others.
9. Final note. Though the results given here are hardly surprising, hardly anything is known about cases with higher-order $L$ 's or $B$ 's. For instance, the problem of finding the functions satisfying both a Schrödinger equation and also a five term recurrence, is, I think, completely uncharted territory. Some of the only nontrivial examples I have seen of this kind are given by Grünbaum in [4]. The examples he gives are of soliton-like functions. Though certain steps may be harder, many of these techniques should work for higher-order $L$ 's or $B$ 's.
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# INFINITE SUMS IN THE THEORY OF DISPERSION OF CHEMICALLY REACTIVE SOLUTE* 

A. E. DeGANCE $\dagger$ and L. E. JOHNS $\ddagger$


#### Abstract

We use the Cauchy partial fraction expansion to derive formulae for infinite sums arising in dispersion theory; the method is general. If $\left\{\lambda_{j}\right\}$ is the sequence of zeros of $f(\lambda)=0$ and if for some $g(\lambda)$ $$
\frac{g(\lambda)}{f(\lambda)}=\sum_{j} \frac{1}{\left(\lambda-\lambda_{j}\right)} \frac{g\left(\lambda_{j}\right)}{f^{\prime}\left(\lambda_{j}\right)},
$$


then

$$
\left.\frac{d^{n}}{d \lambda^{n}} \frac{\lambda-\lambda_{k}}{f(\lambda)} g(\lambda)\right|_{\lambda=\lambda_{k}}=(-1)^{n} n!\sum_{j \neq k} \frac{1}{\left(\lambda_{k}-\lambda_{j}\right)^{n}} \frac{g\left(\lambda_{j}\right)}{f^{\prime}\left(\lambda_{j}\right)} .
$$

Key words. infinite sums, Cauchy partial fraction expansion, dispersion theory
AMS(MOS) subject classifications. Primary 40C15; secondary 30B50

1. The problem. In our study of the dispersion of a chemically reactive solute in a cylinder of circular cross section we turn up infinite sums. The physical process is this: a cloud of solute is released into a solvent, which is in rectilinear flow inside a cylinder on which a chemical rearrangement of the solute takes place. The flow, being nonuniform over the cross section of the cylinder, distorts the cloud in the longitudinal direction; transverse diffusion opposes this; surface reaction moderates the influence of the streamlines near the cylinder. As time passes, the dispersion process is increasingly accurately represented by a constant coefficient dispersion equation in which the dispersion coefficients $X_{2 \infty}, X_{3 \infty}, \cdots$ turn out to be infinite sums, viz.

$$
\begin{aligned}
& X_{2 \infty}=D+\sum_{j \neq 1} \frac{\left\langle\psi_{1}, v \psi_{j}\right\rangle\left\langle\psi_{j}, v \psi_{1}\right\rangle}{\lambda_{j}^{2}-\lambda_{1}^{2}}, \\
& X_{3 \infty}=\sum_{j \neq 1} \sum_{k \neq 1} \frac{\left\langle\psi_{1}, v \psi_{j}\right\rangle\left\langle\psi_{j}, v \psi_{k}\right\rangle\left\langle\psi_{k}, v \psi_{1}\right\rangle}{\left(\lambda_{j}^{2}-\lambda_{1}^{2}\right)\left(\lambda_{k}^{2}-\lambda_{1}^{2}\right)}
\end{aligned}
$$

(cf. DeGance and Johns [5]). The eigenfunctions, $\psi_{j}$, and the eigenvalues, $-\lambda_{j}^{2}$, satisfy

$$
\begin{aligned}
& D \nabla^{2} \psi_{j}=-\lambda_{j}^{2} \psi_{j}, \quad(x, y) \in A, \quad D>0, \\
& -D \mathbf{n} \cdot \nabla \psi_{j}+K \psi_{j}=0, \quad(x, y) \in \partial A, \quad K \leqq 0
\end{aligned}
$$

where $A$ is the cross section of the cylinder, $\partial A$ is its boundary and $\langle$,$\rangle denotes the$ plain vanilla inner product. Aris [2] reviews the literature of this problem.

For a cylinder of circular cross section, $X_{2 \infty}$ simplifies to

$$
X_{2 \infty}=1+16 N_{p e}^{2} \frac{\lambda_{1}^{2}}{\lambda_{1}^{2}+\beta^{2}} \sum_{j \neq 1} \frac{\lambda_{j}^{2}}{\lambda_{j}^{2}+\beta^{2}} \frac{\left(\lambda_{j}^{2}+\lambda_{1}^{2}+2 \beta^{2}\right)^{2}}{\left(\lambda_{j}^{2}-\lambda_{1}^{2}\right)^{5}}
$$

where $\beta=-K / D \geqq 0$. The sum on the right-hand side can be written

$$
S_{0}^{3,1}(\beta)+4\left(\lambda_{1}^{2}+\beta^{2}\right) S_{0}^{4,1}(\beta)+4\left(\lambda_{1}^{2}+\beta^{2}\right)^{2} S_{0}^{5,1}(\beta)
$$

[^43]and the problem then is to sum
$$
S_{0}^{m, k}(\beta)=\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{\lambda_{j}^{2}}{\lambda_{j}^{2}+\beta^{2}} \quad \forall \beta \geqq 0, \quad m=1,2, \cdots
$$
where $0 \leqq \lambda_{1}<\lambda_{2}<\cdots$ satisfy
$$
\lambda_{j} J_{1}\left(\lambda_{j}\right)-\beta J_{0}\left(\lambda_{j}\right)=0 .
$$

We derive formulae that express $S_{0}^{m, k}(\beta)$ as a rational function of $\beta$ and $\lambda_{k}^{2}$.
Both Euler and Rayleigh worked on the problem of establishing formulae for certain sums (cf. Watson [8, pp. 500-502]). Indeed, Rayleigh [7] evaluated the sums ${ }^{1}$

$$
S_{0}^{m, 1}(0)=\sum_{j \neq 1} \frac{1}{\lambda_{j}^{2 m}}, \quad \beta=0, \quad m=1,2, \cdots
$$

where $0=\lambda_{1}<\lambda_{2}<\cdots$ satisfy $J_{1}\left(\lambda_{j}\right)=0$. Much later, Ahmed and Muldoon [1] showed how to evaluate the sums

$$
S^{m, k}(\beta)=\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \quad \forall \beta \geqq 0, \quad m=1,2, \cdots
$$

using the logarithmic derivative and its Cauchy partial fraction expansion. What we do is not unlike what Rayleigh does nor what Ahmed and Muldoon do; but it is not limited to the expansion of the logarithmic derivative. Indeed, various partial fraction expansions are required to do various classes of sums, but the justification of each partial fraction expansion requires some analysis and while it is general in form it is specific in detail. The general idea then is the use of the Cauchy partial fraction expansion to deduce formulae for certain infinite sums; we illustrate this in two concrete problems of interest to us: the dispersion of a single solute in circular tubes, cf. §§ 2 and 3 , and in narrow slits, cf. § 5.

In $\S 3$ we evaluate $S_{0}^{m, k}(\beta)$ and its companion $S_{1}^{m, k}(\beta)$ where

$$
S_{1}^{m, k}(\beta)=\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{1}{\lambda_{j}^{2}+\beta^{2}}
$$

Now because $\lambda_{j} J_{1}\left(\lambda_{j}\right)-\beta J_{0}\left(\lambda_{j}\right)=0$ implies

$$
\frac{d}{d \beta} \lambda_{j}^{2}=\frac{2 \lambda_{j}^{2}}{\lambda_{j}^{2}+\beta^{2}},
$$

$S_{0}^{m, k}(\beta)$ and $S_{1}^{m, k}(\beta) m=2, \cdots$ can be deduced from the expansion of the logarithmic derivative, e.g.,

$$
S_{0}^{m+1, k}(\beta)=\frac{\lambda_{k}^{2}}{\lambda_{k}^{2}+\beta^{2}} S^{m+1, k}(\beta)-\frac{1}{2 m} \frac{d}{d \beta} S^{m, k}(\beta), \quad m=1,2, \cdots
$$

Thus, to show that various partial fraction expansions are required to do various classes of sums, we investigate

$$
\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{\lambda_{j}^{2}}{\lambda_{j}^{2}+\beta^{2}} \frac{J_{0}\left(\alpha \lambda_{j}\right)}{J_{0}\left(\lambda_{j}\right)}, \quad 0 \leqq \alpha \leqq 1
$$

[^44]and
$$
\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{1}{\lambda_{j}^{2}+\beta^{2}} \frac{J_{1}\left(\alpha \lambda_{j}\right)}{J_{1}\left(\lambda_{j}\right)}, \quad 0 \leqq \alpha \leqq 1,
$$
which, like similar sums that arise in multisolute dispersion (cf. DeGance and Johns [6]) cannot be deduced from the expansion of the logarithmic derivative.
2. The Cauchy partial fraction expansion. For $\beta \geqq 0$, the zeros of $f(\lambda)=$ $\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)$ are real (cf. Lommel's theorem (Watson [8, p. 482])). We let $\lambda_{j}$, $j=1, \cdots$, denote the nonnegative zeros ordered so that $\lambda_{j}<\lambda_{j+1}$; for $\beta=0, \lambda_{1}=0$ is a double root and $\lambda_{j}>0, j=2, \cdots$ is a simple root; for $\beta>0, \lambda_{j}$ is a simple root. Then $f(\lambda)$ vanishes for $\lambda= \pm \lambda_{j}$ and nowhere else.

The residues of $g(\lambda) / f(\lambda)$ at $\pm \lambda_{j}$ for $g(\lambda)=f^{\prime}(\lambda), g(\lambda)=J_{0}(\lambda)$ and $g(\lambda)=J_{1}(\lambda)$ are $1, \pm \lambda_{j} /\left(\lambda_{j}^{2}+\beta^{2}\right)$ and $\beta /\left(\lambda_{j}^{2}+\beta^{2}\right)$. Neither $J_{0}\left( \pm \lambda_{j}\right)$ nor $J_{1}\left( \pm \lambda_{j}\right)$ survives the calculation of the second and third residues. Their cancellation results because

$$
\frac{d}{d \lambda}\left(\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)\right)=\lambda J_{0}(\lambda)+\beta J_{1}(\lambda) \quad \text { and } \quad \pm \lambda_{j} J_{1}\left( \pm \lambda_{j}\right)=\beta J_{0}\left( \pm \lambda_{j}\right) .
$$

We find, using the Cauchy partial fraction expansion (cf. Copson [4]),

$$
\begin{aligned}
& \frac{d / d \lambda\left(\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)\right)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}=\sum_{j=1} \frac{2 \lambda}{\lambda^{2}-\lambda_{j}^{2}}, \\
& \frac{J_{0}(\lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}=\sum_{j=1} \frac{2 \lambda_{j}^{2}}{\left(\lambda^{2}-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)}
\end{aligned}
$$

and

$$
\frac{J_{1}(\lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}=\sum_{j=1} \frac{2 \beta \lambda}{\left(\lambda^{2}-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)} .
$$

The first form of Cauchy's theorem implies the second and third expansions; the second form implies the first expansion (cf. Copson [4, pp. 144-148]).

We show that the four hypotheses of the first form of Cauchy's theorem are satisfied so that the second and third expansions obtain. Condition (i) is satisfied because $g(\lambda) / f(\lambda)$ is regular save for the zeros of $f(\lambda)$. If $C_{j}$ denotes a square contour on the Argand diagram with vertices at $( \pm j \pi, \pm j \pi)$ then the sequence of contours, $\left\{C_{j}\right\}$, satisfies Condition (ii). Indeed Dixon's theorem (cf. Watson [8, p. 480]), implies that the zeros of $\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)$ fall between the zeros of $J_{1}(\lambda)$ and $J_{0}(\lambda)$, i.e., $\lambda_{j}(0)<\lambda_{j}(\beta)<$ $\lambda_{j}(\infty), \forall \beta \in(0, \infty)$; this and Schafheitlin's result (cf. Watson [8, pp. 490-492]), viz.,

$$
\lambda_{j}(0) \in\left(j \pi-\frac{7}{8} \pi, j \pi-\frac{3}{4} \pi\right), \quad j=2, \cdots
$$

and

$$
\lambda_{j}(\infty) \in\left(j \pi-\frac{1}{4} \pi, j \pi-\frac{1}{8} \pi\right), \quad j=1, \cdots
$$

imply that $\lambda_{j}(\beta) \notin C_{k} \forall j, k$ and $\beta$. To see that Conditions (iii) and (iv) are also satisfied, we note the asymptotic formula $J_{1}(\lambda) / J_{0}(\lambda) \rightarrow \tan \left(\lambda-\frac{1}{4} \pi\right)+1 /(2 \lambda)$ in the right halfplane (cf. Watson [8, p. 496]); this implies that in the left half-plane

$$
\frac{J_{1}(\lambda)}{J_{0}(\lambda)} \rightarrow-\tan \left(-\lambda-\frac{1}{4} \pi\right)+\frac{1}{2 \lambda}=-\cot \left(\lambda-\frac{1}{4} \pi\right)+\frac{1}{2 \lambda} .
$$

Then, because

$$
\left|\tan \left(\lambda-\frac{1}{4} \pi\right)\right|^{2}=\frac{\cosh (2 \operatorname{Im} \lambda)-\sin (2 \operatorname{Re} \lambda)}{\cosh (2 \operatorname{Im} \lambda)+\sin (2 \operatorname{Re} \lambda)}
$$

we find that on the horizontal sides of $C_{j}, \tanh (j \pi) \leqq\left|\tan \left(\lambda-\frac{1}{4} \pi\right)\right| \leqq \operatorname{coth}(j \pi)$, whereas on the vertical sides, $\left|\tan \left(\lambda-\frac{1}{4} \pi\right)\right|=1$. We conclude that $\left|J_{1}(\lambda) / J_{0}(\lambda)\right| \rightarrow 1$ on $C_{j}$ as $j \rightarrow \infty$. This implies that

$$
\left|\frac{J_{0}(\lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}\right| \text { and }\left|\frac{J_{1}(\lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}\right|
$$

are bounded by $(|\lambda|-\beta)^{-1} \leqq(j \pi-\beta)^{-1}$ on $C_{j}$ as $j \rightarrow \infty$ and hence vanish uniformly as $j \rightarrow \infty$. This establishes the second and third expansions. Likewise, we conclude that the first expansion obtains, inasmuch as $\left[(d / d \lambda)\left(\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)\right)\right] /\left(\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)\right)$ satisfies the hypotheses of the second form of Cauchy's theorem.

The first expansion leads to the infinite product expansion of $f(\lambda)$ and thence to $S^{m, k}(\beta)$, Ahmed and Muldoon's sum; the second and third lead to $S_{0}^{m, k}(\beta)$ and $S_{1}^{m, k}(\beta)$. Thus, if we let $F(z ; \beta)=\sqrt{z} J_{1}(\sqrt{z})-\beta J_{0}(\sqrt{z})$ and write $F(z ; \beta)=\left(z-\lambda_{k}^{2}\right) F_{k}(z ; \beta)$, then the second expansion implies that

$$
R_{0 k}(z ; \beta) \equiv \frac{J_{0}(\sqrt{z})}{F_{k}(z, \beta)}=\frac{2 \lambda_{k}^{2}}{\lambda_{k}^{2}+\beta^{2}}+\left(z-\lambda_{k}^{2}\right) \sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(z-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)}
$$

and hence that

$$
\begin{aligned}
\frac{d^{n}}{d z^{n}} R_{0 k}=(-1)^{n-1} n & !\sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(z-\lambda_{j}^{2}\right)^{n}\left(\lambda_{j}^{2}+\beta^{2}\right)} \\
& +(-1)^{n} n!\left(z-\lambda_{k}^{2}\right) \sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(z-\lambda_{j}^{2}\right)^{n+1}\left(\lambda_{j}^{2}+\beta^{2}\right)}, \quad n=1,2, \cdots .
\end{aligned}
$$

On setting $z=\lambda_{k}^{2}$ we find that

$$
R_{0 k}^{(n)}\left(\lambda_{k}^{2} ; \beta\right)=(-1)^{n-1} n!\sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right)^{n}\left(\lambda_{j}^{2}+\beta^{2}\right)}
$$

and hence that $S_{0}^{m, k}(\beta)=-R_{0 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right) /(2 m!)$ so that the evaluation of $S_{0}^{m, k}(\beta)$ reduces to the evaluation of $R_{0 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right)$.

Likewise, the third expansion implies that

$$
R_{1 k}(z ; \beta) \equiv \frac{J_{1}(\sqrt{z})}{\sqrt{z} F_{k}(z ; \beta)}=\frac{2 \beta}{\lambda_{k}^{2}+\beta^{2}}+\left(z-\lambda_{k}^{2}\right) \sum_{j \neq k} \frac{2 \beta}{\left(z-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)}
$$

hence a calculation shows that $S_{1}^{m, k}(\beta)=-R_{1 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right) /(2 \beta m!)$ so that the evaluation of $S_{1}^{m, k}(\beta)$ reduces to the evaluation of $R_{1 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right)$.
3. The evaluation of $\boldsymbol{R}_{\mathbf{0 k}}^{(\boldsymbol{m})}\left(\boldsymbol{\lambda}_{\boldsymbol{k}}^{\mathbf{2}} ; \boldsymbol{\beta}\right)$. We observe that

$$
\begin{aligned}
R_{0 k}^{(1)}(z ; \beta)= & \frac{(d / d z) J_{0}(\sqrt{z})}{F_{k}(z ; \beta)}-\frac{J_{0}(\sqrt{z})(d / d z) F_{k}(z ; \beta)}{F_{k}^{2}(z ; \beta)}, \\
R_{0 k}^{(2)}(z ; \beta)= & \frac{\left(d^{2} / d z^{2}\right) J_{0}(\sqrt{z})}{F_{k}(z ; \beta)}-2 \frac{\left[(d / d z) J_{0}(\sqrt{z})\right]\left[(d / d z) F_{k}(z ; \beta)\right]}{F_{k}^{2}(z ; \beta)} \\
& +2 \frac{J_{0}(\sqrt{z})\left[(d / d z) F_{k}(z ; \beta)\right]^{2}}{F_{k}^{3}(z ; \beta)}-\frac{J_{0}(\sqrt{z})\left(d^{2} / d z^{2}\right) F_{k}(z ; \beta)}{F_{k}^{2}(z ; \beta)},
\end{aligned}
$$

etc., so that the evaluation of $R_{0 k}^{(m)}(z ; \beta)$ requires the evaluation of $\left(d^{n} / d z^{n}\right) J_{0}(\sqrt{z})$ and $\left(d^{n} / d z^{n}\right) F_{k}(z ; \beta), n=0,1, \cdots, m$. Because $F(z ; \beta)=\left(z-\lambda_{k}^{2}\right) F_{k}(z ; \beta)$ we find that

$$
\frac{d^{n}}{d z^{n}} F(z ; \beta)=n \frac{d^{n-1}}{d z^{n-1}} F_{k}(z ; \beta)+\left(z-\lambda_{k}^{2}\right) \frac{d^{n}}{d z^{n}} F_{k}(z ; \beta),
$$

and hence in $R_{0 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right)$ we can replace $F_{k}^{(n)}\left(\lambda_{k}^{2} ; \beta\right)$ by $F^{(n+1)}\left(\lambda_{k}^{2} ; \beta\right) /(n+1), n=$ $0,1, \cdots, m$.

Now the formulae

$$
\frac{d}{d z} J_{0}(\sqrt{z})=-\frac{1}{2 z} \sqrt{z} J_{1}(\sqrt{z})
$$

and

$$
\frac{d}{d z} \sqrt{z} J_{1}(\sqrt{z})=\frac{1}{2} J_{0}(\sqrt{z})
$$

imply that $\left(d^{n} / d z^{n}\right) F(z ; \beta)$, as well as $\left(d^{n} / d z^{n}\right) J_{0}(\sqrt{z})$, is a sum of two terms, each a rational polynomial in $z$ and $\beta$ times $J_{0}(\sqrt{z})$ or $\sqrt{z} J_{1}(\sqrt{z})$. But $F\left(\lambda_{k}^{2} ; \beta\right)=$ $\lambda_{k} J_{1}\left(\lambda_{k}\right)-\beta J_{0}\left(\lambda_{k}\right)=0$ hence neither $J_{0}\left(\lambda_{k}\right)$ nor $J_{1}\left(\lambda_{k}\right)$ appears in $R_{0 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right)$. It follows that $R_{0 k}^{(m)}\left(\lambda_{k}^{2} ; \beta\right)$ is a rational polynomial in $\lambda_{k}^{2}$ and $\beta$ and so also therefore is $S_{0}^{m, k}(\beta)$. The calculation of $S_{0}^{1, k}(\beta)$ and $S_{0}^{2, k}(\beta)$ illustrates this:

$$
\frac{d}{d z} J_{0}(\sqrt{z})=-\frac{1}{2 z} \sqrt{z} J_{1}(\sqrt{z})
$$

and

$$
\frac{d^{2}}{d z^{2}} J_{0}(\sqrt{z})=-\frac{1}{4 z} J_{0}(\sqrt{z})+\frac{1}{2 z^{2}} \sqrt{z} J_{1}(\sqrt{z})
$$

imply

$$
\left.\frac{d}{d z} J_{0}(\sqrt{z})\right|_{z=\lambda_{k}^{2}}=-\frac{\beta}{2 \lambda_{k}^{2}} J_{0}\left(\lambda_{k}\right)
$$

and

$$
\left.\frac{d^{2}}{d z^{2}} J_{0}(\sqrt{z})\right|_{z=\lambda_{k}^{2}}=\left[-\frac{1}{4 \lambda_{k}^{2}}+\frac{\beta}{2 \lambda_{k}^{4}}\right] J_{0}\left(\lambda_{k}\right) ;
$$

whereas

$$
\begin{gathered}
\frac{d}{d z} F(z ; \beta)=\frac{1}{2} J_{0}(\sqrt{z})+\frac{\beta}{2 z} \sqrt{z} J_{1}(\sqrt{z}), \\
\frac{d^{2}}{d z^{2}} F(z ; \beta)=\left[-\frac{1}{4 z}-\frac{\beta}{2 z^{2}}\right] \sqrt{z} J_{1}(\sqrt{z})+\frac{\beta}{4 z} J_{0}(\sqrt{z})
\end{gathered}
$$

and

$$
\frac{d^{3}}{d z^{3}} F(z ; \beta)=\left[-\frac{1}{8 z}-\frac{\beta}{2 z^{2}}\right] J_{0}(\sqrt{z})+\left[\frac{1}{4 z^{2}}+\frac{\beta}{z^{3}}-\frac{\beta}{8 z^{2}}\right] \sqrt{z} J_{1}(\sqrt{z})
$$

imply

$$
F_{k}\left(\lambda_{k}^{2} ; \beta\right)=\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right] J_{0}\left(\lambda_{k}\right),
$$

$$
2 F_{k}^{(1)}\left(\lambda_{k}^{2} ; \beta\right)=\left[-\frac{1}{4 \lambda_{k}^{2}}-\frac{\beta}{2 \lambda_{k}^{4}}\right] \beta J_{0}\left(\lambda_{k}\right)+\frac{\beta}{4 \lambda_{k}^{2}} J_{0}\left(\lambda_{k}\right)
$$

and

$$
3 F_{k}^{(2)}\left(\lambda_{k}^{2} ; \beta\right)=\left[-\frac{1}{8 \lambda_{k}^{2}}-\frac{\beta}{2 \lambda_{k}^{4}}\right] J_{0}\left(\lambda_{k}\right)+\left[\frac{1}{4 \lambda_{k}^{4}}+\frac{\beta}{\lambda_{k}^{6}}-\frac{\beta}{8 \lambda_{k}^{4}}\right] \beta J_{0}\left(\lambda_{k}\right) .
$$

Thus we have

$$
\begin{gathered}
R_{0 k}^{(1)}\left(\lambda_{k}^{2} ; \beta\right)=\frac{-\beta}{2 \lambda_{k}^{2}\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right]}-\frac{\frac{\beta}{8 \lambda_{k}^{2}}+\frac{\beta}{2}\left[\frac{-1}{4 \lambda_{k}^{2}}-\frac{\beta}{2 \lambda_{k}^{4}}\right]}{\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right]^{2}}, \\
R_{0 k}^{(2)}\left(\lambda_{k}^{2} ; \beta\right)=\frac{\frac{-1}{4 \lambda_{k}^{2}}+\frac{\beta}{2 \lambda_{k}^{4}}}{\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}+\frac{\frac{\beta}{\lambda_{k}^{2}}\left[\frac{\beta}{8 \lambda_{k}^{2}}+\frac{\beta}{2}\left[\frac{-1}{4 \lambda_{k}^{2}}-\frac{\beta}{2 \lambda_{k}^{4}}\right]\right]}{\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right]^{2}}} \\
+\frac{\frac{1}{24 \lambda_{k}^{2}}+\frac{\beta}{6 \lambda_{k}^{4}}-\frac{\beta}{3}\left[\frac{1}{4 \lambda_{k}^{4}}-\frac{\beta}{8 \lambda_{k}^{4}}+\frac{\beta}{\lambda_{k}^{6}}\right]}{\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right]^{2}}+\frac{2\left[\frac{\beta}{8 \lambda_{k}^{2}}+\frac{\beta}{2}\left[\frac{-1}{4 \lambda_{k}^{2}}-\frac{\beta}{2 \lambda_{k}^{4}}\right]\right]^{2}}{\left[\frac{1}{2}+\frac{\beta^{2}}{2 \lambda_{k}^{2}}\right]^{3}} .
\end{gathered}
$$

The formulae for $S_{0}^{m, k}(\beta), m=1,2, \cdots, 5$, are recorded in Table 1; these are sufficient for $X_{2 \infty}$. For $m=1,2,3$ the work can be done by hand; for higher values of $m$ it

TABLE 1
The sums $S_{0}^{m, k}(\beta)$.

cannot. The Symbolic Manipulation Program ${ }^{2}$ (SMP) is indispensable for $m>3$. The formulae for $S_{1}^{m, k}(\beta), m=1,2, \cdots, 5$, are recorded in Table 2.

The dispersion coefficient $X_{2 \infty}$ is then

$$
\begin{aligned}
X_{2 \infty}=1+N_{p e}^{2}\left[\frac{-2 \beta^{6}(1+\beta)^{2}}{9 \lambda_{1}^{6}\left(\lambda_{1}^{2}+\beta^{2}\right)^{3}}\right. & +\frac{2 \beta^{4}(1+\beta)^{2}(4+\beta)}{9 \lambda_{1}^{6}\left(\lambda_{1}^{2}+\beta^{2}\right)^{2}}-\frac{2 \beta^{2}\left(42+35 \beta+25 \beta^{2}+5 \beta^{3}\right)}{45 \lambda_{1}^{6}\left(\lambda_{1}^{2}+\beta^{2}\right)} \\
& \left.-\frac{\left(21+14 \beta+\beta^{2}\right)}{45 \lambda_{1}^{2}\left(\lambda_{1}^{2}+\beta^{2}\right)}+\frac{\beta\left(84+57 \beta+10 \beta^{2}\right)}{45 \lambda_{1}^{4}\left(\lambda_{1}^{2}+\beta^{2}\right)}-\frac{1}{45\left(\lambda_{1}^{2}+\beta^{2}\right)}\right]
\end{aligned}
$$

where it remains only to establish $\lambda_{1}^{2}$ as a function of $\beta$. ${ }^{3}$ For $\beta \cong 0$, the following is useful:

$$
\lambda_{1}^{2}=2 \beta-\frac{1}{2} \beta^{2}+\frac{1}{12} \beta^{3}-\frac{1}{192} \beta^{4}-\frac{1}{640} \beta^{5}+\frac{31}{69120} \beta^{6}+\frac{1}{387072} \beta^{7}-\frac{3221}{123863040} \beta^{8}+\cdots,
$$

which was derived from $(d / d \beta) \lambda_{1}^{2}=2 \lambda_{1}^{2} /\left(\lambda_{1}^{2}+\beta^{2}\right)$ by the method of Frobenius.
What we achieve, then, in the calculation of $X_{2 \infty}$ is this: we need only estimate $\lambda_{1}^{2}$ vs. $\beta$; we need not estimate the summand, viz., $\lambda_{j}^{2}$ vs. $\beta, j=2,3, \cdots$, nor the sum itself. More generally we note that only $\lambda_{k}^{2}$ vs. $\beta$ is required in order to get $S_{0}^{m, k}(\beta)$

Table 2
The sums $S_{1}^{m, k}(\beta)$.


[^45]for the formula we derive is a rational polynomial in $\lambda_{k}^{2}$ and $\beta$; yet we offer this caveat: to $\operatorname{get}^{4} \lim _{\beta \rightarrow 0} S_{0}^{m, 1}(\beta)$ requires that $\lambda_{1}^{2}$ be accurate to order $m$, at least, in $\beta$. This is what is necessary to reproduce Rayleigh's results. Thus, approximations to $\lambda_{1}^{2}$ lead to lower order approximations to $S_{0}^{m, 1}(\beta)$ so that crude approximations to $\lambda_{1}^{2}$ lead to nonsense.
4. Other sums. The partial fraction expansions
$$
\frac{J_{0}(\alpha \lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}=\sum_{j=1} \frac{1}{\lambda^{2}-\lambda_{j}^{2}} \frac{2 \lambda_{j}^{2}}{\lambda_{j}^{2}+\beta^{2}} \frac{J_{0}\left(\alpha \lambda_{j}\right)}{J_{0}\left(\lambda_{j}\right)}, \quad 0 \leqq \alpha \leqq 1,
$$
and
$$
\frac{J_{1}(\alpha \lambda)}{\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)}=\sum_{j=1} \frac{\lambda \beta}{\lambda^{2}-\lambda_{j}^{2}} \frac{2}{\lambda_{j}^{2}+\beta^{2}} \frac{J_{1}\left(\alpha \lambda_{j}\right)}{J_{1}\left(\lambda_{j}\right)}, \quad 0 \leqq \alpha \leqq 1,
$$
are of interest. Their justification rests on obtaining useful bounds for $J_{0}(\alpha \lambda) / J_{0}(\lambda)$ and $J_{1}(\alpha \lambda) / J_{1}(\lambda)$ on $C_{j}$.

Retaining the sequence of contours $C_{j}$ in $\S 2$ we find that Conditions (i) and (ii) are satisfied; to show that Conditions (iii) and (iv) are satisfied we use

$$
J_{0}(\lambda) \sim \frac{\sqrt{2}}{\sqrt{\pi \lambda}}\left[\cos \left(\lambda-\frac{\pi}{4}\right)\left(1+O\left(\frac{1}{\lambda^{2}}\right)\right)-\sin \left(\lambda-\frac{\pi}{4}\right)\left(\frac{-1}{8 \lambda}+O\left(\frac{1}{\lambda^{3}}\right)\right)\right], \quad \operatorname{Re} \lambda \geqq 0
$$

(cf. Watson [8, p. 199]) so that

$$
\frac{J_{0}(\alpha \lambda)}{J_{0}(\lambda)} \rightarrow \frac{1}{\sqrt{\alpha}} \frac{\cos (\alpha \lambda)(1-1 /(8 \alpha \lambda))+\sin (\alpha \lambda)(1+1 /(8 \alpha \lambda))}{\cos (\lambda)(1-1(8 \lambda))+\sin (\lambda)(1-1 /(8 \lambda))}, \quad \alpha>0 .
$$

We conclude for large $\lambda$ that $\left|J_{0}(\alpha \lambda) / J_{0}(\lambda)\right|^{2}$ is bounded by $(1 / \alpha)(\cosh (2 \alpha \operatorname{Im} \lambda)+$ $\sin (2 \alpha \operatorname{Re} \lambda)) /(\cosh (2 \operatorname{Im} \lambda)+\sin (2 \operatorname{Re} \lambda))$; but this is less than $2 / \alpha$ on the vertical sides of $C_{j}$ and is less than $(1 / \alpha) \operatorname{coth}^{2}(\pi j)$ on the horizontal sides of $C_{j}$ for $\alpha \in(0,1)$. It follows that $\left|J_{0}(\alpha \lambda) / J_{0}(\lambda)\right|$ is bounded by $2^{1 / 2} / \alpha^{1 / 2}$ on $C_{j}$ as $j \rightarrow \infty$ and hence that the first expansion is justified for $\alpha \in(0,1]$. For $\alpha=0$, we find that $\left|J_{0}(\lambda)\right|^{-2}$ is bounded by $\pi|\lambda| /(\cosh (2 \operatorname{Im} \lambda)+\sin (2 \operatorname{Re} \lambda))$, and thus by $\pi \cdot \pi j$ on the vertical sides of $C_{j}$ and by $\pi \cdot \sqrt{2} \pi j / \sinh (2 \pi j)$ on the horizontal sides of $C_{j}$. It follows that $\left|J_{0}(\lambda)\right|^{-1}$ is bounded by $\pi \sqrt{j}$ on $C_{j}$ as $j \rightarrow \infty$, and hence that the first expansion is justified for $\alpha=0$ inasmuch as $\pi \sqrt{j} /(\pi j-\beta)$ vanishes as $j \rightarrow \infty$. In a similar way we can show that $\left|J_{1}(\alpha \lambda) / J_{1}(\lambda)\right|$ is uniformly bounded on $C_{j}$ by $2^{1 / 2} / \alpha^{1 / 2}$ so that Conditions (iii) and (iv) obtain therein, and hence that the second expansion is justified for $\alpha \in(0,1)$. The first expansion implies that

$$
R_{0 k}(z ; \alpha, \beta) \equiv \frac{J_{0}(\alpha \sqrt{z})}{F_{k}(z: \beta)}=\frac{2 \lambda_{k}^{2}}{\lambda_{k}^{2}+\beta^{2}} \frac{J_{0}\left(\alpha \lambda_{k}\right)}{J_{0}\left(\lambda_{k}\right)}+\left(z-\lambda_{k}^{2}\right) \sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(z-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)} \frac{J_{0}\left(\alpha \lambda_{j}\right)}{J_{0}\left(\lambda_{j}\right)}
$$

and hence that

$$
R_{0 k}^{(n)}\left(\lambda_{k}^{2} ; \alpha, \beta\right)=(-1)^{n-1} n!\sum_{j \neq k} \frac{2 \lambda_{j}^{2}}{\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right)^{n}\left(\lambda_{j}^{2}+\beta^{2}\right)} \frac{J_{0}\left(\alpha \lambda_{j}\right)}{J_{0}\left(\lambda_{j}\right)},
$$

so that the evaluation of the infinite sum reduces to the evaluation of $R_{0 k}^{(n)}\left(\lambda_{k}^{2} ; \alpha, \beta\right)$.

[^46]For example, because

$$
R_{0 k}^{(1)}(z ; \alpha=0, \beta)=-\frac{(d / d z) F_{k}(z ; \beta)}{F_{k}^{2}(z ; \beta)}
$$

and

$$
R_{0 k}^{(2)}(z ; \alpha=0, \beta)=2 \frac{\left[(d / d z) F_{k}(z ; \beta)\right]^{2}}{F_{k}^{3}(z ; \beta)}-\frac{\left(d^{2} / d z^{2}\right) F_{k}(z ; \beta)}{F_{k}^{2}(z ; \beta)},
$$

we find at $\beta=0$ that

$$
\frac{J_{1}\left(\lambda_{k}\right)}{2 \lambda_{k} J_{0}^{2}\left(\lambda_{k}\right)}=\sum_{j \neq k} \frac{2}{\lambda_{k}^{2}-\lambda_{j}^{2}} \frac{1}{J_{0}\left(\lambda_{k}\right)}
$$

and

$$
\frac{1}{4 \lambda_{k}^{2}} \frac{J_{1}^{2}\left(\lambda_{k}\right)}{J_{0}^{3}\left(\lambda_{k}\right)}+\frac{1}{3 \lambda_{k}^{2}} \frac{1}{J_{0}\left(\lambda_{k}\right)}\left[\frac{1}{2}-\frac{J_{1}\left(\lambda_{k}\right)}{\lambda_{k} J_{0}\left(\lambda_{k}\right)}\right]=-2 \sum_{j \neq k} \frac{2}{\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right)^{2}} \frac{1}{J_{0}\left(\lambda_{j}\right)^{2}} .
$$

Because

$$
J_{0}(\lambda)=1-\frac{1}{4} \lambda^{2}+\cdots \quad \text { and } \quad \frac{J_{1}(\lambda)}{\lambda J_{0}(\lambda)}=\frac{1}{2}+\frac{1}{16} \lambda^{2}+\frac{1}{96} \lambda^{4}+\cdots
$$

as $\lambda \rightarrow 0$ and $\lambda_{1}=0$, it follows for $k=1$ that

$$
-\frac{1}{8}=\sum_{j=2} \frac{1}{\lambda_{j}^{2}} \frac{1}{J_{0}\left(\lambda_{j}\right)}, \quad-\frac{1}{96}=\sum_{j=2} \frac{1}{\lambda_{j}^{4}} \frac{1}{J_{0}\left(\lambda_{j}\right)} ;
$$

because $\lambda_{k}$ satisfies $J_{1}\left(\lambda_{k}\right)=0$, it follows for $k>1$ that

$$
0=\sum_{j \neq k} \frac{1}{\lambda_{k}^{2}-\lambda_{j}^{2}} \frac{1}{J_{0}\left(\lambda_{j}\right)}, \quad-\frac{1}{24} \frac{1}{\lambda_{k}^{2} J_{0}\left(\lambda_{k}\right)}=\sum_{j \neq k} \frac{1}{\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right)^{2}} \frac{1}{J_{0}\left(\lambda_{j}\right)} .
$$

The sum, $\sum_{j=2} 1 /\left(\lambda_{j}^{4} J_{0}\left(\lambda_{j}\right)\right)$, appears in the work of Bhattacharya and Gupta [3]; its summation, $-1 / 96$, was conjectured but not rigorously justified.

There are values of $z$ other than $z=\lambda_{k}^{2}$ at which the expansion of $R_{0 k}(z ; \alpha, \beta)$, or more simply

$$
R_{0}(z ; \alpha=1, \beta)=\frac{J_{0}(\sqrt{z})}{\sqrt{z} J_{1}(\sqrt{z})-\beta J_{0}(\sqrt{z})}=\sum_{j=1} \frac{2 \lambda_{j}^{2}}{\left(z-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta^{2}\right)},
$$

yields useful information. For instance, on setting $z=0$ we find a generalization of Rayleigh's sum, viz., for $m=0,1, \cdots$

$$
R_{0}(0 ; \alpha=1, \beta)=-m!\sum_{j=1} \frac{2}{\lambda_{j}^{2 m}\left(\lambda_{j}^{2}+\beta^{2}\right)}
$$

implies

$$
\begin{aligned}
& \frac{1}{\beta}=\sum_{j=1} \frac{2}{\lambda_{j}^{2}+\beta^{2}} \\
& \frac{1}{2 \beta^{2}}=\sum_{j=1} \frac{2}{\lambda_{j}^{2}\left(\lambda_{j}^{2}+\beta^{2}\right)}
\end{aligned}
$$

More generally $z=\lambda_{k}^{2}(0)$ and $z=\lambda_{k}^{2}(\infty)$ are interesting: $J_{1}$ vanishes at the former, $J_{0}$ at the latter.
5. Sums for the parallel plane geometry. There are other applications of the Cauchy partial fraction expansion in dispersion calculations. For instance in the parallel plane geometry (a limiting cylinder) the coefficient $X_{2 \infty}$ becomes

$$
X_{2 \infty}=1+16 N_{p e}^{2} \frac{\lambda_{1}^{2}}{\lambda_{1}^{2}+\beta+\beta^{2}} \sum_{j \neq 1} \frac{\lambda_{j}^{2}}{\left(\lambda_{j}^{2}+\beta+\beta^{2}\right)} \frac{\left(\lambda_{j}^{2}+\lambda_{1}^{2}+2 \beta+2 \beta^{2}\right)^{2}}{\left(\lambda_{j}^{2}-\lambda_{1}^{2}\right)^{5}}
$$

where $\lambda_{1}<\lambda_{2}<\cdots$ denotes the increasing sequence of nonnegative zeros of

$$
\lambda_{j} \sin \left(\lambda_{j}\right)-\beta \cos \left(\lambda_{j}\right)=0, \quad \beta \geqq 0 .
$$

The infinite sum can be rewritten

$$
S_{c}^{3,1}(\beta)+4\left(\lambda_{1}^{2}+\beta+\beta^{2}\right) S_{c}^{4,1}(\beta)+4\left(\lambda_{1}^{2}+\beta+\beta^{2}\right)^{2} S_{c}^{5,1}(\beta)
$$

where

$$
S_{c}^{m, k}(\beta)=\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{\lambda_{j}^{2}}{\left(\lambda_{j}^{2}+\beta+\beta^{2}\right)^{2}} .
$$

In Tables 3 and 4 we record the SMP derived formulae for $S_{c}^{m, k}(\beta)$ and $S_{s}^{m, k}(\beta)$, $m=1,2, \cdots, 5$, where

$$
S_{s}^{m, k}(\beta)=\sum_{j \neq k} \frac{1}{\left(\lambda_{j}^{2}-\lambda_{k}^{2}\right)^{m}} \frac{1}{\left(\lambda_{j}^{2}+\beta+\beta^{2}\right)^{\circ}} .
$$

Table 3 The sums $S_{c}^{m, k}(\beta)$.

| $m$ | $2\left(\lambda_{k}^{2}+\beta+\beta^{2}\right)^{m} S_{c}^{m, k}(\beta)$ |
| :---: | :---: |
| 1 | $\frac{1}{2}+\beta^{2}-\frac{\beta(1+\beta)}{\lambda_{k}^{2}+\beta+\beta^{2}}$ |
| 2 | $\frac{1}{3!}\left[\frac{1}{4}\left(-9-12 \beta+4 \beta^{2}+4 \lambda_{k}^{2}\right)+\frac{15 \beta(1+\beta)}{4 \lambda_{k}^{2}}\right]-\frac{\beta^{2}(1+\beta)^{2}}{2 \lambda_{k}^{2}\left(\lambda_{k}^{2}+\beta+\beta^{2}\right)}$ |
| 3 | $\frac{1}{4!}\left[\frac{1}{2}\left(15+20 \beta-6 \lambda_{k}^{2}-4 \beta^{2}\right)+\frac{\beta(1+\beta)\left(-9+3 \beta+\beta^{2}\right)}{\lambda_{k}^{2}}+\frac{9}{2 \lambda_{k}^{4}} \beta^{2}(1+\beta)^{2}\right]-\frac{\beta^{3}(1+\beta)^{3}}{4 \lambda_{k}^{4}\left(\lambda_{k}^{2}+\beta+\beta^{2}\right)}$ |
| 4 | $\frac{1}{5!}\left[\frac{1}{48}\left(-1575-2040 \beta+456 \beta^{2}+224 \beta^{3}+48 \beta^{4}+\lambda_{k}^{2}\left(600+112 \beta+48 \beta^{2}\right)+16 \lambda_{k}^{4}\right)\right.$ |
|  | $\left.+\frac{\beta(1+\beta)\left(1035-1560 \beta-360 \beta^{2}+96 \beta^{3}+16 \beta^{4}\right)}{48 \lambda_{k}^{2}}-\frac{5 \beta^{2}(1+\beta)^{2}\left(3+24 \beta+8 \beta^{2}\right)}{16 \lambda_{k}^{4}}\right]$ |
| $+\frac{21 \beta^{3}(1+\beta)^{3}}{128 \lambda_{k}^{6}}-\frac{\beta^{4}(1+\beta)^{4}}{8 \lambda_{k}^{6}\left(\lambda_{k}^{2}+\beta+\beta^{2}\right)}$ |  |

5

$$
\begin{aligned}
& \frac{1}{6!}\left[\frac{-1}{16}\left(-2835-3480 \beta+1096 \beta^{2}+800 \beta^{3}+144 \beta^{4}+\lambda_{k}^{2}\left(1050+368 \beta+128 \beta^{2}\right)+40 \lambda_{k}^{4}\right)\right. \\
&-\frac{\beta(1+\beta)\left(45-1200 \beta-213 \beta^{2}+108 \beta^{3}+16 \beta^{4}\right)}{4 \lambda_{k}^{2}} \\
&\left.-\frac{\beta^{2}(1+\beta)^{2}\left(90-300 \beta-90 \beta^{2}+6 \beta^{3}+\beta^{4}\right)}{2 \lambda_{k}^{4}}+\frac{15 \beta^{3}(1+\beta)^{2}\left(-66+15 \beta+5 \beta^{2}\right)}{8 \lambda_{k}^{6}}\right] \\
&+\frac{9 \beta^{4}(1+\beta)^{4}}{256 \lambda_{k}^{8}}-\frac{\beta^{5}(1+\beta)^{5}}{16 \lambda_{k}^{8}\left(\lambda_{k}^{2}+\beta+\beta^{2}\right)}
\end{aligned}
$$

Table 4
The sums $S_{s}^{m, k}(\beta)$.


Here the Cauchy partial fraction expansions

$$
\frac{\cos (\lambda)}{\lambda \sin (\lambda)-\beta \cos (\lambda)}=\sum_{j=1} \frac{2 \lambda_{j}^{2}}{\left(\lambda^{2}-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta+\beta^{2}\right)}
$$

and

$$
\frac{\sin (\lambda)}{\lambda \sin (\lambda)-\beta \cos (\lambda)}=\sum_{j=1} \frac{2 \lambda \beta}{\left(\lambda^{2}-\lambda_{j}^{2}\right)\left(\lambda_{j}^{2}+\beta+\beta^{2}\right)}
$$

lead to useful representations of

$$
\left(z-\lambda_{k}^{2}\right) \frac{\cos (\sqrt{z})}{\sqrt{z}(\sqrt{z} \sin (\sqrt{z})-\beta \cos (\sqrt{z}))}
$$

and

$$
\left(z-\lambda_{k}^{2}\right) \frac{\sin (\sqrt{z})}{\sqrt{z}(\sqrt{z} \sin (\sqrt{z})-\beta \cos (\sqrt{z}))}
$$

and thence of $S_{c}^{m, k}(\beta)$ and $S_{s}^{m, k}(\beta)$.
The four conditions of the first form of Cauchy's theorem are satisfied for $f(\lambda)=$ $\lambda \sin (\lambda)-\beta \cos (\lambda), g(\lambda)=\cos (\lambda)$ and $g(\lambda)=\sin (\lambda)$. In particular, Condition (i) is satisfied because $g(\lambda) / f(\lambda)$ is regular save for the zeros of $f(\lambda)$. If $C_{j}$ denotes the square contour on the Argand diagram with vertices at $\left( \pm\left(j+\frac{3}{4}\right) \pi, \pm\left(j+\frac{3}{4}\right) \pi\right)$ then the sequence $\left\{C_{j}\right\}$ satisfies Condition (ii). Indeed the zeros of $f(\lambda)$ are real; the proof
parallels Lommel's proof for $\lambda J_{1}(\lambda)-\beta J_{0}(\lambda)$. And the zeros of $f(\lambda)$ lie on the interval $\left(j \pi, j \pi+\frac{1}{2} \pi\right)$; viz., $(d / d \lambda) \lambda \tan (\lambda) \geqq 0$ on the interval $\left(j \pi-\frac{1}{2} \pi, j \pi+\frac{1}{2} \pi\right)$ and $j \pi \tan (j \pi)=0$. To see that Conditions (iii) and (iv) are satisfied we note that $|\tan (\lambda)|^{2}=$ $(\cosh (2 \operatorname{Im} \lambda)-\cos (2 \operatorname{Re} \lambda)) /(\cosh (2 \operatorname{Im} \lambda)+\cos (2 \operatorname{Re} \lambda))$ implies that on the horizontal sides of $C_{j} \tanh \left(j+\frac{3}{4}\right) \pi \leqq|\tan (\lambda)| \leqq \operatorname{coth}\left(j+\frac{3}{4}\right) \pi$, and that on the vertical sides of $C_{j}|\tanh (\lambda)|=1$. Thus $|\tan (\lambda)| \rightarrow 1$ on $C_{j}$ as $j \rightarrow \infty$. It follows that $|g(\lambda) / f(\lambda)|$ is bounded by $(|\lambda|-\beta)^{-1} \leqq\left(\left(j+\frac{3}{4}\right) \pi-\beta\right)^{-1}$ on $C_{j}$ as $j \rightarrow \infty$ and hence vanishes uniformly as $j \rightarrow \infty$.

The dispersion coefficient $X_{2 \infty}$ is then

$$
\begin{aligned}
X_{2 \infty}= & 1+N_{p e}^{2} \frac{1}{\left(\lambda_{1}^{2}+\beta+\beta^{2}\right)^{3}} \\
& \cdot\left[-\frac{7}{8} \frac{\beta^{3}(1+\beta)^{3}}{\lambda_{1}^{6}}-\frac{\beta(1+\beta)\left(-225-1230 \beta-330 \beta^{2}+48 \beta^{3}+8 \beta^{4}\right)}{360 \lambda_{1}^{2}}\right. \\
& +\frac{\beta^{2}(1+\beta)^{2}\left(-33+30 \beta+10 \beta^{2}\right)}{24 \lambda_{1}^{4}}+\frac{585+810 \beta-78 \beta^{2}-192 \beta^{3}-24 \beta^{4}-8 \lambda_{1}^{4}}{360} \\
& \left.-\lambda_{1}^{2}\left[\frac{7}{12}+\frac{17 \beta}{45}+\frac{\beta^{2}}{15}\right]\right]
\end{aligned}
$$

for $\beta \cong 0$, the following is useful:

$$
\lambda_{1}^{2}=\beta-\frac{1}{3} \beta^{2}+\frac{4}{45} \beta^{3}-\frac{16}{945} \beta^{4}+\frac{16}{14175} \beta^{5}+\frac{64}{93555} \beta^{6}-\frac{69248}{212837625} \beta^{7}+\frac{512}{8292375} \beta^{8}+\cdots
$$

which was derived from $(d / d \beta) \lambda_{1}^{2}=2 \lambda_{1}^{2} /\left(\lambda_{1}^{2}+\beta+\beta^{2}\right)$ by the method of Frobenius.
6. Conclusion. The foregoing analysis turns on two items. Firstly, the existence of the Cauchy partial fraction expansion for $g(\lambda) / f(\lambda)$. This is justified if Conditions (i), (ii), (iii) and (iv) of Cauchy's theorem (cf. Copson [4, pp. 144-148]), are satisfied. Secondly, the evaluation of

$$
\left.\frac{d^{n}}{d \lambda^{n}} \frac{\lambda-\lambda_{k}}{f(\lambda)} g(\lambda)\right|_{\lambda=\lambda_{k}}
$$

This can be done because $\lambda-\lambda_{k}$ is an unrepeated factor of $f(\lambda)$ so that if $f(\lambda)$ is regular then $f_{k}(\lambda)=f(\lambda) /\left(\lambda-\lambda_{k}\right)$ is regular; hence $f_{k}^{(n)}\left(\lambda_{k}\right)=f^{(n+1)}\left(\lambda_{k}\right) /(n+1)$.

Acknowledgment. The help of Dale Prouty of Inference Corporation in using SMP is gratefully acknowledged.

## REFERENCES

[1] S. Ahmed and M. E. Muldoon, Reciprocal power sums of differences of zeros of special functions, this Journal, 14 (1983), pp. 372-382.
[2] R. Aris, Hierarchies of models in reactive systems, in Dynamics and Modeling of Reactive Systems, W. E. Stewart, W. H. Ray and C. C. Conley, eds., Academic Press, New York, 1980, pp. 1-35.
[3] R. N. Bhattacharya and V. K. Gupta, On the Taylor-Aris theory of solute transport in a capillary, SIAM J. Appl. Math., 44 (1984), pp. 33-39.
[4] E. T. Copson, An Introduction to the Theory of Functions of a Complex Variable, Oxford Univ. Press, London, 1962.
[5] A. E. DeGance and L. E. Johns, The theory of dispersion of chemically active solutes in a rectilinear flow field, Appl. Sci. Res., 34 (1978), pp. 189-225.
[6] - The theory of dispersion of chemically active solutes in a rectilinear flow field. The vector problem, Appl. Sci. Res., 42 (1985), pp. 55-88.
[7] Lord Rayleigh (J. W. Strutt), Note on the numerical calculation of the roots of fluctuating functions, Proc. London Math. Soc., V (1874), pp. 119-124.
[8] G. N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge Univ. Press, London, 1944.
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#### Abstract

An inequality involving an infinite series of geometric means has the curious property that the set for which equality holds is of infinite dimension.
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1. Introduction. Throughout this note $n \in N=\{1,2,3, \cdots\}$ and $\left\{a_{n}\right\}$ for $n \in N$ is a sequence of positive real numbers. The geometric mean of the first $n$ of these numbers is denoted by

$$
G_{n}=\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n}
$$

Our principal objective is to establish the following.
Theorem 1. Let $a_{1}+a_{3}+a_{5}+\cdots<\infty$. Then

$$
\begin{equation*}
G_{1}-2 G_{2}+3 G_{3}-4 G_{4}+\cdots \leqq a_{1}+a_{3}+a_{5}+\cdots \tag{1}
\end{equation*}
$$

whenever the left-hand side converges. If $a_{2 j-1} \neq o(1 / j)$ the inequality is strict, but if $a_{2 j-1}=o(1 / j)$ there is exactly one choice of $\left\{a_{2 j}\right\}$ for which equality holds.

The condition $a_{2 j-1}=o(1 / j)$ allows an infinite-dimensional subset of the Hilbert space $l_{2}$, and if we had $O(1 / j)$ instead of $o(1 / j)$, the subset would be isomorphic to the Hilbert cube. We know of no other inequality that exhibits behavior such as this.

In the course of proving Theorem 1 we review some significant classical inequalities from our own point of view. We also supplement the theorem by an inequality in the opposite direction and discuss the difficult problem of convergence.
2. Inequalities of Bernoulli, Rado and Maclaurin. Let us start from Bernoulli's inequality

$$
\begin{equation*}
(1+y)^{n}>1+n y, \quad n \geqq 2, \quad y>-1, \quad y \neq 0 \tag{2}
\end{equation*}
$$

for which an inductive proof can be given with ease. Setting $x=1+y$ we get the equivalent inequality

$$
\begin{equation*}
x^{n}>n x-(n-1), \quad n \geqq 2, \quad x>0, \quad x \neq 1 . \tag{3}
\end{equation*}
$$

If we choose $x=G_{n} / G_{n-1}$ in (3) and multiply by $G_{n-1}$ the result is

$$
\begin{equation*}
a_{n} \geqq n G_{n}-(n-1) G_{n-1}, \quad n \geqq 2, \tag{4}
\end{equation*}
$$

with strict inequality unless $G_{n}=G_{n-1}$. The arithmetic mean

$$
A_{n}=\frac{a_{1}+a_{2}+\cdots+a_{n}}{n}
$$

satisfies $a_{n}=n A_{n}-(n-1) A_{n-1}$ and (4) becomes

$$
\begin{equation*}
n\left(A_{n}-G_{n}\right) \geqq(n-1)\left(A_{n-1}-G_{n-1}\right), \tag{5}
\end{equation*}
$$

[^47]which is one form of Rado's inequality. As indicated in [2], the latter provides the basis for an inductive proof of Maclaurin's inequality $G_{n} \leqq A_{n}$, with full control of the cases of equality. Addition of the results (4) gives the following, which is also known as Rado's inequality:
$$
\sum_{m+1}^{n} a_{k} \geqq n G_{n}-m G_{m}, \quad n>m \geqq 1 .
$$

It is seen below that (4) leads to Theorem 1 and that is the reason why these familiar results have been reviewed above. Of course, (3) can be obtained by noting that the function $f(x)=x^{n}-n x$ satisfies $f^{\prime \prime}(x) \geqq 0, f^{\prime}(1)=0$, and hence $f(x) \leqq f(1)$. The proof based on Bernoulli's inequality has been preferred here because of its historical interest.
3. Proof of Theorem 1. When the series converge we set

$$
E=a_{2}+a_{4}+a_{6}+\cdots, \quad U=a_{1}+a_{3}+a_{5}+\cdots, \quad G=G_{1}-2 G_{2}+3 G_{3}-4 G_{4}+\cdots,
$$

and we denote the partial sums by $E(m), U(m)$ and $G(m)$, respectively, where the summation stops at index $m$. Hence $m$ is even, odd, and indifferent for $E, U, G$, respectively. By (4)

$$
a_{3} \geqq 3 G_{3}-2 G_{2}, \quad a_{5} \geqq 5 G_{5}-4 G_{4}, \quad a_{7} \geqq 7 G_{7}-6 G_{6},
$$

and so on. Upon recalling that $a_{1}=G_{1}$ and adding, we get $U(m) \geqq G(m)$ for all odd integers $m$. By $\S 2$ we have equality if, and only if,

$$
G_{3}=G_{2}, \quad G_{5}=G_{4}, \quad G_{7}=G_{6},
$$

and so on. The equation $G_{2 k+1}=G_{2 k}$ is equivalent to

$$
\begin{equation*}
\left(a_{2 k+1}\right)^{2 k}=a_{1} a_{2} \cdots a_{2 k} . \tag{6}
\end{equation*}
$$

Hence, we can prescribe the $a_{2 k}$ arbitrarily and the $a_{2 k+1}$ are then determined uniquely. Equation (6) gives $G_{2 k}=a_{2 k+1}$ and the series $G$ when $G_{2 k}=G_{2 k+1}$ reduces to the following without parentheses:

$$
a_{1}+\left(-2 a_{3}+3 a_{3}\right)+\left(-4 a_{5}+5 a_{5}\right)+\cdots .
$$

The series with parentheses converges by hypothesis, and the parentheses can be dropped if, and only if, $(2 k+1) a_{2 k+1} \rightarrow 0$. This gives Theorem 1.
4. A two-sided inequality. Adding (4) for even values of $m$ gives $-E(m) \leqq G(m)$ for $m$ even, and equality is equivalent to

$$
\left(a_{2 k}\right)^{2 k-1}=a_{1} a_{2} \cdots a_{2 k-1}, \quad k=1,2, \cdots, m / 2
$$

Here we can prescribe $a_{2 k-1}$ arbitrarily and the $a_{2 k}$ are then uniquely determined. The equality $-E=G$ is possible if, and only if, $a_{2 j}=o(1 / j)$. Letting $m \rightarrow \infty$ and ignoring the cases of equality, we are led to the following theorem:

Theorem 2. Let $a_{1}+a_{2}+a_{3}+\cdots<\infty$. Then the series $G$ is convergent and satisfies $-E \leqq G \leqq U$.

The only remaining problem is to establish the convergence. To this end let $\varepsilon>0$ be given and choose $m$ so large that

$$
a_{m}+a_{m+1}+a_{m+2}+\cdots<\varepsilon .
$$

With $m$ fixed, let

$$
P=P_{n}=a_{m+1} a_{m+2} \cdots a_{n}, \quad n>m .
$$

By Maclaurin's inequality between arithmetic and geometric means

$$
P<\left(\frac{\varepsilon}{n-m}\right)^{n-m} .
$$

Raising both sides to power $1 / n$ we get an inequality which implies

$$
\limsup _{n \rightarrow \infty} n P^{1 / n} \leqq \varepsilon .
$$

This gives $\lim \sup n G_{n} \leqq \varepsilon$ and hence $n G_{n} \rightarrow 0$ as $n \rightarrow \infty$. If we use this fact, and apply the method of $\S 3$ to a segment

$$
a_{m+1}+a_{m+2}+\cdots+a_{n},
$$

we find that the series $G$ satisfies the Cauchy criterion, hence converges.
The proof of Theorem 2 shows that the simultaneous equalities $G(2 n)=-E(2 n)$, $G(2 n+1)=U(2 n+1)$ are possible only if all $a_{j}$ are equal.
5. The problem of convergence. That $G$ may converge without convergence of $E$ or $U$ is shown by the following remark, whose proof is left to the reader: Let $S$ be an infinite subset of $N$ and let $a_{j}>0$ be arbitrarily prescribed for $j \in N-S$. Then we can determine $a_{j}>0$ with $j \in S$ in such a way that the series $G$ converges. Although convergence of both $E$ and $U$ ensures convergence of $G$, as seen in Theorem 2, difficulties remain when convergence of $E$ or $U$ alone is postulated. Here we give a sufficient condition which is related to Theorem 1:

Theorem 3. Let the series $U$ be convergent, and suppose there are positive constants $m, M$ such that

$$
m a_{2 k+1} \leqq G_{2 k} \leqq M a_{2 k+1}, \quad k \in N .
$$

Then $G$ converges if, and only if, $a_{2 k+1}=o(1 / k)$.
The special case $m=M=1$ reduces to the case of equality in Theorem 1.
If $G$ converges then $k G_{2 k+1} \rightarrow 0$ and the condition $k a_{2 k+1} \rightarrow 0$ follows from

$$
k a_{2 k+1}=k G_{2 k+1}\left(a_{2 k+1} / G_{2 k}\right)^{2 k /(2 k+1)} \leqq k G_{2 k+1} m^{-2 k /(2 k+1)} .
$$

The main difficulty is in the converse.
Suppose, then, that $a_{2 k+1}=o(1 / k)$. We define $b_{2 k+1}$ by

$$
\begin{equation*}
a_{2 k+1} b_{2 k+1}=-2 k G_{2 k}+(2 k+1) G_{2 k+1} \tag{7}
\end{equation*}
$$

and note that (4) gives $b_{2 k+1} \leqq 1$. A lower bound can be obtained from the identity

$$
b_{2 k+1}=\left(G_{2 k} / a_{2 k+1}\right)^{2 k /(2 k+1)}\left(2 k+1-2 k\left(G_{2 k} / a_{2 k+1}\right)^{1 /(2 k+1)}\right)
$$

together with $0<G_{2 k} / a_{2 k+1} \leqq M$ and the limit

$$
\lim _{k \rightarrow \infty}\left(2 k+1-2 k M^{1 /(2 k+1)}\right)=1-\log M
$$

whose verification is left to the reader. Hence, there is a constant $C$ such that $\left|b_{2 k+1}\right| \leqq C$. Referring to (7) we see that

$$
\sum_{k=1}^{\infty}\left|-2 k G_{2 k}+(2 k+1) G_{2 k+1}\right|
$$

converges by the comparison test. This establishes existence of $\lim G(2 n-1)$ as $n \rightarrow \infty$. The convergence of $G$ now follows from

$$
n G_{2 n} \leqq M n a_{2 n+1} \rightarrow 0, \quad n \rightarrow \infty .
$$

In a similar fashion, if $E$ converges, and

$$
m a_{2 k} \leqq G_{2 k-1} \leqq M a_{2 k}
$$

for positive constants $m, M$, then $G$ converges if, and only if, $a_{2 k}=o(1 / k)$.
6. Historical note. The inequality $G_{n} \leqq A_{n}$ is attributed by Hardy, Littlewood and Pólya [2] to Maclaurin and we have followed this attribution here. By a somewhat different procedure Rado's inequality (5) is also derived in [2] and is used to give an inductive proof of $G_{n} \leqq A_{n}$. Another derivation of Rado's inequality was given by Jacobsthal [3] in 1951, which is to say, 17 years after the appearance of the first edition [2]. Here the starting point is the identity

$$
A_{n}=\frac{G_{n-1}}{n}\left((n-1) \frac{A_{n-1}}{G_{n-1}}+\left(\frac{G_{n}}{G_{n-1}}\right)^{n}\right)
$$

and (5) follows by the choice $x=G_{n} / G_{n-1}$ in (3). This is the choice we made to get the equivalent equation (4), though the latter is not mentioned in [1], [2], [3]. We believe that the particular sequence of events in § 2 may have some advantage over other treatments but, because of overlap with [1], [2], [3], this part of our paper should be regarded as expository.

Theorem 2 is deduced in [5] from a general inequality, of which $-E \leqq G$ and $G \leqq U$ are extremely special cases. The proof of convergence following Theorem 2 was outlined in [4], but so briefly that the argument caused difficulty for some readers. The missing details have been supplied here. We have not come across any prior statement of Theorems 1 or 3.
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Abstract. For any polynomial $f$ with complex coefficients we define

$$
\|f\|:=\left\{\int_{a}^{b}|f(t)|^{2} w(t) d t\right\}^{1 / 2}
$$

where $w:(a, b) \rightarrow R$ is a positive and integrable function with all moments finite. It is well known that there exists a constant $\gamma_{n}$, not depending on $f$, such that $\left\|f^{\prime}\right\| \leqq \gamma_{n}\|f\|$ for all $f, \operatorname{deg} f \leqq n$. In the present paper we consider the analogous inequality for derivatives of higher order and compute the best possible $\gamma_{n}$. This constant turns out to be the largest singular value of a certain matrix. Two examples are given.
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1. Let $-\infty \leqq a<b \leqq \infty$ and denote by $w:(a, b) \rightarrow R$ a positive and integrable function with all moments

$$
\int_{a}^{b} t^{n} w(t) d t, \quad n \geqq 0
$$

finite. For any polynomial $f$ with complex coefficients we define

$$
\begin{equation*}
\|f\|:=\left\{\int_{a}^{b}|f(t)|^{2} w(t) d t\right\}^{1 / 2} \tag{1}
\end{equation*}
$$

In [3] Mirsky showed that there exists a constant $\gamma_{n}$, not depending on $f$, such that

$$
\begin{equation*}
\left\|f^{\prime}\right\| \leqq \gamma_{n}\|f\| \tag{2}
\end{equation*}
$$

for every polynomial $f, \operatorname{deg} f \leqq n$.
In this paper we show that the best possible value for $\gamma_{n}$ is the largest singular value of a certain matrix. Moreover, (2) will be generalized to derivatives of higher order. Finally, the method which yields the best possible $\gamma_{n}$ will be illustrated by two examples.
2. First of all we introduce orthogonal polynomials with reference to the papers of Bellman [1] and Mirsky [3]. Under the above-mentioned assumptions there exists, according to [6], a sequence of real orthonormal polynomials $p_{n}, n \geqq 0$, associated with the weight function $w(t)$, i.e.,

$$
\begin{equation*}
\int_{a}^{b} p_{n} p_{m} w d t=\delta_{n m}, \quad n, m \geqq 0 . \tag{3}
\end{equation*}
$$

If (2) is valid for real polynomials, the same is true for complex ones since $f=g+i h$, $g$, $h$ real, implies $\|f\|^{2}=\|g\|^{2}+\|h\|^{2}$. Therefore, let $f$ be a real polynomial of degree $n$. The (unique) representations

$$
f(t)=\sum_{k=0}^{n} c_{k} p_{k}(t), \quad f^{(r)}(t)=\sum_{m=0}^{n-r} d_{m} p_{m}(t), \quad 0 \leqq r \leqq n,
$$

imply

$$
\begin{equation*}
\|f\|^{2}=\sum_{k=0}^{n} c_{k}^{2}, \quad\left\|f^{(r)}\right\|^{2}=\sum_{m=0}^{n-r} d_{m}^{2} \tag{4}
\end{equation*}
$$

[^48]because of (3). On the other hand,
$$
\sum_{k=0}^{n} c_{k} p_{k}^{(r)}(t)=\sum_{m=0}^{n-r} d_{m} p_{m}(t)
$$
yields
\[

$$
\begin{equation*}
\sum_{k=0}^{n} c_{k} e_{k j}^{(r)}=d_{j}, \quad 0 \leqq j \leqq n-r, \tag{5}
\end{equation*}
$$

\]

where

$$
e_{k j}^{(r)}:=\int_{a}^{b} p_{k}^{(r)} p_{j} w d t
$$

Let $c^{t}:=\left(c_{0}, \cdots, c_{n}\right) \in R^{n+1}, d^{t}:=\left(d_{0}, \cdots, d_{n-r}\right) \in R^{n-r+1}$ and

$$
A_{n}^{(r)}:=\left(\begin{array}{ccc}
e_{00}^{(r)} & \cdots & e_{n 0}^{(r)}  \tag{6}\\
\vdots & & \vdots \\
e_{0 n-r}^{(r)} & \cdots & e_{n n-r}^{(r)}
\end{array}\right)
$$

According to these definitions, (5) can be interpreted as the linear transformation

$$
A_{n}^{(r)} c=d
$$

Since $\|f\|=|c|$ and $\left\|f^{(r)}\right\|=|d|$, where $|c|,|d|$ are the Euclidean vector norms in $R^{n+1}$ and $R^{n-r+1}$, respectively (cf. (4)), we have the following problem:

Which is the best possible constant $\gamma_{n}^{(r)}$ such that

$$
\left|A_{n}^{(r)} c\right| \leqq \gamma_{n}^{(r)}|c| \quad \forall c \in R^{n+1} ?
$$

Obviously, this constant is the best possible in

$$
\left\|f^{(r)}\right\| \leqq \gamma_{n}^{(r)}\|f\| .
$$

The answer to this question is well known [5]:
$\gamma_{n}^{(r)}$ is the 2-norm of $A_{n}^{(r)}$. This norm is the largest singular value of $A_{n}^{(r)}$, which is the square root of the largest eigenvalue of $\left(A_{n}^{(r)}\right)^{t} A_{n}^{(r)}$.

Let $A=\left(a_{i k}\right) \in R^{m \times n}$ be any real matrix. Then the Frobenius norm

$$
\begin{equation*}
\|A\|_{F}:=\left\{\sum_{i=1}^{m} \sum_{k=1}^{n} a_{i k}^{2}\right\}^{1 / 2} \tag{7}
\end{equation*}
$$

provides an upper bound for the 2-norm of $A$ [5]. Consequently we obtain an upper bound for $\gamma_{n}^{(r)}$ in this way which, moreover, can be expressed easily in terms of the $p_{j}$. Since

$$
p_{n}^{(r)}=\sum_{m=0}^{n-r} e_{n m}^{(r)} p_{m}, \quad n \geqq 0,
$$

it follows that

$$
\left\|A_{n}^{(r)}\right\|_{F}^{2}=\sum_{j=0}^{n}\left\|p_{j}^{(r)}\right\|^{2}
$$

Together with the trivial lower bound for $\gamma_{n}^{(r)}$,

$$
\max _{0 \leqq j \leqq n}\left\|p_{j}^{(r)}\right\| \leqq \gamma_{n}^{(r)}
$$

this gives the estimation

$$
\begin{equation*}
\max _{0 \leqq j \leqq n}\left\|p_{j}^{(r)}\right\| \leqq \gamma_{n}^{(r)} \leqq\left\{\sum_{j=0}^{n}\left\|p_{j}^{(r)}\right\|^{2}\right\}^{1 / 2} \tag{8}
\end{equation*}
$$

which, restricted to $r=1$, is better than that given in [3]. Let us sum up now the results.
Theorem 1. Let $\|f\|, p_{j}, A_{n}^{(r)}$ be defined as in (1), (3) and (6), and let $f$ be any polynomial with complex coefficients, $\operatorname{deg} f \leqq n, n \geqq 0$. Then the best possible constant $\gamma_{n}^{(r)}$ such that

$$
\begin{equation*}
\left\|f^{(r)}\right\| \leqq \gamma_{n}^{(r)}\|f\| \tag{9}
\end{equation*}
$$


Example 1. We consider the case $a=-\infty, b=\infty, w(t)=e^{-t^{2}}$. A corresponding system of orthonormal polynomials is

$$
p_{n}(t)=\left\{\pi^{1 / 2} 2^{n} n!\right\}^{-1 / 2} H_{n}(t), \quad n \geqq 0
$$

where $H_{n}(t)$ denotes the $n$th Hermite polynomial [6]. Since $H_{n}^{\prime}=2 n H_{n-1}, n \geqq 1$, it is easy to prove by induction that

$$
\begin{equation*}
p_{n}^{(r)}=\left\{2^{r} r!\binom{n}{r}\right\}^{1 / 2} p_{n-r} \tag{10}
\end{equation*}
$$

holds for $0 \leqq r \leqq n$. Consequently,

$$
e_{k j}^{(r)}= \begin{cases}0 & \text { if } k \neq r+j \\ \left\{2^{r} r!\binom{k}{r}\right\}^{1 / 2} & \text { if } k=r+j\end{cases}
$$

Obviously, the largest eigenvalue of $\left(A_{n}^{(r)}\right)^{t} A_{n}^{(r)}$ is $2^{r} r!\binom{n}{r}$ and therefore, by Theorem 1

$$
\gamma_{n}^{(r)}=\left\{2^{r} r!\binom{n}{r}\right\}^{1 / 2}
$$

By (10) we have $\left\|p_{n}^{(r)}\right\|=\gamma_{n}^{(r)}$. Thus, in (8) the equality sign holds on the left-hand side. Moreover, (9) becomes an equality for the polynomials $p_{n}(t)$ themselves.

These results, as far as they concern the case $r=1$, were also proved by Mirsky [3] by a straightforward computation.
3. We want to give a further application of Theorem 1 which, however, requires some additional considerations. We need the following lemma.

Lemma. Let $A=\left(a_{i k}\right) \in R^{m \times n}$ be any real matrix with column sums $s_{k}:=\sum_{i=1}^{m} a_{i k}$ and row sums $z_{i}:=\sum_{k=1}^{n} a_{i k}$. Then

$$
\sigma_{A}^{2} \geqq \max \left\{\frac{1}{n} \sum_{i=1}^{m} z_{i}^{2}, \frac{1}{m} \sum_{k=1}^{n} s_{k}^{2}\right\},
$$

where $\sigma_{A}$ denotes the largest singular value of $A$.
Proof. $\sigma_{A}^{2}$ is the largest eigenvalue of $M:=A^{t} A$. Since $M$ is normal the following estimation holds [4]:

$$
\sigma_{A}^{2} \geqq \frac{1}{l} \max \left|S_{l}\right|,
$$

where $S_{l}$ is the sum of the elements in any $l \times l$ principal submatrix of $M$. The representation $m_{i k}=\sum_{j=1}^{m} a_{j i} a_{j k}$ of the elements of $M$ yields

$$
S_{n}=\sum_{i, k=1}^{n} m_{i k}=\sum_{i, k=1}^{n} \sum_{j=1}^{m} a_{j i} a_{j k}=\sum_{j=1}^{m} \sum_{i, k=1}^{n} a_{j i} a_{j k}=\sum_{j=1}^{m} z_{j}^{2} .
$$

Thus, for the special choice $l=n$, we have obtained the estimation

$$
\sigma_{A}^{2} \geqq \frac{1}{n} S_{n}=\frac{1}{n} \sum_{j=1}^{m} z_{j}^{2} .
$$

Since $\sigma_{A}$ is the 2-norm of $A$, which is invariant under transposition, the assertion is proved.

Example 2. Put $w(t)=e^{-t} t^{\alpha}, \alpha \in R, \alpha>-1, a=0, b=\infty$. A corresponding system of orthonormal polynomials is

$$
p_{n}(t)=\left\{\frac{n!}{\Gamma(n+\alpha+1)}\right\}^{1 / 2} L_{n}^{\alpha}(t), \quad n \geqq 0
$$

where $L_{n}^{\alpha}(t)$ denotes the $n$th Laguerre polynomial [6]. As one can prove easily, the recurrence formula [2, p. 109]

$$
\frac{d}{d t} L_{n}^{\alpha}-\frac{d}{d t} L_{n-1}^{\alpha}+L_{n-1}^{\alpha}=0, \quad n \geqq 1
$$

leads to

$$
\begin{equation*}
p_{n}^{\prime}=c\left(p_{n-1}^{\prime}-p_{n-1}\right), \quad n \geqq 1, \quad c:=(1+\alpha / n)^{-1 / 2} \tag{11}
\end{equation*}
$$

Hence, for $k \geqq 1, j \geqq 0$,

$$
e_{k j}^{(1)}= \begin{cases}-c & \text { if } k=j+1, \\ c e_{k-1 j}^{(1)} & \text { if } k \neq j+1,\end{cases}
$$

and so

$$
A_{n}:=-A_{n}^{(1)}=\left(\begin{array}{ccccc}
0 & c & c^{2} & \cdots & c^{n} \\
\vdots & \ddots & & c & \cdots \\
c^{n-1} \\
\vdots & & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \ddots & 0
\end{array}\right)
$$

An upper bound for $\gamma_{n}^{(1)}$ is $\left\|A_{n}^{(1)}\right\|_{F}=\left\|A_{n}\right\|_{F}$ (cf. (7)). A short calculation yields

$$
\begin{equation*}
\left(\gamma_{n}^{(1)}\right)^{2} \leqq\left\|A_{n}\right\|_{F}^{2}=\frac{c^{2}}{c^{2}-1}\left(c^{c^{2}} \frac{c^{2 n}-1}{c^{2}-1}-n\right) . \tag{12}
\end{equation*}
$$

Substituting for $c$ in (12) and observing that $(1+\alpha / n)^{n} \geqq 1+\alpha$, we obtain the "nicer" estimation

$$
\gamma_{n}^{(1)} \leqq\left\|A_{n}\right\|_{F} \leqq(1+\alpha)^{-1 / 2} n,
$$

which, moreover, implies that $\gamma_{n}^{(1)}=O(n)$.
Next we present a lower bound for $\gamma_{n}^{(1)}$ by applying the above lemma to $A_{n}$. Let $s_{j}, 0 \leqq j \leqq n$, denote the column sums of $A_{n}$. Then, by a short calculation,

$$
\begin{equation*}
\left(\gamma_{n}^{(1)}\right)^{2} \geqq \frac{1}{n} \sum_{j=1}^{n} s_{j}^{2}=\frac{c^{2}}{n(c-1)^{3}}\left[c^{2} \frac{c^{2 n}-1}{c+1}-2 c\left(c^{n}-1\right)+n(c-1)\right] . \tag{13}
\end{equation*}
$$

Finally we show that $\gamma_{n}^{(1)} / n>K$ for some positive constant $K$ as $n \rightarrow \infty$. We divide the right-hand side of (13) by $n^{2}$, substitute for $c$ and take the limit as $n \rightarrow \infty$. This yields

$$
g(\alpha):=4\left(4 e^{-\alpha / 2}-e^{-\alpha}+\alpha-3\right) / \alpha^{3},
$$

which obviously is positive for all $\alpha>-1$. (If $\alpha=0$, then $g(0)=\lim _{\alpha \rightarrow 0} g(\alpha)=\frac{1}{3}$.) With respect to Theorem 1 we thus have proved the following.

Theorem 2. Let $f$ be any polynomial with complex coefficients, $\operatorname{deg} f \leqq n, n \geqq 0$. Let $\|f\|$ be defined by (1) with $a=0, b=\infty, w(t)=e^{-t} t^{\alpha}, \alpha \in R, \alpha>-1$. Then we have

$$
\left\|f^{\prime}\right\| \leqq(1+\alpha)^{-1 / 2} n\|f\|
$$

The exponent of $n$ in this inequality cannot be replaced by a smaller one for arbitrary $n$.
In Example 2 it is difficult to compute the exact value of $\gamma_{n}^{(r)}$ for arbitrary $n$ and $r$. The estimates (12) and (13) for $\gamma_{n}^{(1)}$, however, are sharp enough to give the right order as $n \rightarrow \infty$. In the case $\alpha=0$ the bounds obtained by taking the limits in (12) and (13) as $\alpha \rightarrow 0$ have the form

$$
\left\{\frac{(2 n+1)(n+1)}{6}\right\}^{1 / 2} \leqq \gamma_{n}^{(1)} \leqq\left\{\frac{n(n+1)}{2}\right\}^{1 / 2}
$$
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# A WHIPPLE'S TRANSFORMATION FOR HYPERGEOMETRIC SERIES IN $U(n)$ AND MULTIVARIABLE HYPERGEOMETRIC ORTHOGONAL POLYNOMIALS* 
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#### Abstract

A generalization of the terminating form of Whipple's transformation is given for hypergeometric series in $U(n)$. This is proved by explicit evaluation of a generalized Biedenharn-Elliott identity for multiplicity-free $U(n)$ Racah coefficients. As a corollary, a Dougall's theorem is obtained for hypergeometric series in $U(n)$. A family of summation theorems for classical ordinary and basic hypergeometric series is also proved. Finally, a family of orthogonal polynomials on the discrete set $x_{1}+\cdots+x_{n}=N$, where the $x_{i}$ and $N$ are nonnegative integers, is defined which generalizes the (discrete) Racah polynomials of Wilson. We prove a recurrence relation, duality theorem and an identity similar to an addition theorem for these generalized Racah polynomials.
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Introduction. In 1976, Holman, Biedenharn and Louck [15] defined a multivariable generalization of classical well-poised hypergeometric series which they called "well-poised in $S U(n)$ ", $n \geqq 2$. These new special functions were closely connected to the multiplicity-free Racah and Wigner coefficients for $S U(n)$ (see $\S \S 1$ and 2 below). They showed that the hypergeometric series well-poised in $S U(n)$ satisfied a generalization of the terminating ${ }_{4} F_{3}(-1)$ summation theorem and gave an $S U(3)$ analogue of Whipple's theorem [4, eq. (4.3.4)]. In 1980, Holman [14] defined a general "hypergeometric series in $U(n)$ " and proved generalizations of the Saalschütz summation theorem, a Vandermonde (or Gauss) summation theorem and the terminating form of the ${ }_{5} F_{4}(1)$ summation theorem. These results were proved by explicitly computing identities involving multiplicity-free Racah and Wigner coefficients for $U(n)$ (or $S U(n)$ ). However, it remained an outstanding problem to find a true generalization of Whipple's theorem to hypergeometric series in $U(n)$.

The importance of finding such a generalized Whipple's theorem had been noted by Andrews [3] and Milne [20]. They hoped that if there were such a generalized Whipple's theorem, then there would also be a $q$-analogue of it. In the classical case, Watson's $q$-analogue of Whipple's theorem [24] had been used to prove several partition identities including the Rogers-Ramanujan identities (Watson [24]). We remark that in a different direction Andrews [3] has given a generalization of Watson's $q$-analogue of Whipple's theorem.

In this paper we prove a generalization of Whipple's theorem for hypergeometric series in $U(n)$. We first prove in § 1 (Prop. 1.50) a generalization of the BiedenharnElliottt (B-E) identity for certain multiplicity-free $U(n)$ Racah coefficients. Generalizations of the B-E identity have been previously stated and proved by more than one author [10], [19]. In § 2 we explicitly compute a degenerate case of this B-E identity and obtain a generalization of Whipple's theorem (Thm. 2.24). For the classical case $n=2$ this proof is already given in [15].

[^49]As corollaries of Theorem 2.24, we obtain in § 3 several other summation and transformation theorems for hypergeometric series in $U(n)$. In particular we obtain generalizations of Dougall's theorem (Cor. 3.1), an analogue of Dougall's theorem (Cor. 3.4) and a terminating form of Whipple's ${ }_{6} F_{5}(-1)$ transformation (Cor. 3.8 and 3.10). Finally, we prove a family of summation theorems for classical terminating ${ }_{n+1} F_{n}(1)$ (Thm 3.13) and their $q$-analogues, ${ }_{n+1} \varphi_{n}(1)$ (Thm. 3.18), for $n \geqq 1$.

In § 4 we define a family of orthogonal polynomials in several variables (Prop. 4.5) which are orthogonal on the discrete set $x_{1}+\cdots+x_{n}=N$, where the $x_{i}, 1 \leqq i \leqq n$, and $N$ are nonnegative integers and $n \geqq 2$. In $\S \S 5,6$ and 7 a recurrence relation, duality theorem and an identity similar to an addition theorem are proved for these generalized Racah polynomials.

Finally, in the appendix we prove the key technical Proposition A. 16 which is needed in the explicit computation of the special case of the B-E identity used in the proof of Theorem 2.24.

The approach we have taken in this paper relies on the algebraic properties of the Racah coefficients or the "Racah-Wigner algebra of tensor operators" (see [8]). In fact, the key B-E identity is a consequence of the associativity law in the RacahWigner algebra [8], [19].

Another complementary approach to the transformation identities for hypergeometric series in $U(n)$ is by means of difference equations. By this method Milne [20] gave an elementary proof of Holman's ${ }_{5} F_{4}(1)$ summation theorem.

The results in this paper involve only the multiplicity-free Racah coefficients for $U(n)$. A better understanding of the nonmultiplicity-free Racah coefficients should lead to further generalizations of the transformation identities discussed here and to new orthogonality relations.

1. Vector coupling coefficients, recoupling coefficients and the Biedenharn-Elliott identity. We shall recall some facts about Wigner coefficients for $U(n), n \geqq 1$, which are expounded in greater length in [6]. The irreducible representations of $U(n)$ are in one-to-one correspondence with the set of $n$-tuples of integers $m=[m]=[m]_{n}=$ [ $m_{1 n}, m_{2 n}, \cdots, m_{n n}$ ] satisfying

$$
\begin{equation*}
m_{1 n} \geqq m_{2 n} \geqq \cdots \geqq m_{n n} . \tag{1.1}
\end{equation*}
$$

$m$ is the highest weight of the irreducible representation $\pi_{m}$ of $U(n)$ acting on the representation space $V_{m}$. The Gelfand-Zetlin basis (over $\mathbb{C}$ ) of $V_{m}$ is defined in [17] or [6]. A Gelfand pattern $(m)=(m)_{n}$ is an array of integers $m_{k, l}, 1 \leqq k \leqq l \leqq n$, satisfying the "betweenness" conditions

$$
\begin{equation*}
m_{k, l+1} \leqq m_{k, l} \leqq m_{k+1, l+1} \tag{1.2}
\end{equation*}
$$

for $1 \leqq k \leqq l \leqq n-1$. The first row of the Gelfand pattern $(m)$ is $m=\left[m_{1 n}, \cdots, m_{n n}\right]$. To each Gelfand pattern $(m)$ is associated an orthonormal basis vector in $V_{m}$, which is also denoted by $(m)$. The vector $(m)$ is called a "Gelfand state" and the set of all Gelfand states ( $m$ ) with first row $m$ is an orthonormal basis of $V_{m}$.

The weight $\Delta(m)=\left[\Delta_{1}, \cdots, \Delta_{n}\right]=[\Delta]$ of a Gelfand state $(m)$ is given by

$$
\begin{equation*}
\Delta_{l}=\sum_{k=1}^{l} m_{k l}-\sum_{k=1}^{l-1} m_{k l-1} \tag{1.3}
\end{equation*}
$$

for $2 \leqq l \leqq n$ and $\Delta_{1}=m_{11}$. The set of weights satisfies a natural partial ordering:

$$
\begin{equation*}
\Delta \geqq \Delta^{\prime} \quad \text { if and only if } \sum_{i=1}^{l} \Delta_{i} \geqq \sum_{i=1}^{l} \Delta_{i}^{\prime} \tag{1.4}
\end{equation*}
$$

for all $l, 1 \leqq l \leqq n$. There are unique states in $V_{m}$ of highest weight $\left[m_{1 n}, \cdots, m_{n n}\right.$ ] and lowest weight $\left[m_{n n}, m_{n n-1}, \cdots, m_{1 n}\right.$ ].

We are interested in the explicit decomposition of tensor products of the form $V_{m} \otimes V_{m^{\prime}}$ or $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ where $m$ is an arbitrary $n$-tuple of integers satisfying (1.1) and $m^{\prime}, m^{\prime \prime}$ are of the form $\left[p^{\prime}, 0, \cdots, 0\right]$ and $\left[p^{\prime \prime}, 0, \cdots, 0\right]$ respectively, where $p^{\prime}$ and $p^{\prime \prime}$ are nonnegative integers.

We have

$$
\begin{equation*}
V_{m} \otimes V_{m^{\prime}} \approx \oplus V_{\mu} \tag{1.5}
\end{equation*}
$$

where the sum is over all $n$-tuples of integers $\mu=\left[\mu_{1 n}, \cdots, \mu_{n n}\right]$ satisfying

$$
\begin{equation*}
\mu_{1 n} \geqq m_{1 n} \geqq \mu_{2 n} \geqq m_{2 n} \geqq \cdots \geqq \mu_{n n} \geqq m_{n n} \tag{1.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\mu_{i n}-m_{i n}\right)=p^{\prime} \tag{1.6b}
\end{equation*}
$$

A space $V_{\mu}$ on the left-hand side of (1.5) is said to occur in $V_{m} \otimes V_{m^{\prime}}$.
The set of all pairs $(m) \otimes\left(m^{\prime}\right)$ where $(m),\left(m^{\prime}\right)$ are Gelfand states of $V_{m}$ and $V_{m^{\prime}}$ respectively forms an orthonormal basis, called the Gelfand-Zetlin basis, of $V_{m} \otimes V_{m^{\prime}}$. Similarly the set of all triples $\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)$ forms an orthonormal basis (GelfandZetlin basis) for $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ where ( $m^{\prime \prime}$ ), ( $m$ ), ( $m^{\prime}$ ) are Gelfand states of $V_{m^{\prime \prime}}, V_{m}$ and $V_{m^{\prime}}$. We shall call these vectors Gelfand states of $V_{m} \otimes V_{m^{\prime}}$ and $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ respectively.

For each highest weight $\mu$ satisfying (1.6a and b ) let $T_{\mu}$ be a nontrivial intertwining map

$$
\begin{equation*}
T_{\mu}: V_{m} \otimes V_{m^{\prime}} \rightarrow V_{\mu} \tag{1.7}
\end{equation*}
$$

The map $T_{\mu}$ is determined up to scalar multiples. We shall assume that the restriction of $T_{\mu}$ to the orthogonal complement of the kernel is unitary and also that $T_{\mu}$ has real matrix coefficients with respect to the Gelfand-Zetlin bases of $V_{m} \otimes V_{m^{\prime}}$ and $V_{\mu}$ (see [6, § 2]). Under these conditions $T_{\mu}$ is determined up to a scalar factor (phase factor) of $\pm 1$. This phase factor is then fixed by convention.

We choose the following phase convention. Let

$$
(m)=\binom{[m]_{n}}{(m)_{n-1}}
$$

be a Gelfand state of $V_{m}$ of highest weight $\Delta(m)=\left[m_{1 n}, \cdots, m_{n n}\right]=m$. The first row of $(m)$ is $[m]_{n}=m$ and the last $n-1$ rows of $(m)$ are $(m)_{n-1}$, which is a Gelfand pattern for $U(n-1)$. Similarly let

$$
(\mu)=\binom{[\mu]_{n}}{(m)_{n-1}}
$$

be a state of $V_{\mu}$ whose first row is $[\mu]_{n}=\mu$ and last $n-1$ rows are identical to the last $n-1$ rows of $(m)$. Since the first row of $(m)_{n-1}$ is [ $m_{1 n}, m_{2 n}, \cdots, m_{n-1 n}$ ], then it follows from (1.6a) that ( $\mu$ ) satisfies the betweenness conditions (1.2). Finally let

$$
\left(m^{\prime}\right)=\binom{\left[p^{\prime}, 0, \cdots, 0\right]}{(0)_{n-1}}
$$

be the state of lowest weight in $V_{m^{\prime}}$. Then we require that

$$
\begin{equation*}
\left\langle(\mu), T_{\mu}\left(m \otimes\left(m^{\prime}\right)\right)\right\rangle>0, \tag{1.8}
\end{equation*}
$$

where $\langle$,$\rangle is the Hermitian inner product on V_{\mu}$ for which the Gelfand-Zetlin basis is orthonormal. That the inner product (1.8) is nonzero is a consequence of [14, eq. (6)]. This phase convention agrees with that of Chacón, Ciftan and Biedenharn [9] and also Ališaukas, Jucys and Jucys [1] (see also [14]).

Remark 1.9. For the sake of simplicity the dependence on the highest weights $m$ and $m^{\prime}$ in $T_{\mu}$ will not be denoted, but understood. Thus two distinct operators whose domains are different spaces $V_{m} \otimes V_{m^{\prime}}$ but whose images are the same space $V_{\mu}$ will both be denoted by $T_{\mu}$. Also under essentially the same conditions as above and with the same notation, we construct the $U(n)$ intertwining map:

$$
\begin{equation*}
T_{\mu}: V_{m^{\prime}} \otimes V_{m} \rightarrow V_{\mu} \tag{1.10}
\end{equation*}
$$

Definition 1.11. Let notation be as in (1.5). For arbitrary ( $m$ ), ( $m^{\prime}$ ) and ( $\mu$ ) in the representation spaces $V_{m}, V_{m^{\prime}}$ and $V_{\mu}$ respectively, the inner product

$$
\begin{equation*}
\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle \tag{1.12}
\end{equation*}
$$

is called a vector-coupling, Wigner or Clebsch-Gordan coefficient of $U(n)$. These coefficients are simply the matrix coefficients of the intertwining map $T_{\mu}$.

As a consequence of the definition of the maps $T_{\mu}$ and as discussed in [6, eqs. (2.8a and b)] (with different notation), we have the following orthogonality relations satisfied by the Wigner coefficients:

Proposition 1.13. With notation as above, let $(m),(\bar{m})$ be fixed states of $V_{m}$ and $\left(m^{\prime}\right),\left(\bar{m}^{\prime}\right)$ be fixed states of $V_{m^{\prime}}$; then

$$
\begin{align*}
& \sum_{(\mu)}\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\left\langle(\mu), T_{\mu}\left((\bar{m}) \otimes\left(\bar{m}^{\prime}\right)\right)\right\rangle \\
&= \begin{cases}1 & \text { if }(m)=(\bar{m}) \quad \text { and } \quad\left(m^{\prime}\right)=\left(\bar{m}^{\prime}\right), \\
0 & \text { otherwise, }\end{cases} \tag{1.14a}
\end{align*}
$$

where the sum is over all states $(\mu)$ of all distinct $V_{\mu}$ occurring in $V_{m} \otimes V_{m^{\prime}}($ as in (1.5)). Similarly if $(\mu),\left(\mu^{\prime}\right)$ are fixed states of $V_{\mu}$ and $V_{\mu^{\prime}}$, respectively, occurring in $V_{m} \otimes V_{m^{\prime}}$, then

$$
\begin{gather*}
\sum_{(m) \otimes\left(m^{\prime}\right)}\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\left\langle\left(\mu^{\prime}\right), T_{\mu^{\prime}}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
\quad= \begin{cases}1 & \text { if } \mu=\mu^{\prime} \quad \text { and } \quad(\mu)=\left(\mu^{\prime}\right), \\
0 & \text { otherwise, }\end{cases} \tag{1.14b}
\end{gather*}
$$

where the sum is over all Gelfand states $(m) \otimes\left(m^{\prime}\right)$ of $V_{m} \otimes V_{m^{\prime}}$.
We now consider decompositions of the triple tensor product $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ with $m$ an arbitrary $U(n)$ highest weight and $m^{\prime}, m^{\prime \prime}$ of the form $\left[p^{\prime}, 0, \cdots, 0\right.$ ] and $\left[p^{\prime \prime}, 0, \cdots, 0\right]$ respectively, with $p^{\prime}$ and $p^{\prime \prime}$ nonnegative integers. We first construct $U(n)$ intertwining maps of the form

$$
\begin{equation*}
1 \otimes T_{\mu}: V_{m^{\prime \prime}} \otimes\left(V_{m} \otimes V_{m^{\prime}}\right) \rightarrow V_{m^{\prime \prime}} \otimes V_{\mu} \tag{1.15a}
\end{equation*}
$$

where $V_{\mu}$ occurs in $V_{m} \otimes V_{m^{\prime}}$ (as in (1.5)) and $T_{\mu}$ is defined as in (1.7); and also

$$
\begin{equation*}
T_{\nu}: V_{m^{\prime \prime}} \otimes V_{\mu} \rightarrow V_{\nu} \tag{1.15b}
\end{equation*}
$$

where $V_{\nu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{\mu}$ and $T_{\nu}$ is defined as above.
Proposition 1.16. For a fixed highest weight $\nu$ such that $V_{\nu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ (i.e. $\left.\operatorname{Hom}_{U(n)}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right) \neq 0\right)$, then a basis over $\mathbb{C}$ for $\operatorname{Hom}_{U(n)}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes\right.$ $\left.V_{m^{\prime}}, V_{\nu}\right)$ is given by the set I of all $U(n)$ intertwining maps of the form

$$
\begin{equation*}
T_{\nu}\left(1 \otimes T_{\mu}\right): V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}} \rightarrow V_{\nu} \tag{1.17}
\end{equation*}
$$

for all highest weights $\mu$ such that $V_{\mu}$ occurs in $V_{m} \otimes V_{m^{\prime}}$ and $V_{\nu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$.

Proof. One checks that the dimension over $\mathbb{C}$ of $\operatorname{Hom}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right)$ equals the order of $I$. This can be done for example by a $U(n)$ character computation. Second, we show that the elements of $I$ are linearly independent over $\mathbb{C}$. Let $N$ and $M$ be integers such that there exists states $\left(m^{\prime \prime}\right)_{l} \in V_{m^{\prime \prime}},(m)_{k, l} \in V_{m}$ and $\left(m^{\prime}\right)_{k, l} \in V_{m^{\prime}}$ for $k=1, \cdots, N$ and $l=1, \cdots, M$ such that

$$
\begin{equation*}
\sum_{k=1}^{N}(m)_{k, l} \otimes\left(m^{\prime}\right)_{k, l} \in V_{\mu} \quad \text { component of } V_{m} \otimes V_{m^{\prime}} \tag{1.18a}
\end{equation*}
$$

for all $l, \mathbf{1} \leqq l \leqq M$, and

$$
\begin{equation*}
v=\sum_{l=1}^{M} \sum_{k=1}^{M}\left(m^{\prime \prime}\right)_{l} \otimes(m)_{k, l} \otimes\left(m^{\prime}\right)_{k, l} \in V_{\nu} \quad \text { component of } V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}} \tag{1.18b}
\end{equation*}
$$

It follows that $T_{\nu}\left(1 \otimes T_{\mu}\right)(v) \neq 0$ and $T(v)=0$ for all $T \in I$ such that $T \neq T_{\nu}\left(1 \otimes T_{\mu}\right)$. This implies that the elements of $I$ are linearly independent over $\mathbb{C}$.

Now with $m, m^{\prime}, m^{\prime \prime}$ as in (1.15a and b) and $\mu^{\prime}$ and $\nu$ are $U(n)$ highest weights such that $V_{\mu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$ and $V_{\nu}$ occurs in $V_{\mu^{\prime}} \otimes V_{m^{\prime}}$, then we construct the $U(n)$ intertwining maps

$$
\begin{equation*}
T_{\mu^{\prime}} \otimes 1:\left(V_{m^{\prime \prime}} \otimes V_{m}\right) \otimes V_{m^{\prime}} \rightarrow V_{\mu^{\prime}} \otimes V_{m^{\prime}} \tag{1.19a}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\nu}: V_{\mu^{\prime}} \otimes V_{m^{\prime}} \rightarrow V_{\nu} \tag{1.19b}
\end{equation*}
$$

As above, a basis over $\mathbb{C}$ for $\operatorname{Hom}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right)$, if nonzero, is given by the set of all $U(n)$ intertwining maps of the form:

$$
\begin{equation*}
T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right): V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}} \rightarrow V_{\nu} \tag{1.20}
\end{equation*}
$$

for all highest weights $\mu^{\prime}$ such that $V_{\mu^{\prime}}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$ and $V_{\nu}$ occurs in $V_{\mu^{\prime}} \otimes V_{m^{\prime}}$.
We thus obtain two different bases over $\mathbb{C}$ for $\operatorname{Hom}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right)$ : One basis consisting of maps of the form (1.17) and another basis consisting of maps of the form (1.20). The entries of the change of basis matrices between these two are called recoupling or (multiplicity-free) Racah coefficients.

Definition 1.21. Let assumptions be as in ( 1.15 a and b ). Define the (multiplicityfree) Racah coefficients

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right] \in \mathbb{R}
$$

by the following identity:

$$
T_{\nu}\left(1 \otimes T_{\mu}\right)=\sum_{\mu^{\prime}}\left[\begin{array}{lll}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.22}\\
m^{\prime} & \nu & \mu
\end{array}\right] T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right)
$$

where the sum is over all highest weights $\mu^{\prime}$ such that $V_{\mu^{\prime}}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$ and $V_{\nu}$ occurs in $V_{\mu^{\prime}} \otimes V_{m^{\prime}}$.

Remark 1.23. In Definition 1.21 we can vary the assumptions on the highest weights $m, m^{\prime}$ and $m^{\prime \prime}$. Let $m^{\prime \prime}$ be an arbitrary $U(n)$ highest weight and $m, m^{\prime}$ be of the form $[p, 0, \cdots, 0],\left[p^{\prime}, 0, \cdots, 0\right]$ respectively, where $p, p^{\prime}$ are nonnegative integers. If $\mu=m+m^{\prime}=\left[p+p^{\prime}, 0, \cdots, 0\right]$ then the intertwining map $T_{\nu}\left(1 \otimes T_{\mu}\right)$ is defined similarly to ( 1.15 a and b ). For all highest weights $\mu^{\prime}$ such that $V_{\mu^{\prime}}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$, the maps $T_{\nu}\left(T_{\mu} \otimes 1\right)$ are defined similarly to (1.19a and b ). They still form a basis of $\operatorname{Hom}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right)$. We therefore define $\left[\begin{array}{ccc}m^{\prime \prime} & m & \mu^{\prime} \\ m^{\prime} & \nu\end{array}\right]$ by the same expression (1.22).

Remark 1.24. The notation in Definition 1.21 for the multiplicity-free Racah coefficients above differs from the standard notation of Biedenharn et al. [17]. The standard notation for a general Racah coefficient of $U(n)$ is much more complicated and, in the case above, would have a number of redundancies. The notation of Definition 1.21 is similar to that of the $6-j$ symbols for $S U(2)$ [7], [12] or more general groups [10], [29]. However, the Racah coefficients are not identical to the $6-j$ symbols but differ by a product of dimension factors and a sign factor [29]. The $6-j$ symbols themselves for $U(n), n>2$, are not completely satisfactory as different authors choose different sign factors (see [28]). Since we will not need these complicated sign factors in this paper, we avoid them.

We now state the orthogonality relations satisfied by the Racah coefficients above.
Proposition 1.25. With notation as in Definition 1.21 let the highest weights $\mu, \nu$, $m, m^{\prime}, m^{\prime \prime}$ satisfy the assumptions of $(1.15 \mathrm{a}$ and b$)$ and also with $\mu$ replaced by the highest weight $\bar{\mu}$. Similarly let $\mu^{\prime}, \nu, m, m^{\prime}, m^{\prime \prime}$ satisfy the corresponding assumptions for (1.19a and b) and also with $\bar{\mu}^{\prime}$ in place of $\mu^{\prime}$. Then we have

$$
\sum_{\mu^{\prime}}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.26a}\\
m^{\prime} & \nu & \mu
\end{array}\right]\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \bar{\mu}
\end{array}\right]= \begin{cases}1 & \text { if } \mu=\bar{\mu} \\
0 & \text { otherwise }\end{cases}
$$

where the sum is over all highest weights $\mu^{\prime}$ such that $V_{\mu^{\prime}}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m}$ and $V_{\nu}$ occurs in $V_{\mu}, \otimes V_{m^{\prime}}$. Also

$$
\sum_{\mu}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.26b}\\
m^{\prime} & \nu & \mu
\end{array}\right]\left[\begin{array}{ccc}
m^{\prime \prime} & m & \bar{\mu}^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right]=\left\{\begin{array}{cc}
1 & \text { if } \mu^{\prime}=\bar{\mu}^{\prime} \\
0 & \text { otherwise }
\end{array}\right.
$$

where the sum is over all highest weights $\mu$ such that $V_{\mu}$ occurs in $V_{m} \otimes V_{m^{\prime}}$ and $V_{\nu}$ occurs in $V_{m^{\prime}} \otimes V_{\mu}$.

Proof. Assume that $\mu, \bar{\mu}$ are highest weights of irreducible representations occurring in $V_{m} \otimes V_{m^{\prime}}$ and also that $\nu$ and $\bar{\nu}$ are highest weights of irreducible representations occurring in $V_{m^{\prime \prime}} \otimes V_{\mu}$ and $V_{m^{\prime \prime}} \otimes V_{\bar{\mu}}$ respectively. Let ( $\nu$ ) be a fixed state of $V_{\nu}$ and ( $\bar{\nu}$ ) of $V_{\bar{\nu}}$. We first prove the following identity:

$$
\begin{align*}
\sum_{\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)} & \left\langle(\nu), T_{\nu}\left(1 \otimes T_{\mu}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
& \cdot\left\langle(\bar{\nu}), T_{\bar{\nu}}\left(1 \otimes T_{\bar{\mu}}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle  \tag{1.27}\\
= & \begin{cases}1 & \text { if } \mu=\bar{\mu}, \nu=\bar{\nu} \text { and }(\nu)=(\bar{\nu}), \\
0 & \text { otherwise },\end{cases}
\end{align*}
$$

where the sum is over all states $\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)$ of $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$.
By the definition (1.7) of $T_{\nu}, T_{\bar{\nu}}, T_{\mu}$ and $T_{\bar{\mu}}$ the left-hand side of (1.27) equals

$$
\begin{aligned}
& \sum_{\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)}\left\{\sum_{(\mu)}\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle\right. \\
&\left.\cdot\left\langle\left(m^{\prime \prime}\right) \otimes(\mu),\left(1 \otimes T_{\mu}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle\right\}
\end{aligned}
$$

$$
\begin{align*}
& \cdot\left\{\sum_{(\bar{\mu})}\left\langle(\bar{\nu}), T_{\bar{\nu}}\left(\left(m^{\prime \prime}\right) \otimes(\bar{\mu})\right)\right\rangle\left\langle\left(m^{\prime \prime}\right) \otimes(\bar{\mu}),\left(1 \otimes T_{\bar{\mu}}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \times\left(m^{\prime}\right)\right)\right\rangle\right\}  \tag{1.28a}\\
&=\sum_{\left(m^{\prime \prime}\right) \otimes\left(m^{\prime}\right) \otimes\left(m^{\prime}\right)}\left\{\sum_{(\mu)}\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\right\} \\
& \cdot\left\{\sum_{(\bar{\mu})}\left\langle(\bar{\nu}), T_{\bar{\nu}}\left(\left(m^{\prime \prime}\right) \otimes(\bar{\mu})\right)\right\rangle\left\langle(\bar{\mu}), T_{\bar{\mu}}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\right\} \tag{1.28b}
\end{align*}
$$

where the outer sum in (1.28a and b) is the same as in (1.27) and the inner sums are over all states $(\mu),(\bar{\mu})$ of $V_{\mu}$ and $V_{\bar{\mu}}$ respectively. By interchanging the order of summation in (1.28b) we find that (1.28b) and the left-hand side of (1.27) equal

$$
\begin{align*}
\sum_{\left(m^{\prime \prime}\right),(\mu),(\bar{\mu})} & \left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle\left\langle(\bar{\nu}), T_{\bar{\nu}}\left(\left(m^{\prime \prime}\right) \otimes(\bar{\mu})\right)\right\rangle \\
& \cdot\left\{\sum_{(m) \otimes\left(m^{\prime}\right)}\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\left\langle(\bar{\mu}), T_{\bar{\mu}}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\right\} \tag{1.29}
\end{align*}
$$

where the outer sum is over all states $\left(m^{\prime \prime}\right),(\mu),(\bar{\mu})$ of $V_{m^{\prime \prime}}, V_{\mu}$ and $V_{\bar{\mu}}$ respectively and the inner sum is over all states $(m) \otimes\left(m^{\prime}\right)$ of $V_{m} \otimes V_{m^{\prime}}$. By identity (1.14b) the inner sum in (1.29) equals 1 if $\mu=\bar{\mu}$ and $(\mu)=(\bar{\mu})$ and equals 0 otherwise. Hence if $\mu \neq \bar{\mu}$, then (1.29) and the left-hand side of (1.27) equals 0 . If $\mu=\bar{\mu}$, then (1.29) equals

$$
\begin{equation*}
\sum_{\left(m^{\prime \prime}\right) \otimes(\mu)}\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle\left\langle(\bar{\nu}), T_{\bar{\nu}}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle \tag{1.30}
\end{equation*}
$$

where the sum is over all states of $V_{m^{\prime \prime}} \otimes V_{\mu}$. By equation (1.14b) the expression (1.30) and hence the left-hand side of (1.27) equals 1 if $\nu=\bar{\nu}$ and $(\nu)=(\bar{\nu})$, otherwise it equals 0 . This completes the proof of (1.27).

With assumptions similar to that in (1.27) and with a similar proof we have

$$
\begin{align*}
\sum_{\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)} & \left\langle(\nu), T_{\nu} \otimes\left(T_{\mu^{\prime}} \otimes 1\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
& \cdot\left\langle(\nu), T_{\bar{\nu}} \otimes\left(T_{\bar{\mu}^{\prime}} \otimes 1\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
= & \begin{cases}1 & \text { if } \mu^{\prime}=\bar{\mu}^{\prime}, \quad \nu=\bar{\nu} \quad \text { and }(\nu)=(\bar{\nu}), \\
0 & \text { otherwise },\end{cases} \tag{1.31}
\end{align*}
$$

where the sum is over all states in $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$.
Applying (1.22), we obtain the following:

$$
\begin{align*}
\sum_{\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)} & \left\langle(\nu), T_{\nu}\left(1 \otimes T_{\mu}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
& \cdot\left\langle(\nu), T_{\nu}\left(1 \otimes T_{\bar{\mu}}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
= & \sum_{\mu^{\prime}, \bar{\mu}^{\prime}}\left[\begin{array}{lll}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right]\left[\begin{array}{lll}
m^{\prime \prime} & m & \bar{\mu}^{\prime} \\
m^{\prime} & \nu & \bar{\mu}
\end{array}\right]  \tag{1.32}\\
& \cdot \begin{cases}\sum_{\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)}\left\langle(\nu), T_{\nu} \otimes\left(T_{\mu^{\prime}} \otimes 1\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
& \left.\cdot\left\langle(\nu), T_{\nu} \otimes\left(T_{\bar{\mu}^{\prime}} \otimes 1\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle\right\}\end{cases}
\end{align*}
$$

where the sum on the left-hand side and the corresponding sum on the right-hand side is over all states of $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ and the outer sum on the right-hand side is over all highest weights $\mu^{\prime}, \bar{\mu}^{\prime}$ of irreducible representations occurring in $V_{m^{\prime \prime}} \otimes V_{m}$ such that $V_{\nu}$ occurs in $V_{\mu^{\prime}} \otimes V_{m^{\prime}}$ and $V_{\mu^{\prime}} \otimes V_{m^{\prime}}$. From (1.31) the inner sum on the right-hand side of (1.32) equals 1 if $\mu^{\prime}=\bar{\mu}^{\prime}$ and 0 otherwise. Thus the right-hand side of (1.32) reduces to the following expression:

$$
\sum_{\mu^{\prime}}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.33}\\
m^{\prime} & \nu & \mu
\end{array}\right]\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \bar{\mu}
\end{array}\right] .
$$

By identity (1.27) the left-hand side of (1.32) equals 1 if $\mu=\bar{\mu}$ and 0 otherwise. This completes the proof of equation (1.26a).

Fix highest weights $m, m^{\prime}$ and $m^{\prime \prime}$ satisfying the assumptions of (1.15a and b ) and $\nu$ such that $V_{\nu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$. Observe that the number of highest weights $\mu$ and the number of $\mu^{\prime}$ for which $\left[\begin{array}{ccc}m^{\prime \prime} & \begin{array}{c}m \\ m^{\prime}\end{array} & \mu^{\prime} \\ \mu\end{array}\right]$ is defined are both equal to $\operatorname{dim}_{\mathbb{C}}\left(\operatorname{Hom}\left(V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}, V_{\nu}\right)\right.$ ). Thus equation (1.26a) implies that the Racah coefficients $\left[\right.$| $m^{\prime \prime}$ |  |
| :---: | :---: |
| $m^{\prime}$ | $\mu^{\prime}$ |
| $\mu$ |  |$]$ are the entries of a real orthogonal matrix with rows indexed by the highest weights $\mu^{\prime}$ and columns indexed by the $\mu$. Equation (1.26b) is a consequence of the orthogonality of this matrix. This completes the proof of Proposition 1.25.

Corollary 1.34. With assumptions as in Proposition 1.25 we have

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.35}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\begin{array}{ccc}
m^{\prime} & m & \mu \\
m^{\prime \prime} & \nu & \mu^{\prime}
\end{array}\right] .
$$

Proof. Let $i: V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}} \rightarrow V_{m^{\prime}} \otimes V_{m} \otimes V_{m^{\prime \prime}}$ be the isomorphism mapping the state $\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)$ of $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ to the state $\left(m^{\prime}\right) \otimes(m) \otimes\left(m^{\prime \prime}\right)$ of $V_{m^{\prime}} \otimes V_{m} \otimes$ $V_{m^{\prime \prime}}$. By Remark 1.9 we see that $T_{\nu}\left(1 \otimes T_{\mu}\right)=T_{\nu}\left(T_{\mu} \otimes 1\right) i$ and $T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right)=T_{\nu}\left(1 \otimes T_{\mu^{\prime}}\right) i$. It follows that

$$
T_{\nu}\left(T_{\mu} \otimes 1\right)=\sum_{\mu^{\prime}}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{1.36}\\
m^{\prime} & \nu & \mu
\end{array}\right] T_{\nu}\left(1 \otimes T_{\mu^{\prime}}\right)
$$

where the sum is over all highest weights $\mu^{\prime}$ such that $V_{\mu^{\prime}}$ occurs in $V_{m} \otimes V_{m^{\prime \prime}}$ and $V_{\nu}$ occurs in $V_{m^{\prime}} \otimes V_{\mu^{\prime}}$. If we now interchange the labels $m^{\prime \prime}$ and $m^{\prime}$ and interchange $\mu$ and $\mu^{\prime}$, we obtain

$$
T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right)=\sum_{\mu}\left[\begin{array}{ccc}
m^{\prime} & m & \mu  \tag{1.37}\\
m^{\prime \prime} & \nu & \mu^{\prime}
\end{array}\right] T_{\nu}\left(1 \otimes T_{\mu}\right)
$$

where the sum is over all highest weights $\mu$ such that $V_{\mu}$ occurs in $V_{m} \otimes V_{m^{\prime}}$ and $V_{\nu}$ occurs in $V_{m^{\prime \prime}} \otimes V_{\mu}$.


$$
\begin{align*}
\sum_{\mu}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \bar{\mu}^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right] T_{\nu}\left(1 \otimes T_{\mu}\right) & =\sum_{\mu, \mu^{\prime}}\left[\begin{array}{ccc}
m^{\prime \prime} & m & \bar{\mu}^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right]\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right] T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right)  \tag{1.38}\\
& =T_{\nu}\left(T_{\bar{\mu}^{\prime}} \otimes 1\right)
\end{align*}
$$

by (1.26a) with summations over $\mu$ and $\mu^{\prime}$ as in (1.26a and b). Setting $\bar{\mu}^{\prime}=\mu^{\prime}$ and equating the coefficients of $T_{\nu}\left(1 \otimes T_{\mu}\right)$ in identities (1.37) and (1.38), we obtain (1.35).

We now prove a generalization of the Biedenharn-Elliott identity for the multiplicity free Racah coefficients above. For $S U(2)$, the original statement and proofs are due to Biedenharn [5] and Elliott [13] independently. For a more complete exposition of the $S U(2)$ Biedenharn-Elliott identity see [12] and [7]. A generalization of this identity to arbitrary groups for general Racah coefficients was given by Derome and Sharp [10]. Louck and Biedenharn [19] give an alternative proof for the $U(n)$ generalization of this identity. All these proofs consider general (nonmultiplicity-free) Racah coefficients. The proof given below for multiplicity-free Racah coefficients is a simple generalization of the $S U(2)$ proof involving recoupling coefficients for four-fold tensor products (see [12]).

Let $m_{1}$ be the highest weight for an arbitrary irreducible representation of $U(n)$. Let $m_{2}, m_{3}$ and $m_{4}$ be $U(n)$ highest weights of the form $m_{j}=\left[p_{j}, 0, \cdots, 0\right]$ where $p_{j}$ is a nonnegative integer for $j=2,3,4$. Let $V_{m}$ be an irreducible representation space occurring in $\otimes_{i=1}^{4} V_{m_{i}}$. A basis for $\operatorname{Hom}_{U(n)}\left(\otimes_{i=1}^{4} V_{m_{i}}, V_{m}\right)$ is given by the following
intertwining maps:

$$
\begin{equation*}
T_{m}\left(T_{m_{123}} \otimes 1\right)\left(\cdot T_{m_{12}} \otimes 1 \otimes 1\right): \otimes_{i=1}^{4} V_{m_{i}} \rightarrow V_{m} \tag{1.39}
\end{equation*}
$$

where
(1.40) $\quad T_{m_{12}}: V_{m_{1}} \otimes V_{m_{2}} \rightarrow V_{m_{12}}, \quad T_{m_{123}}: V_{m_{12}} \otimes V_{m_{3}} \rightarrow V_{m_{123}}, \quad T_{m}: V_{m_{123}} \otimes V_{m_{4}} \rightarrow V_{m}$,
as $m_{12}, m_{123}$ vary over all highest weights of irreducible representations occurring in $V_{m_{1}} \otimes V_{m_{2}}, V_{m_{12}} \otimes V_{m_{3}}$ respectively and such that $V_{m}$ occurs in $V_{m_{123}} \otimes V_{m_{4}}$.

Let $m_{23}$ be the highest weight $\left[p_{2}+p_{3}, 0, \cdots, 0\right]=m_{2}+m_{3}$ and $m_{14}$ be the highest weight of some irreducible representation occurring in $V_{m_{1}} \otimes V_{m_{4}}$. If $V_{m}$ occurs in $V_{m_{23}} \otimes V_{m_{14}}$, then consider the intertwining map:

$$
\begin{equation*}
T_{m}\left(T_{m_{23}} \otimes T_{m_{14}}\right): \otimes_{i=1}^{4} V_{m_{i}} \rightarrow V_{m} \tag{1.41}
\end{equation*}
$$

where
(1.42) $\quad T_{m_{23}}: V_{m_{2}} \otimes V_{m_{3}} \rightarrow V_{m_{23}}, \quad T_{m_{14}}: V_{m_{1}} \otimes V_{m_{4}} \rightarrow V_{m_{14}}, \quad T_{m}: V_{m_{23}} \otimes V_{m_{14}} \rightarrow V_{m}$.

We now express the intertwining map (1.41) in terms of the basis (1.39):

$$
\begin{equation*}
T_{m}\left(T_{m_{23}} \otimes T_{m_{14}}\right)=\sum_{m_{12}, m_{123}} C_{m_{12}, m_{123}} T_{m}\left(T_{m_{123}} \otimes 1\right)\left(T_{m_{12}} \otimes 1 \otimes 1\right) \tag{1.43}
\end{equation*}
$$

where $C_{m_{12}, m_{123}} \in \mathbb{C}$ are constants. We will compute $C_{m_{12}, m_{123}}$ in two different ways.
We have

$$
\begin{align*}
T_{m}\left(T_{m_{23}} \otimes T_{m_{14}}\right) & =T_{m}\left(1 \otimes T_{m_{14}}\right)\left(T_{n_{23}} \otimes 1 \otimes 1\right) \\
& =\sum_{\bar{m}_{123}}\left[\begin{array}{ccc}
m_{23} & m_{1} & \bar{m}_{123} \\
m_{4} & m & m_{14}
\end{array}\right] T_{m}\left(T_{\bar{m}_{123}} \otimes 1\right)\left(T_{m_{23}} \otimes 1 \otimes 1\right), \tag{1.44}
\end{align*}
$$

where the sum is over all highest weights $\bar{m}_{123}$ such that $V_{\bar{m}_{123}}$ occurs in $V_{m_{1}} \otimes V_{m_{23}}$ and $V_{m}$ occurs in $V_{\tilde{m}_{123}} \otimes V_{m_{4}}$. Also we have

$$
T_{m}\left(T_{\bar{m}_{123}} \otimes 1\right)\left(T_{m_{23}} \otimes 1 \otimes 1\right)=\sum_{\bar{m}_{12}}\left[\begin{array}{ccc}
m_{1} & m_{2} & \bar{m}_{12}  \tag{1.45}\\
m_{2} & \bar{m}_{123} & m_{23}
\end{array}\right] T_{m}\left(T_{\bar{m}_{123}} \otimes 1\right)\left(T_{\bar{m}_{12}} \otimes 1 \otimes 1\right),
$$

where the sum is over all highest weights $\bar{m}_{12}$ such that $V_{\bar{m}_{12}}$ occurs in $V_{m_{1}} \otimes V_{m_{2}}$ and $V_{\bar{m}_{123}}$ occurs in $V_{\bar{m}_{12}} \otimes V_{m_{3}}$.

From (1.44) and (1.45) it follows that

$$
C_{m_{12}, m_{123}}=\left[\begin{array}{ccc}
m_{1} & m_{2} & m_{12}  \tag{1.46}\\
m_{3} & m_{123} & m_{23}
\end{array}\right]\left[\begin{array}{ccc}
m_{23} & m_{1} & m_{123} \\
m_{4} & m & m_{14}
\end{array}\right] .
$$

On the other hand, we have

$$
\begin{align*}
T_{m}\left(T_{m_{23}} \otimes T_{m_{14}}\right) & =T_{m}\left(T_{m_{23}} \otimes 1\right)\left(1 \otimes 1 \otimes T m_{14}\right) \\
& =\sum_{m_{124}}\left[\begin{array}{ccc}
m_{14} & m_{2} & m_{124} \\
m_{3} & m & m_{23}
\end{array}\right] T_{m}\left(1 \otimes T_{m_{124}}\right)\left(1 \otimes 1 \otimes T_{m_{14}}\right) \tag{1.47}
\end{align*}
$$

where the sum is over all highest weights $m_{124}$ such that $V_{m_{124}}$ occurs in $V_{m_{14}} \otimes V_{m_{2}}$ and $V_{m}$ occurs in $V_{m_{124}} \otimes V_{m_{3}}$. Similarly,

$$
T_{m}\left(1 \otimes T_{m_{124}}\right)\left(1 \otimes 1 \otimes T_{m_{14}}\right)=\sum_{\bar{m}_{12}}\left[\begin{array}{ccc}
m_{2} & m_{1} & \bar{m}_{12}  \tag{1.48}\\
m_{4} & m_{124} & m_{14}
\end{array}\right] T_{m}\left(1 \otimes T_{m_{124}}\right)\left(1 \otimes 1 \otimes T_{\bar{m}_{12}}\right)
$$

and

$$
T_{m}\left(1 \otimes T_{m_{124}}\right)\left(1 \otimes 1 \otimes T_{\bar{m}_{12}}\right)=\sum_{\bar{m}_{123}}\left[\begin{array}{ccc}
m_{3} & \bar{m}_{12} & \bar{m}_{123}  \tag{1.49}\\
m_{4} & m & m_{124}
\end{array}\right] T_{m}\left(T_{\bar{m}_{123}} \otimes 1\right)\left(T_{\bar{m}_{12}} \otimes 1 \otimes 1\right),
$$

with the sums in (1.48) and (1.49) satisfying conditions similar to that in (1.45).
Equations (1.43) and (1.46)-(1.49) imply the following:
Proposition 1.50 (Generalization of Biedenharn-Elliott Identity). Let $m_{1}$ be an arbitrary $U(n)$ highest weight and $m_{2}, m_{3}, m_{4}$ be of the form $\left[p_{j}, 0, \cdots, 0\right]$ with $p_{j}$ a nonnegative integer for $j=2,34$. Let the conditions in (1.40)-(1.42) be satisfied, then

$$
\begin{align*}
& {\left[\begin{array}{ccc}
m_{1} & m_{2} & m_{12} \\
m_{3} & m_{123} & m_{23}
\end{array}\right]\left[\begin{array}{ccc}
m_{23} & m_{1} & m_{123} \\
m_{4} & m & m_{14}
\end{array}\right]} \\
& \quad=\sum_{m_{124}}\left[\begin{array}{lll}
m_{3} & m_{12} & m_{123} \\
m_{4} & m & m_{124}
\end{array}\right]\left[\begin{array}{ccc}
m_{2} & m_{1} & m_{12} \\
m_{4} & m_{124} & m_{14}
\end{array}\right]\left[\begin{array}{ccc}
m_{14} & m_{2} & m_{124} \\
m_{3} & m & m_{23}
\end{array}\right], \tag{1.51}
\end{align*}
$$

where the sum is over all highest weights $m_{124}$ such that $V_{m_{124}}$ occurs in $V_{m_{14}} \otimes V_{m_{2}}$ and $V_{m_{12}} \otimes V_{m_{4}}$ and $V_{m}$ occurs in $V_{m_{124}} \otimes V_{m_{3}}$.
2. A generalization of Whipple's transformation. In this section we will explicitly compute a special case of the generalized Biedenharn-Elliott identity (1.51). We will then obtain a transformation relating a homogeneous Holman hypergeometric series $W^{(n)}$, "well-poised in $S U(n)$," to a product of gamma functions times a nonhomogeneous Holman hypergeometric series $F^{(n-1)}$ in $U(n-1)$. For $n=2$ this result reduces to a terminating form of the classical Whipple's transformation between a balanced ${ }_{4} F_{3}$ and a well-poised ${ }_{7} F_{6}$ hypergeometric series [25, eq. (7.7)].

We begin by writing explicit expressions for the Racah coefficients in identity (1.51). These multiplicity-free Racah coefficients have been (essentially) computed by Ališaukas, Jucys and Jucys [1] (see also [2], [14]) and also by Wong [28], [29].

We start with the following definition.
Definition 2.1. If $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ is a $U(n)$ highest weight with $\lambda_{i} \geqq 0$ for $i=1, \cdots, n$ then define

$$
\begin{equation*}
\mathcal{M}(\lambda)=\frac{\left(\lambda_{1}+n-1\right)!\left(\lambda_{2}+n-2\right)!\cdots\left(\lambda_{n}\right)!}{\prod_{1 \leqq i<j \leqq n}\left(\lambda_{i}-\lambda_{j}+j-i\right)} . \tag{2.2}
\end{equation*}
$$

We now express the multiplicity-free Racah coefficient in Definition 1.21 as a product of $\mathcal{M}(\lambda)$ factors times a $U(n+1): U(n)$ reduced Wigner coefficient (see [6] and [9]). This result is given in Wong [29] and Holman [14] except for simple factors due to slightly different definitions. We note that there is a simple typographical error in formula (1.9) of Wong [28] which is corrected in formula (1.13) of [28] and also in formula (3.4) of [29] which is corrected in Holman [14]. In proving the (corrected) formula (1.9) of [28] one uses identity (2.25b) of [18].

Proposition 2.3. Let $n \geqq 2$. Suppose that the $U(n)$ highest weights $m, m^{\prime}, m^{\prime \prime}, \nu$, $\mu, \mu^{\prime}$ are partitions (i.e. all components are nonnegative integers) and satisfy the assumptions of Proposition 1.25, then

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{2.4}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\frac{\mathcal{M}(\nu) \mathcal{M}(m)}{\mathcal{M}\left(\mu^{\prime}\right) \mathcal{M}(\mu)}\right]^{1 / 2}\left\langle\binom{[\nu, 0]_{n+1}}{\mu}\right|\left[\begin{array}{c}
{\left[m^{\prime}, 0\right]_{n+1}} \\
m^{\prime}
\end{array}\right]\left|\binom{\left[\mu^{\prime}, 0\right]_{n+1}}{m}\right\rangle
$$

where

$$
\left\langle\binom{[\nu, 0]_{n+1}}{\mu}\right|\left[\begin{array}{c}
{\left[m^{\prime}, 0\right]_{n+1}} \\
m^{\prime}
\end{array}\right]\left|\binom{\left[\mu^{\prime}, 0\right]_{n+1}}{m}\right\rangle
$$

is a $U(n+1): U(n)$ reduced Wigner coefficient [6], [9] and if $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ is a partition, then $[\lambda, 0]_{n+1}$ is the partition $\left[\lambda_{1}, \cdots, \lambda_{n}, 0\right]$.

Similarly we obtain from [29, formula (3.3)] the following:
Proposition 2.5. Let $n \geqq 2$. Suppose that the $U(n)$ highest weights $m, m^{\prime}, m^{\prime \prime}, \nu$, $\mu, \mu^{\prime}$ are partitions and satisfy the assumptions of Remark 1.23; then we have

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{2.6}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\frac{\mathcal{M}(\nu) \mathcal{M}(m)}{\mathcal{M}\left(\mu^{\prime}\right) \mathcal{M}(\mu)}\right]^{1 / 2}\left\langle\binom{[\nu, 0]_{n+1}}{m^{\prime \prime}}\right|\left[\begin{array}{c}
{\left[m^{\prime}, 0\right]_{n+1}} \\
{[0, \cdots, 0]_{n}}
\end{array}\right]\left|\binom{[\mu, 0]_{n+1}}{m^{\prime \prime}}\right\rangle
$$

with notation as in Proposition 2.3.
We now describe the formula for the $U(n+1): U(n)$ reduced Wigner coefficients appearing in (2.4) and (2.6). We first establish our notation.

Definition 2.7. If $h=\left[h_{1}, \cdots, h_{l}\right]$ is a $U(l)$ highest weight and $q=\left[q_{1}, \cdots, q_{m}\right]$ is a $U(m)$ highest weight where $l$ and $m$ are positive integers, $l \geqq m$ and

$$
\begin{equation*}
h_{1} \geqq q_{1} \geqq \cdots \geqq h_{m} \geqq q_{m} \geqq h_{m+1} \geqq \cdots \geqq h_{l}, \tag{2.8}
\end{equation*}
$$

then

$$
\begin{equation*}
S_{l m}(h ; q)=\left[\frac{\prod_{k=1}^{m} \prod_{s=1}^{k} \Gamma\left(h_{s}-q_{k}+k-s+1\right)}{\prod_{k=1}^{l-1} \prod_{s=k+1}^{1} \Gamma\left(q_{k}-h_{s}+s-k\right)}\right]^{1 / 2} . \tag{2.9a}
\end{equation*}
$$

We also denote the omission of all factors containing $q_{i}$ for some $i, 1 \leqq i \leqq m$, in the following manner:

$$
\begin{equation*}
S_{l m}(h ; q)=\left[\frac{\prod_{s=i+1}^{l} \Gamma\left(q_{i}-h_{s}+s-i\right)}{\prod_{s=1}^{i} \Gamma\left(h_{s}-q_{i}+i-s+1\right)}\right]^{1 / 2} S_{l m}(h ; q) ; \tag{2.9b}
\end{equation*}
$$

and similarly for some $i, 1 \leqq i \leqq l$,

$$
\begin{align*}
& S_{l m}(h ; q)=\left[\frac{\prod_{k=1}^{i-1} \Gamma\left(q_{k}-h_{i}+i-k\right)}{\prod_{k=1}^{m} \Gamma\left(h_{i}-q_{k}+k-i+1\right)}\right]^{1 / 2} S_{l m}(h ; q),  \tag{2.9c}\\
& S_{l m}(h ; q)=\left[\frac{\prod_{k=1}^{i-1} \Gamma\left(q_{k}-h_{i}+i-k\right)}{\prod_{k=i+1}^{m} \Gamma\left(h_{i}-q_{k}+k-i+1\right)}\right]^{1 / 2} S_{l m}(h ; q) . \tag{2.9d}
\end{align*}
$$

In terms of these quantities we can express the reduced $U(n+1): U(n)$ Wigner coefficients in two different ways. Let $h, h^{\prime}$ be $U(n+1)$ highest weights such that

$$
\begin{equation*}
h_{1} \geqq h_{1}^{\prime} \geqq h_{2} \geqq h_{2}^{\prime} \geqq \cdots \geqq h_{n+1} \geqq h_{n+1}^{\prime} \tag{2.10a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n+1}\left(h_{i}-h_{i}^{\prime}\right)=p \tag{2.10b}
\end{equation*}
$$

for some nonnegative integer $p$. Similarly let $q, q^{\prime}$ be $U(n)$ highest weights such that

$$
\begin{equation*}
q_{1} \geqq q_{1}^{\prime} \geqq \cdots \geqq q_{n} \geqq q_{n}^{\prime} \tag{2.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n}\left(q_{i}-q_{i}^{\prime}\right)=p^{\prime} \tag{2.11b}
\end{equation*}
$$

for some nonnegative integer $p^{\prime}, p^{\prime} \leqq p$. We also assume $h$ and $q$ satisfy the betweenness condition:

$$
\begin{equation*}
h_{1} \geqq q_{1} \geqq h_{2} \geqq q_{2} \geqq \cdots \geqq q_{n} \geqq h_{n+1} \tag{2.12}
\end{equation*}
$$

and similarly for $h^{\prime}$ and $q^{\prime}$. From the calculation of Chacón, Ciftan and Biedenharn [9] (see also [14]) we have

$$
\left.\begin{array}{rl}
\left\langle\binom{ h}{q}\right.
\end{array}\right)\left[\begin{array}{c}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \tag{2.13}
\end{array}\right]\left|\binom{h^{\prime}}{q^{\prime}}\right\rangle=\sqrt{\left(p-p^{\prime}\right)!} \frac{S_{n+1 n+1}(h ; h) S_{n+1 n}\left(h^{\prime} ; q^{\prime}\right) S_{n n}\left(q ; q^{\prime}\right)}{S_{n+1 n+1}\left(h ; h^{\prime}\right) S_{n+1 n}(h ; q)} .
$$

where $\bar{q}_{i}=q_{i}^{\prime}+\rho_{i}, \rho_{i}$ is a nonnegative integer for $i=1, \cdots, n$ and $\bar{q}$ is restricted so that all factors on the right-hand side of (2.13) are defined and finite.

From the calculation of Ališaukas, Jucys and Jucys [1] we find

$$
\begin{align*}
\left\langle\binom{ h}{q}\right| & \begin{array}{l}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}
\end{array}\left|\binom{h^{\prime}}{q^{\prime}}\right\rangle \\
= & \frac{1}{\sqrt{\left(p-p^{\prime}\right)!}} \frac{S_{n+1 n+1}(h ; h) S_{n n}\left(q^{\prime} ; q^{\prime}\right) S_{n+1 n+1}\left(h ; h^{\prime}\right)}{S_{n n}\left(q ; q^{\prime}\right) S_{n+1 n}\left(h^{\prime} ; q^{\prime}\right)} \\
& \cdot S_{n+1 n}(h ; q)_{\substack{\left.S_{2}, \cdots, r_{n+1}\right]}}(-1)^{\varphi}  \tag{2.14}\\
& \left.\cdot \underset{\substack{S_{n+1 n+1} \\
1}}{ }(r ; r)\right]^{2}\left[\frac{S_{n+1 n}\left(r ; q^{\prime}\right)}{S_{n+1 n+1}(h ; r) S_{n+1 n+1}\left(r ; h^{\prime}\right) S_{n+1 n}(r ; q)}\right]^{2}
\end{align*}
$$

where $\varphi=\sum_{i=2}^{n}\left(h_{i}-r_{i}\right)$ and the sum is over all $U(n)$ highest weights $r=\left[r_{2}, \cdots, r_{n+1}\right]$ such that right-hand side of (2.14) is defined and finite. Note there is an "understood" $r_{1}$ component of $r$ which does not appear in the expression (2.14).

Recall the generalized Biedenharn-Elliott identity (1.51). With notation as in (1.51) and $n \geqq 2$ we now compute a special case of identity (1.51) by setting

$$
\begin{equation*}
m_{23}=m_{2}+m_{3}, \quad m_{123}=m_{12}+m_{3}, \quad m_{12}=m_{1}-m_{2}^{*}, \tag{2.15}
\end{equation*}
$$

where if $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ is a highest weight of a $U(n)$ representation, then

$$
\begin{equation*}
\lambda^{*}=\bar{\lambda}=\left[-\lambda_{n}, \cdots,-\lambda_{1}\right] \tag{2.16}
\end{equation*}
$$

is the highest weight of the contragredient $U(n)$ representation. For simplicity we shall further assume that $m_{1}$ is a partition, i.e. all the components are nonnegative integers.

Applying Propositions 2.3, 2.5 and Corollary 1.34, we have

$$
\begin{align*}
{\left[\begin{array}{ccc}
m_{1} & m_{2} & m_{12} \\
m_{3} & m_{123} & m_{23}
\end{array}\right]=} & {\left[\frac{\mathcal{M}\left(m_{123}\right) \mathcal{M}\left(m_{2}\right)}{\mathcal{M}\left(m_{23}\right) \mathcal{M}\left(m_{12}\right)}\right]^{1 / 2} } \\
& \cdot\left\langle\left(\begin{array}{c}
\left.\left[m_{123}, 0\right]_{n+1}\right)\left|\left[\begin{array}{c}
{\left[m_{3}, 0\right]_{n+1}} \\
m_{1}
\end{array}\right]\right|\left(\begin{array}{c}
\left.\left[\begin{array}{c}
\left.m_{12}, 0\right]_{n+1} \\
m_{1}
\end{array}\right)\right\rangle \\
{[0, \cdots, 0]_{n}}
\end{array}\right] \\
{\left[\begin{array}{ccc}
m_{23} & m_{1} & m_{123} \\
m_{4} & m & m_{14}
\end{array}\right]=} \\
\end{array} \quad\left[\frac{\mathcal{M}(m) \mathcal{M}\left(m_{1}\right)}{\mathcal{M}\left(m_{123}\right) \mathcal{M}\left(m_{14}\right)}\right]^{1 / 2}\right.\right.  \tag{2.17a}\\
& \cdot\left\langle\binom{[m, 0]}{m_{14}}\right|\left[\begin{array}{c}
{\left[m_{4}, 0\right]} \\
m_{4}
\end{array}\right]\left|\binom{\left[m_{123}, 0\right]}{m_{1}}\right\rangle
\end{align*}
$$

$$
\begin{align*}
{\left[\begin{array}{ccc}
m_{3} & m_{12} & m_{123} \\
m_{4} & m & m_{124}
\end{array}\right]=} & {\left[\frac{\mathcal{M}\left(m_{12}\right) \mathcal{M}(m)}{\mathcal{M}\left(m_{123}\right) \mathcal{M}\left(m_{124}\right)}\right]^{1 / 2} } \\
& \cdot\left\langle\binom{[m, 0]}{m_{4}}\right|\left[\begin{array}{c}
{\left[m_{3}, 0\right]} \\
{[0, \cdots, 0]_{n}}
\end{array}\right] \left\lvert\,\left(\begin{array}{c}
\left.\left[\begin{array}{c}
\left.m_{124}, 0\right] \\
m_{4}
\end{array}\right)\right\rangle \\
{\left[\begin{array}{ccc}
m_{2} & m_{1} & m_{12} \\
m_{4} & m_{124} & m_{14}
\end{array}\right]=} \\
\end{array} \quad\left[\frac{\mathcal{M}\left(m_{124}\right) \mathcal{M}\left(m_{1}\right)}{\mathcal{M}\left(m_{12}\right) \mathcal{M}\left(m_{14}\right)}\right]^{1 / 2}\right.\right.  \tag{2.17c}\\
& \cdot\left\langle\binom{\left[m_{124}, 0\right]}{m_{12}}\right|\left[\begin{array}{c}
{\left[m_{2}, 0\right]} \\
m_{2}
\end{array}\right]\left|\binom{\left[m_{14}, 0\right]}{m_{1}}\right\rangle
\end{align*}
$$

and

$$
\begin{align*}
{\left[\begin{array}{ccc}
m_{14} & m_{2} & m_{124} \\
m_{3} & m & m_{23}
\end{array}\right]=} & {\left[\frac{\mathcal{M}(m) \mathcal{M}\left(m_{2}\right)}{\mathcal{M}\left(m_{124}\right) \mathcal{M}\left(m_{23}\right)}\right]^{1 / 2} }  \tag{2.17e}\\
& \cdot\left\langle\binom{[m, 0]}{m_{14}}\right|\left[\begin{array}{c}
{\left[m_{3}, 0\right]} \\
{[0, \cdots, 0]_{n}}
\end{array}\right]\left|\binom{\left[m_{124}, 0\right]}{m_{14}}\right\rangle
\end{align*}
$$

where $[m, 0]=[m, 0]_{n+1}$, etc. in the notation of Proposition 2.3.
For a $U(n)$ highest weight $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ (similarly for a $U(n+1)$ highest weight) define

$$
\begin{equation*}
d(\lambda)=\text { dimension of } V_{\lambda}=\frac{\prod_{1 \leq i<j \leq n}\left(p_{i n}-p_{j n}\right)}{\prod_{i=1}^{n-1} i!} \tag{2.18}
\end{equation*}
$$

where $p_{i n}=\lambda_{i}+n-i$ for $1 \leqq i \leqq n$. Now recalling the definition (2.16) of the contragredient highest weight $\bar{\lambda}=\lambda^{*}$ and applying identity (A.17) from Appendix A, we have in place of ( 2.17 d )

$$
\begin{align*}
{\left[\begin{array}{ccc}
m_{2} & m_{1} & m_{12} \\
m_{4} & m_{124} & m_{14}
\end{array}\right]=} & (-1)^{p_{2}}\left[\frac{\mathcal{M}\left(m_{124}\right) \mathcal{M}\left(m_{1}\right)}{\mathcal{M}\left(m_{12}\right) \mathcal{M}\left(m_{14}\right)}\right]^{1 / 2} \cdot\left(\frac{d\left(\left[m_{124}, 0\right]_{n+1}\right) d\left(m_{1}\right)}{d\left(m_{12}\right) d\left(\left[m_{14}, 0\right]_{n+1}\right)}\right)^{1 / 2}  \tag{2.19}\\
& \left.\left.\left.\cdot\left\langle\binom{\left[m_{14}, 0\right]_{n+1}}{\bar{m}_{1}}\right|\left[\begin{array}{c}
{\left[m_{2}, 0\right]} \\
m_{2}
\end{array}\right] \right\rvert\, \overline{\left[\begin{array}{c}
\left.m_{124}, 0\right] \\
\bar{m}_{12}
\end{array}\right.}\right)\right\rangle
\end{align*}
$$

where $m_{2}=\left[p_{2}, 0, \cdots, 0\right]_{n}$ as in Proposition 1.50.
To compute the reduced Wigner coefficients appearing in (2.17a), (2.17c) and (2.17e), we use the Chacón, Ciftan and Biedenharn computation (2.13) and to compute the reduced Wigner coefficient in (2.17b) we use the Ališaukas, Jucys and Jucys computation (2.14). Finally to compute the reduced Wigner coefficient in (2.19), we use (2.13) and a summation theorem of Ališaukas, Jucys and Jucys given in identity (14) of [1] and described in [14, eq. (30)].

To describe the final result of this explicit calculation of the generalized Bieden-harn-Elliott identity, we need to introduce Holman's "hypergeometric series in $U(n)$ " [14], [15].

Definition 2.20. Let $n \geqq 2$. We define

$$
W_{q}^{(n)}\left(\begin{array}{ccll|ccc|ccc|c}
A_{12} & & & & a_{11} & \cdots & a_{1 k} & b_{11} & \ldots & b_{1 j} & z_{1} \\
A_{13} & A_{23} & & & & & & & & & \\
\vdots & \vdots & \ddots & & & & \vdots \\
A_{1 n} & A_{2 n} & \cdots & A_{n-1}, n & a_{n 1} & \cdots & a_{n k} & b_{n 1} & \cdots & b_{n j} & z_{n}
\end{array}\right)
$$

$$
\begin{align*}
\equiv q! & \sum_{y_{1}+\cdots+y_{n}=q}\left(\prod_{i=1}^{n-1} \prod_{j=i+1}^{n} \frac{\left(A_{i j}+y_{i}-y_{j}\right)}{A_{i j}}\right)\left(\prod_{i=1}^{k} \prod_{l=1}^{n}\left(a_{l i}\right)_{y_{l}}\right)  \tag{2.21}\\
& \cdot\left(\prod_{i=1}^{j} \prod_{l=1}^{n}\left(b_{l i}\right)_{y_{l}}\right)^{-1}\left(\prod_{i=1}^{n} z_{i}^{y_{i}}\right),
\end{align*}
$$

where $q$ is a nonnegative integer and the sum is over all $n$-tuples ( $y_{1}, \cdots, y_{n}$ ) of nonnegative integers such that $y_{1}+\cdots+y_{n}=q$. The symbol $(a)_{m}$ denotes the rising factorial $(a)(a+1) \cdots(a+m-1)$ for $m \geqq 1$ and $a_{0}=1$.

The series (2.21) is called well-poised in $S U(n), n \geqq 2$, if $j \geqq n$,

$$
\begin{gather*}
A_{i r}-A_{i s}=A_{s r}, \quad \text { for } s<r, \\
a_{i r}-a_{s r}=A_{i s}, \quad \text { for } i<s, \\
b_{i r}-b_{s r}=A_{i s}, \quad \text { for } i<s,  \tag{2.22}\\
b_{i i}=1, \quad 1 \leqq i \leqq n .
\end{gather*}
$$

If we denote the series (2.21), whether or not well-poised, by $W_{q}^{(n)}((A)|(a)|(b) \mid(z))$, then for $n \geqq 2$ define

$$
\begin{equation*}
F^{(n)}((A)|(a)|(b) \mid(z))=\sum_{q=0}^{\infty} \frac{1}{q!} W_{q}^{(n)}((A)|(a)|(b) \mid(z)) . \tag{2.23a}
\end{equation*}
$$

For $n=1$ define

$$
\begin{equation*}
F^{(1)}((A)|(a)|(b) \mid(z))=\sum_{q=0}^{\infty} \frac{\left(a_{11}\right)_{q} \cdots\left(a_{1 k}\right)_{q}}{\left(b_{11}\right)_{q} \cdots\left(b_{1 j}\right)_{q}} z_{1}^{q}, \tag{2.23b}
\end{equation*}
$$

which is a classical ${ }_{k} F_{j-1}$ hypergeometric series.
We now state a generalization of Whipple's transformation (see [25] and [4, eq. (4.3.4)]).

Theorem 2.24. Let $q$ be a nonnegative integer and let $z_{1}, \cdots, z_{n}, w_{1}, \cdots, w_{n}, a$, $b \in \mathbb{C}$ such that $w_{i}-z_{i}$ is a nonnegative integer for $i=1,2, \cdots, n-1$. We also set $s=\sum_{k=1}^{n}\left(w_{k}-z_{k}\right)$. For $n \geqq 2$ we have

$$
\left|\begin{array}{ccccc|c}
1 & z_{1}-z_{2}+2 & \cdots & z_{1}-z_{n}+n & z_{1}-b & -1 \\
z_{2}-z_{1} & \vdots & \cdots & z_{2}-z_{n}+n-1 & z_{2}-b-1 & -1 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
z_{n}-z_{1}-n+2 & z_{n}-z_{2}-n+3 & \cdots & 1 & z_{n}-b-n+1 & -1
\end{array}\right|
$$

$$
\begin{equation*}
=\frac{\Gamma\left(w_{n}-z_{n}+1\right)}{\Gamma(1+s-q)} \prod_{l=1}^{n-1}\left[\frac{\Gamma\left(w_{l}-z_{n}+n-l+1\right) \Gamma\left(a-z_{l}+l\right)}{\Gamma\left(z_{l}-z_{n}+n-l+1\right) \Gamma\left(a-w_{l}+l\right)}\right] \tag{2.25}
\end{equation*}
$$

$$
\begin{aligned}
& W_{q}^{(n)}\left(\begin{array}{cccc}
z_{1}-z_{2}+1 & & & \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 \\
\vdots & \vdots \\
z_{1}-z_{n}+n-1 & z_{2}-z_{n}+n-2 & \cdots & z_{n-1}-z_{n}+1
\end{array}\right. \\
& \left\lvert\, \begin{array}{ccccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots & z_{1}-w_{n}+n-1 & z_{1}+s-q-a \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots & z_{2}-w_{n}+n-2 & z_{2}+s-q-a-1 \\
\vdots & \vdots & & \vdots & \vdots \\
z_{n}-w_{1}-n+1 & z_{n}-w_{2}-n+2 & \cdots & z_{n}-w_{n} & z_{n}+s-q-a-n+1
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \cdot \frac{\Gamma\left(a-s+q-z_{n}+n\right) \Gamma\left(b-z_{n}+n-q\right)}{\Gamma\left(a-w_{n}+n\right) \Gamma\left(b-z_{n}+n\right)} \\
& \cdot F^{(n-1)}\left(\begin{array}{cclc}
z_{1}-z_{2}+1 & & & \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 \\
\vdots & \vdots & & \\
z_{1}-z_{n-1}+n-2 & z_{2}-z_{n-1}+n-3 & \cdots & z_{n-2}-z_{n-1}+1
\end{array}\right. \\
& \left\lvert\, \begin{array}{ccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots \\
\vdots & \vdots & \\
z_{n-1}-w_{1}-n+2 & z_{n-1}-w_{2}-n+3 & \cdots
\end{array}\right. \\
& z_{1}-w_{n}+n-1 \quad z_{1}+s-q-a \\
& z_{2}-w_{n}+n-2 \quad z_{2}+s-q-a-1 \quad z_{2}+q-b-1 \\
& z_{n-1}-w_{n}+1 \quad z_{n-1}+s-q-a-n+2 \quad z_{n-1}+q-b-n+2 \\
& \left\lvert\, \begin{array}{ccc}
1 & z_{1}-z_{2}+2 & z_{1}-z_{n}+n \\
z_{2}-z_{1} & \vdots & z_{2}-z_{n}+n-1 \\
\vdots & \vdots & \vdots \\
z_{n-1}-z_{1}-n+3 & z_{n-1}-z_{2}-n+4 & z_{n-1}-z_{n}+2
\end{array}\right. \\
& \left.\begin{array}{cc|c}
z_{1}-a & z_{1}-b & 1 \\
z_{2}-a-1 & z_{2}-b-1 & 1 \\
\vdots & \vdots & \vdots \\
z_{n-1}-a-n+2 & z_{n-1}-b-n+2 & 1
\end{array}\right) .
\end{aligned}
$$

Proof. If $\lambda$ is a $U(n)$ highest weight, let $(\lambda)_{k}$ denote the $k$ th component of $\lambda$, i.e. $\lambda=\left[(\lambda)_{1}, \cdots,(\lambda)_{k}, \cdots,(\lambda)_{n}\right]$. Together with the notation and assumptions of Proposition 1.50 and equations (2.15), we will also assume that

$$
\begin{align*}
\left(m_{1}\right)_{1}> & \left(m_{1}\right)_{2}+\left(p_{2}+p_{3}+p_{4}\right)>\left(m_{1}\right)_{3} \\
& +2\left(p_{2}+p_{3}+p_{4}\right)>\cdots>\left(m_{1}\right)_{n}+(n-1)\left(p_{2}+p_{3}+p_{4}\right) . \tag{2.26}
\end{align*}
$$

After a lengthy explicit calculation of identity (1.51) using formulas (2.17a-e) and (2.19) as described above, we find

$$
\begin{align*}
& \sum_{y_{1}+y_{2}+\cdots+y_{n}=p_{3}}\left\{\prod _ { l \leqq r < s \leqq n } ( \frac { A _ { r s } + y _ { r } - y _ { s } } { A _ { r s } } ) \prod _ { l = 1 } ^ { n } \left[\frac{\left(p_{2}+\left(m_{1}\right)_{n}-(m)_{l}+l-n\right)_{y_{l}}}{\left(\left(m_{1}\right)_{1}-(m)_{l}+l-1\right)_{y_{l}}}\right.\right. \\
& \left.\left.\quad \cdot \prod_{k=1}^{n} \frac{\left(\left(m_{14}\right)_{k}-(m)_{l}+l-k\right)_{y_{l}}}{\left((m)_{k}-(m)_{l}+l-k+1\right)_{y_{l}}}\right]\right\} \\
& =\frac{(-1)^{p_{3}}}{\left(p_{3}\right)!} \prod_{l=2}^{n}\left[\frac{\Gamma\left((m)_{1}-\left(m_{14}\right)_{l}+l\right)}{\Gamma\left((m)_{1}-(m)_{l}+l\right)} \frac{\Gamma\left((m)_{l}-\left(m_{1}\right)_{n}+n-l+1\right)}{\Gamma\left(\left(m_{14}\right)_{l}-\left(m_{1}\right)_{n}+n-l+1\right)}\right] \\
& \quad \cdot \frac{\Gamma\left((m)_{1}-\left(m_{14}\right)_{1}+1\right)}{\left(p_{2}\right)!} \frac{\Gamma\left((m)_{1}-\left(m_{1}\right)_{n}-p_{2}+n\right)}{\Gamma\left(\left(m_{14}\right)_{1}-\left(m_{1}\right)_{n}+n\right)} \frac{\Gamma\left((m)_{1}-\left(m_{1}\right)_{1}-p_{3}+1\right)}{\Gamma\left((m)_{1}-\left(m_{1}\right)_{1}+1\right)}  \tag{2.27}\\
& \quad \cdot \sum_{\substack{y_{l} \geqq 0 \\
2 \leqq l \leqq n}}^{2 \leqq r<s \leqq n}\left(\frac{A_{r s}+y_{r}-y_{s}}{A_{r s}}\right)
\end{align*}
$$

$$
\begin{aligned}
& \prod_{l=2}^{n}\left[\frac{\left(p_{3}+\left(m_{1}\right)_{1}-(m)_{l}+l-1\right)_{y_{l}}}{\left(\left(m_{1}\right)_{1}-(m)_{l}+l-1\right)_{y_{l}}}\right. \\
& \left.\quad \cdot \frac{\left(p_{2}+\left(m_{1}\right)_{n}-(m)_{l}+l-n\right)_{y_{l}}}{\left(\left(m_{1}\right)_{n}-(m)_{l}+l-n\right)_{y_{l}}} \prod_{k=1}^{n} \frac{\left(\left(m_{14}\right)_{k}-(m)_{l}+l-k\right)_{y_{l}}}{\left((m)_{k}-(m)_{l}+l+k+1\right)_{y_{l}}}\right]
\end{aligned}
$$

where on both sides $A_{r s}=(m)_{s}-(m)_{r}+r-s$ and the $y_{i}$ are nonnegative integers ( $1 \leqq i \leqq n$ on the left-hand side, $2 \leqq i \leqq n$ on the right-hand side). On the left-hand side $y_{i}=(m)_{i}-\left(m_{124}\right)_{i}, 1 \leqq i \leqq n$, and on the right-hand side $y_{i}=(m)_{i}-r_{i}, 2 \leqq i \leqq n$, where the $r_{i}$ are indices of summation in the Ališaukas, Jucys and Jucys form (2.14) for the reduced Wigner coefficient in (2.17b).

Two remarks should be made. The first is that condition (2.26) implies that the only restriction on the left-hand sum in (2.27) is that $\sum_{i=1}^{n} y_{i}=p_{3}$. Also the sum on the right-hand side of (2.27) terminates at $y_{i}=(m)_{i}-\left(m_{14}\right)_{i}$ for $2 \leqq i \leqq n$ (or possibly smaller values of $y_{2}$ and $y_{n}$ ).

Now fix $(m)_{i}-\left(m_{14}\right)_{i}$ for $2 \leqq i \leqq n$ and fix $p_{3}$ but let $m_{1}, m_{14},(m)_{1}, p_{2}$ and $p_{4}$ vary subject to the condition (2.26) and also that

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\left(m_{14}\right)_{i}-\left(m_{1}\right)_{i}\right]=p_{4}, \quad \sum_{i=1}^{n}\left[(m)_{i}-\left(m_{14}\right)_{i}\right]=p_{2}+p_{3} . \tag{2.28}
\end{equation*}
$$

The identity (2.27) is valid for all nonnegative integers $(m)_{1},\left(m_{1}\right)_{i},\left(m_{14}\right)_{i}$ for $1 \leqq i \leqq n$ satisfying some condition:

$$
\begin{equation*}
(m)_{1}>\left(m_{14}\right)_{1}+C_{1}>\left(m_{1}\right)_{1}+C_{2}>\left(m_{14}\right)_{2}+C_{3}>\left(m_{1}\right)_{2}+C_{4}>\cdots>\left(m_{1}\right)_{n}+C_{2 n} \tag{2.29}
\end{equation*}
$$

for some constants $C_{1}, \cdots, C_{2 n}>0$. For simplicity we shall also assume $(m)_{1}-$ $\left(m_{14}\right)_{1}>p_{2}$.

Note that the factors in front of the summation sign on the right-hand side of (2.27) may be written as

$$
\begin{align*}
& \frac{(-1)^{p_{3}}}{\left(p_{3}\right)!} \prod_{l=2}^{n}\left[\frac{\left((m)_{1}-(m)_{l}+l\right)_{\left((m)_{l}-\left(m_{14}\right)\right)_{l}}}{\left(\left(m_{14}\right)_{l}-\left(m_{1}\right)_{n}+n-l+1\right)_{\left(\left(()_{l}-\left(m_{14}\right)_{l}\right)\right.}}\right] \\
& \quad \cdot \frac{\left(p_{2}+1\right)_{\left((m)_{1}-\left(m_{14}\right)_{1}-p_{2}\right)} \cdot\left(\left(m_{14}\right)_{1}-\left(m_{1}\right)_{n}+n\right)_{\left((m)_{1}-\left(m_{14}\right)_{1}-p_{2}\right)}}{\left((m)_{1}-\left(m_{1}\right)_{1}-p_{3}+1\right)_{p_{3}}} . \tag{2.30}
\end{align*}
$$

We would have a similar formula if we assume $(m)_{1}-\left(m_{14}\right) \leqq p_{2}$. Also note that $(m)_{1}-\left(m_{14}\right)_{1}-p_{2}=p_{3}-\sum_{i=2}^{n}\left((m)_{i}-\left(m_{14}\right)_{i}\right)$ by condition (2.28), so all the subscripts of the rising factorials in (2.30) are constants.

By substituting (2.30) and clearing denominators, the identity (2.27) becomes a polynomial identity of fixed degree in the variables $(m)_{1},\left(m_{1}\right)_{i},\left(m_{14}\right)_{i}$ for $1 \leqq i \leqq n$. It follows from (2.29) that (2.27) is true for all values of $(m)_{1},\left(m_{1}\right)_{i},\left(m_{14}\right)_{i} \in \mathbb{C}, 1 \leqq i \leqq n$, such that both sides of (2.27) are defined.

Now substitute $q=p_{3}, a=-\left(m_{1}\right)_{n}, b=-\left(m_{1}\right)_{1}-(n-1), z_{l}=-(m)_{n-l+1}$ and $w_{l}=$ $-\left(m_{14}\right)_{n-l+1}$ for $1 \leqq l \leqq n$. We then obtain identity (2.25). Q.E.D.

Remark 2.31. For $n=2$ one uses formula (2.5) of [15] to translate Theorem 2.24 above into the classical terminating form of Whipple's transformation [4, eq. (4.3.4)] between a well-poised ${ }_{7} F_{6}$ and a balanced ${ }_{4} F_{3}$ hypergeometric series. In this form the parameter $q$ is no longer restricted to be a nonnegative integer, but may take on arbitrary complex values (subject to the usual condition that denominators do not vanish).

Remark 2.32. On the left-hand side of identity (2.25) the $W^{(n)}$ series satisfies Holman's "well-poised in $S U(n)$ " conditions (2.22) (also [15, eqs. (3.2)]. On the
right-hand side the $F^{(n-1)}$ series satisfies a generalization of the "balanced" or "Saalschützian" condition. With notation as in (2.21) and (2.23a and b) this balanced condition is

$$
\begin{equation*}
\sum_{l=1}^{n-1} a_{i l}+n=\sum_{l=1}^{n-1} b_{i l}, \tag{2.33}
\end{equation*}
$$

for each $i, 1 \leqq i \leqq n-1$. Note that the $F^{(n)}$ series in Holman's generalization of the Saalschütz summation theorem [14, Thm. 3] is "balanced" in this sense just as in the classical case.
3. Corollaries of Theorem 2.24. In this section we will discuss a generalization of Dougall's theorem [11], an analogue of Dougall's theorem, limiting cases of Theorem 2.24 and new summation theorems for classical hypergeometric series and basic hypergeometric series.

If we set $q=b-a$ in identity (2.25), then the right-hand side of (2.25) can be summed by means of Holman's generalization of the Saalschütz summation theorem [14]. By continuation we may drop the assumption that $w_{i}-z_{i}$ are integers, $1 \leqq i \leqq n-1$. We obtain a generalization of Dougall's theorem [14, eq. (4.3.5)].

Corollary 3.1. With notation as in Theorem 2.24 let $q$ be a nonnegative integer and set $s=\sum_{k=1}^{n}\left(w_{k}-z_{k}\right)$. For $n \geqq 2$ we have

$$
\begin{aligned}
& W_{q}^{(n)}\left(\begin{array}{ccccc}
z_{1}-z_{2}+1 \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 \\
\vdots & \vdots \\
z_{1}-z_{n}+n-1 & z_{2}-z_{n}+n-2 & \cdots & z_{n-1}-z_{n}+1
\end{array}\right. \\
& \left(\begin{array}{ccccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots & z_{1}-w_{n}+n-1 & z_{1}+s-b \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots & z_{2}-w_{n}+n-2 & z_{2}+s-b-1 \\
\vdots & \vdots & & \vdots & \vdots \\
z_{n}-w_{1}-n+1 & z_{n}-w_{2}-n+2 & \cdots & z_{n}-w_{n} & z_{n}+s-b-n+1 \\
1 & z_{1}-z_{2}+2 & \cdots & z_{1}-z_{n}+n & z_{1}-b \\
-1 \\
z_{2}-z_{1} & 1 & \cdots & z_{2}-z_{n}+n-1 & z_{2}-b-1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
z_{n}-z_{1}-n+2 & z_{n}-z_{2}-n+3 & \cdots & 1 & z_{n}-b-n+1 \\
-1
\end{array}\right) \\
& =
\end{aligned}
$$

Proof. We have used

$$
\begin{align*}
\prod_{l=1}^{n-1} & {\left[\frac{\Gamma\left(w_{l}-z_{n}+n-l+1\right) \Gamma\left(z_{n}-w_{l}+l-n\right) \Gamma\left(b-z_{l}+l-q\right)}{\Gamma\left(z_{l}-z_{n}+n-l+1\right) \Gamma\left(z_{n}-z_{l}+l-n\right) \Gamma\left(b-w_{l}+l-q\right)}\right] } \\
& =\prod_{l=1}^{n-1}\left[\frac{\Gamma\left(w_{l}+q-b-l+1\right)}{\Gamma\left(z_{l}+q-b-l+1\right)}\right], \tag{3.3}
\end{align*}
$$

where we assume $z_{i}-z_{j}$ is not an integer for $1 \leqq i \neq j \leqq n-1$.
An analogue of Dougall's theorem is obtained if we set $q=s=\sum_{k=1}^{n}\left(w_{k}-z_{k}\right)$.

Corollary 3.4. With notation as in Theorem 2.24 let $q$ and $w_{i}-z_{i}$ for $i=$ $1, \cdots, n-1$ be nonnegative integers and let $q=s=\sum_{k=1}^{n}\left(w_{k}-z_{k}\right)$. For $n \geqq 2$ we have

$$
\begin{align*}
& W_{q}^{(n)}\left(\begin{array}{cccc}
z_{1}-z_{2}+1 & & & \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 & & \\
\vdots & \vdots & \ddots & \\
z_{1}-z_{n}+n-1 & z_{2}-z_{n}+n-2 & \cdots & z_{n-1}-z_{n}+1
\end{array}\right. \\
& \begin{array}{|ccccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots & z_{1}-w_{n}+n-1 & z_{1}-a \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots & z_{2}-w_{n}+n-2 & z_{2}-a-1 \\
\vdots & \vdots & & \vdots & \vdots \\
z_{n}-w_{1}-n+1 & z_{n}-w_{2}-n+2 & \cdots & z_{n}-w_{n} & z_{n}-a-n+1
\end{array}  \tag{3.5}\\
& \left.\left\lvert\, \begin{array}{ccccc|c}
1 & z_{1}-z_{2}+2 & \cdots & z_{1}-z_{n}+n & z_{1}-b & -1 \\
z_{2}-z_{1} & \vdots & \cdots & z_{2}-z_{n}+n-1 & z_{2}-b-1 & -1 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
z_{n}-z_{1}-n+2 & z_{n}-z_{2}-n+3 & \cdots & 1 & z_{n}-b-n+1 & -1
\end{array}\right.\right) \\
& =q!\prod_{l=1}^{n}\left[\frac{\Gamma\left(a-z_{l}+l\right) \Gamma\left(b-w_{l}+l\right)}{\Gamma\left(a-w_{l}+l\right) \Gamma\left(b-z_{l}+l\right)}\right] .
\end{align*}
$$

Proof. With $q=s$ we can apply Holman's Saalschütz theorem to the right-hand side of (2.25). We then obtain (3.5) after using the following identity:

$$
\begin{align*}
& \frac{\Gamma\left(z_{n}-n+1+q-b\right)}{\Gamma\left(w_{n}-n+1-b\right)} \prod_{l=1}^{n-1}\left[\frac{\Gamma\left(w_{l}-z_{n}+n-l+1\right) \Gamma\left(z_{n}-w_{l}+l-n\right)}{\Gamma\left(z_{l}-z_{n}+n-l+1\right) \Gamma\left(z_{n}-z_{l}+l-n\right)}\right] \\
& \quad=\frac{\Gamma\left(b-w_{n}+n\right)}{\Gamma\left(b-z_{n}+n-q\right)}, \tag{3.6}
\end{align*}
$$

where we assume $z_{i}-z_{j}$ is not an integer for $1 \leqq i \neq j \leqq n-1$.
Remark 3.7. For $n=2$, Corollary 3.1 reduces to the classical Dougall's theorem when the $W_{q}^{(2)}$ series is replaced by the corresponding well-poised ${ }_{7} F_{6}$ hypergeometric series by means of formula (2.5) of [15]. In this classical form $q$ is no longer restricted to be a nonnegative integer, but may take on arbitrary complex values (if $z_{1}-w_{1}$ is a negative integer).

In Corollary 3.4 for $n=2$, the well-poised ${ }_{7} F_{6}$ series corresponding to the $W_{q}^{(2)}$ series is in general not defined because the integer $z_{1}-w_{1}+1 \leqq 1$ is a denominator parameter in the ${ }_{7} F_{6}$ series. Hence Corollary 3.4 is not a generalization of a classical result, but rather an analogue of Dougall's theorem.

Limiting cases of identity (2.25) also yield transformation formulas for hypergeometric series in $U(n)$. For example, taking the limit $w_{n} \rightarrow \infty$ in (2.25) gives a form of Holman's generalization of the terminating ${ }_{5} F_{4}(1)$ summation theorem ([14, Thm. 4] and see also [20]). By taking the limits $a \rightarrow \infty$ or $b \rightarrow \infty$ we obtain generalizations of the terminating form of Whipple's ${ }_{6} F_{5}(-1)$ transformation theorem ([4, eq. (4.4.2)] and [25]).

Taking the limit $a \rightarrow \infty$ in (2.25), we find
Corollary 3.8. With notation and assumptions as in Theorem 2.24, we have

$$
W_{q}^{(n)}\left(\begin{array}{cccc}
z_{1}-z_{2}+1 & & & \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 & & \\
\vdots & \vdots & \ddots & \\
z_{1}-z_{n}+n-1 & z_{2}-z_{n}+n-2 & \cdots & z_{n-1}-z_{n}+1
\end{array}\right.
$$

$$
\begin{align*}
& \left\lvert\, \begin{array}{cccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots & z_{1}-w_{n}+n-1 \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots & z_{2}-w_{n}+n-2 \\
\vdots & \vdots & & \vdots \\
z_{n}-w_{1}-n+1 & z_{n}-w_{2}-n+2 & \cdots & z_{n}-w_{n}
\end{array}\right. \\
& \left.\left\lvert\, \begin{array}{ccccc|c}
1 & z_{1}-z_{2}+2 & \cdots & z_{1}-z_{n}+n & z_{1}-b & 1 \\
z_{2}-z_{1} & 1 & \cdots & z_{2}-z_{n}+n-1 & z_{2}-b-1 & 1 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
z_{n}-z_{1}-n+2 & z_{n}-z_{2}-n+3 & \cdots & 1 & z_{n}-b-n+1 & 1
\end{array}\right.\right) \\
& =\frac{\Gamma\left(w_{n}-z_{n}+1\right)}{\Gamma(1+s-q)} \frac{\Gamma\left(b-z_{n}+n-q\right)}{\Gamma\left(b-z_{n}+n\right)} \prod_{l=1}^{n-1}\left[\frac{\Gamma\left(w_{l}-z_{n}+n-l+1\right)}{\Gamma\left(z_{l}-z_{n}+n-l+1\right)}\right]  \tag{3.9}\\
& \cdot F^{(n-1)}\left(\begin{array}{ccll}
z_{1}-z_{2}+1 & & & \\
z_{1}-z_{3}+2 & z_{2}-z_{3}+1 \\
\vdots & \vdots & & \\
z_{1}-z_{n-1}+n-2 & z_{2}-z_{n-1}+n-3 & \cdots & z_{n-2}-z_{n-1}+1
\end{array}\right. \\
& \left\lvert\, \begin{array}{ccccc}
z_{1}-w_{1} & z_{1}-w_{2}+1 & \cdots & z_{1}-w_{n}+n-1 & z_{1}+q-b \\
z_{2}-w_{1}-1 & z_{2}-w_{2} & \cdots & z_{2}-w_{n}+n-2 & z_{2}+q-b-1 \\
\vdots & \vdots & & \vdots & \vdots \\
z_{n-1}-w_{1}-n+2 & z_{n-1}-w_{2}-n+3 & \cdots & z_{n-1}-w_{n}+1 & z_{n-1}+q-b-n+2
\end{array}\right. \\
& \left.\left\lvert\, \begin{array}{ccccc|c}
1 & z_{1}-z_{2}+2 & \cdots & z_{1}-z_{n}+n & z_{1}-b & 1 \\
z_{2}-z_{1} & 1 & \cdots & z_{2}-z_{n}+n-1 & z_{2}-b-1 & 1 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
z_{n-1}-z_{1}-n+3 & z_{n-1}-z_{2}-n+4 & \cdots & z_{n-1}-z_{n}+2 & z_{n-1}-b-n+2 & 1
\end{array}\right.\right) .
\end{align*}
$$

Now taking the limit $b \rightarrow \infty$ in (2.25), we find
Corollary 3.10. With notation and assumptions as in Theorem 2.24, we have

$$
W_{q}^{(n)}\left(\text { as above } \begin{array}{ccccc}
z_{1}-w_{1} & \cdots & z_{1}-w_{n}+n-1 & z_{1}+s-q-a \\
\vdots & & \vdots & \vdots \\
z_{n}-w_{1}-n+1 & \cdots & z_{n}-w_{n} & z_{n}+s-q-a-n+1
\end{array}\right.
$$

$$
\left.\left\lvert\, \begin{array}{ccc|c}
1 & \cdots & z_{1}-z_{n}+n \mid & 1 \\
\vdots & & \vdots & \vdots \\
z_{n}-z_{1}-n+2 & \cdots & 1 & 1
\end{array}\right.\right)
$$

$$
\begin{align*}
= & \frac{\Gamma\left(a-s+q-z_{n}+n\right) \Gamma\left(w_{n}-z_{n}+1\right)}{\Gamma\left(a-w_{n}+n\right) \Gamma(1+s-q)} \prod_{l=1}^{n}  \tag{3.11}\\
& \cdot F^{(n-1)}\left(\text { as above } \left\lvert\, \begin{array}{cccc}
z_{1}-w_{1} & \cdots\left(w_{l}-z_{n}+n-l+1\right) \Gamma\left(a-z_{l}+l\right) \\
\vdots & \cdots & z_{1}-w_{n}+n-1 & z_{1}+s-q-a \\
z_{n-1}-w_{1}-n+2 & \cdots & z_{n-1}-w_{n}+1 & z_{n-1}+s-q-a-n-2
\end{array}\right.\right.
\end{align*}
$$

$$
\left(\begin{array}{cccc|c}
1 & \cdots & z_{1}-z_{n}+n & z_{1}-a & 1 \\
\vdots & & \vdots & \vdots & \vdots \\
z_{n-1}-z_{1}-n+3 & \cdots & z_{n-1}-z_{n}+2 & z_{n-1}-a-n+2 & 1
\end{array}\right)
$$

Remark 3.12. We also obtain interesting summation theorems on taking the limit $a \rightarrow \infty$ in identity (3.5) or the limit $b \rightarrow \infty$ in identities (3.5) and (3.2). After dividing by $q$ !, if we sum with respect to $q$ both sides of the limit of identity (3.2) we obtain a generalization of the binomial theorem (see also Milne [21]).

Now divide both sides of identity (3.2) by $q$ ! and sum over $q \geqq 0$. The left-hand side becomes a terminating $F^{(n)}$ series which is summable by Holman's generalization of the terminating form of the Gauss summation theorem [14, Thm. 1]. The right-hand side becomes a classical ${ }_{n+1} F_{n}(1)$ series such that the sum of the numerator parameters equals the sum of the denominator parameters. This is for $n \geqq 2$. For $n=1$ we obtain the same result by Vandermonde's theorem or by the classical Gauss summation theorem [4]. Thus we have

Theorem 3.13. For $n \geqq 1$, let $b_{l} \in \mathbb{C}$ and $K_{l}$ be a nonnegative integer for $l=1$, $2, \cdots, n$. We assume that $b_{l}$ is not a negative integer or zero for $1 \leqq l \leqq n$. Setting $c=\sum_{l=1}^{n} K_{l}$, we have

$$
\begin{equation*}
{ }_{n+1} F_{n}\binom{-c, b_{1}+K_{1}, b_{2}+K_{2}, \cdots, b_{n}+K_{n} ;}{b_{1}, b_{2}, \cdots, b_{n} ;}=(-1)^{c} c!\prod_{l=1}^{n} \frac{1}{\left(b_{l}\right)_{K_{l}}} . \tag{3.14}
\end{equation*}
$$

We also prove a " $q$-analogue" of Theorem 3.13. First, we give a definition.
Definition 3.15. Define the basic hypergeometric series

$$
\begin{equation*}
{ }_{r+1} \varphi_{r}\binom{a_{1}, \cdots, a_{r+1} ; q, x}{b_{1}, \cdots, b_{r}}=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{r+1} ; q\right)_{n} x^{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{r} ; q\right)_{n}(q ; q)_{n}} \tag{3.16}
\end{equation*}
$$

with

$$
(a ; q)_{n}= \begin{cases}1, & n=0,  \tag{3.17}\\ (1-a)(1-a q) \cdots\left(1-a q^{n-1}\right), & n=1,2, \cdots\end{cases}
$$

Theorem 3.18. For $n \geqq 1$, let $\beta_{l} \in \mathbb{C}$ and $\gamma_{l}=q^{K_{l}}$ for $1 \leqq l \leqq n$, where $K_{l}$ is a nonnegative integer and $\beta_{l}$ is not a negative power of $q$ or 1. Setting $\sigma=\prod_{l=1}^{n} \gamma_{l}=q^{c}$ where $c=\sum_{l=1}^{n} K_{l}$, we have

$$
\begin{equation*}
{ }_{n+1} \phi_{n}\binom{\sigma^{-1}, \beta_{1} \gamma_{1}, \beta_{2} \gamma_{2}, \cdots, \beta_{n} \gamma_{n} ;}{\beta_{1}, \beta_{2}, \cdots, \beta_{n} ;}=\frac{\left(\sigma^{-1} ; q\right)_{c}}{\prod_{l=1}^{n}\left(\beta_{l} ; q\right)_{K_{l}}} . \tag{3.19}
\end{equation*}
$$

Proof. We first prove the following identity:

$$
{ }_{1} \phi_{0}\left(\sigma^{-1} ; q, q^{r}\right)=\sum_{j=0}^{c} \frac{\left(\sigma^{-1} ; q\right)_{j}}{(q ; q)_{j}} q^{r j}= \begin{cases}0, & 0<r \leqq c  \tag{3.20}\\ \left(\sigma^{-1} ; q\right)_{c}, & r=0 .\end{cases}
$$

From the $q$-binomial theorem [4, eq. (8.2.4)], we have

$$
\begin{equation*}
{ }_{1} \phi_{0}(a ; q, z)=\prod_{j=0}^{\infty} \frac{\left(1-a q^{j} z\right)}{\left(1-q^{j} z\right)} . \tag{3.21}
\end{equation*}
$$

Hence ${ }_{1} \phi_{0}\left(\sigma^{-1} ; q, q^{r}\right)=0$ if $0<r \leqq c$. We also have [4, p. 66]

$$
\begin{equation*}
{ }_{1} \phi_{0}(a ; q, z)-a_{1} \phi_{0}(a ; q, q z)=(1-a)_{1} \phi_{0}(a q ; q, z) \tag{3.22}
\end{equation*}
$$

Setting $a=\sigma^{-1}$ and $z=1$ in (3.22), we find

$$
\begin{equation*}
{ }_{1} \phi_{0}\left(q^{-c} ; q, 1\right)=\left(1-q^{c}\right)_{1} \phi_{0}\left(q^{-c+1} ; q, 1\right) \tag{3.23}
\end{equation*}
$$

and by induction

$$
\begin{equation*}
{ }_{1} \phi_{0}\left(q^{-c} ; q, 1\right)=\left(1-q^{-c}\right)\left(1-q^{-c+1}\right) \cdots\left(1-q^{-1}\right)_{1} \phi_{0}(1 ; q, 1) \tag{3.24}
\end{equation*}
$$

where ${ }_{1} \phi_{0}(1 ; q, 1)=1$. This completes the proof of identity (3.20).
Using the identity

$$
\begin{equation*}
\frac{\left(\beta_{l} \gamma_{l} ; q\right)_{j}}{\left(\beta_{l} ; q\right)_{j}}\left(\beta_{l} ; q\right)_{K_{l}}=\left(\beta_{l} q^{j} ; q\right)_{K_{l}} \tag{3.25}
\end{equation*}
$$

for $1 \leqq l \leqq n$ and $j \geqq 0$, we rewrite (3.19) as

$$
\begin{equation*}
\sum_{j=0}^{c} \frac{\left(\sigma^{-1} ; q\right)_{j}}{(q ; q)_{j}}\left(\beta_{1} q^{j} ; q\right)_{K_{1}} \cdots\left(\beta_{n} q^{j} ; q\right)_{K_{n}}=\left(\sigma^{-1} ; q\right)_{c} . \tag{3.26}
\end{equation*}
$$

Now if we expand $\prod_{l=1}^{n}\left(\beta_{l} q^{j} ; q\right)_{K_{l}}$ in powers of $q^{j}$, we find

$$
\begin{equation*}
\prod_{l=1}^{n}\left(\beta_{l} q^{j} ; q\right)_{K_{l}}=1+\text { higher order terms in } q^{j} \tag{3.27}
\end{equation*}
$$

with highest order $q^{j c}$. An application of identity (3.20) completes the proof of Theorem 3.18.

Remark 3.28. There is a similar proof of Theorem 3.13 relying on a classical (ordinary) analogue of (3.20), which can be proved by induction from the ordinary binomial theorem. This classical analogue of (3.20) is given in an equivalent form by Ališaukas, Jucys and Jucys [1].

We also mention that Milne had discussed how a generalization of Dougall's theorem might lead to an identity similar to (3.14), just as in fact occurred. His conjectured identities are different than (3.14) [22].
4. Orthogonal polynomials in several variables. In this section we define a family of orthogonal polynomials in several variables which generalize the Racah polynomials of Wilson [26], [27]. These polynomials are orthogonal on a discrete set $\left\{\left(x_{1}, \cdots, x_{n}\right) \in\right.$ $\mathbb{Z}^{n} \mid x_{i} \geqq 0$ for $1 \leqq i \leqq n$ and $\left.\sum_{i=1}^{n} x_{i}=N\right\}$ for some nonnegative integer $N$ and for $n \geqq 2$.

Recall the orthogonality relations (1.26a and b) satisfied by the multiplicity-free Racah coefficients above. Let notation be as in Proposition 1.25 and let $n \geqq 2$. We will. denote $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ for the highest weight $\lambda$ of any irreducible representation space $V_{\lambda}$. Set $z_{i}=\mu_{i}^{\prime}-m_{i}$ and $h_{i}=\nu_{i}-\mu_{i}$ for $1 \leqq i \leqq n$ and denote $N=p^{\prime \prime}=\sum_{i=1}^{n} z_{i}=$ $\sum_{i=1}^{n} h_{i}$. Finally we assume that $\nu_{i}>N+m_{i}$ and $m_{i}>N+\nu_{(i+1)}$ for $1 \leqq i \leqq n$ and with $\nu_{(n+1)}=0$.

When we substitute the explicit form (2.4) and (2.14) of the Racah coefficients into identity (1.26a), we obtain

$$
\begin{equation*}
\sum_{z_{1}+\cdots+z_{n}=N} \phi_{\mu}\left(\nu, m, m^{\prime}, m^{\prime \prime} \mid \mu^{\prime}\right) \phi_{\bar{\mu}}\left(\nu, m, m^{\prime}, m^{\prime \prime} \mid \mu^{\prime}\right) w(z)=\delta_{\bar{\mu}, \mu} M_{\mu} \tag{4.1}
\end{equation*}
$$

where

$$
\delta_{\bar{\mu}, \mu}= \begin{cases}1 & \text { if } \mu=\bar{\mu}, \\ 0 & \text { otherwise },\end{cases}
$$

and

$$
\begin{align*}
w(z)= & \prod_{1 \leqq k<l \leqq n}\left(z_{k}+m_{k}-\left(z_{l}+m_{l}\right)+l-k\right) \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left[\frac{\left(m_{k}-\nu_{l}+l-k\right)_{z_{k}}}{\left(m_{k}-m_{l}+l-k+1\right)_{z_{k}}\left(m_{l}-m_{k}+k-l\right)_{\left(z_{l}+1\right)}}\right]  \tag{4.2}\\
& \cdot \prod_{2 \leqq k \leqq l \leqq n}\left(m_{l}-\nu_{k}+k-l\right)_{z_{l}} \cdot \prod_{l=1}^{n} \frac{1}{\left(m_{l}-\nu_{1}+1-l\right)_{z_{l}}\left(z_{l}\right)!},
\end{align*}
$$

and

$$
\begin{align*}
M_{\mu}= & \prod_{1 \leqq k<l \leqq n}\left(\left(\nu_{k}-h_{k}\right)-\left(\nu_{l}-h_{l}\right)+l-k\right)^{-1} \cdot \frac{1}{\left(h_{1}\right)!} \\
& \cdot \prod_{l=2}^{n}\left[\frac{\left(\nu_{l}-\nu_{1}+1-l\right)_{\left(h_{1}+1\right)}\left(h_{l}\right)!}{\left(\nu_{1}-\nu_{l}+l\right)_{h_{l}}}\right] \cdot \prod_{1 \leqq k<l \leqq n} \frac{1}{\left(m_{k}-\nu_{l}+l-k\right)_{h_{l}}}  \tag{4.3}\\
& \cdot \prod_{1 \leqq k \leqq l \leqq n} \frac{1}{\left(m_{l}-\nu_{k}+k-l\right)_{h_{l}}} \\
& \cdot \prod_{2 \leqq k<l \leqq n}\left(\nu_{k}-\nu_{l}+l-k+1\right)_{h_{l}}\left(\nu_{l}-\nu_{k}+k-l\right)_{\left(h_{k}+1\right)},
\end{align*}
$$

and

$$
\begin{align*}
& \phi_{\mu}\left(\nu, m, m^{\prime}, m^{\prime \prime} \mid \mu^{\prime}\right)=\sum_{\substack{\nu_{1} \geq 0 \\
2 \leqq l \leqq n}}\left\{\prod_{2 \leqq \nu<s \leqq n}\left(\frac{\nu_{s}-\nu_{r}+r-s+y_{r}-y_{s}}{\nu_{s}-\nu_{r}+r-s}\right)\right. \\
& \left.\cdot \prod_{l=2}^{n} \prod_{k=1}^{n}\left[\frac{\left(\mu_{k}-\nu_{l}+l-k\right)_{y_{l}}\left(\mu_{k}^{\prime}-\nu_{l}+l-k\right)_{y_{l}}}{\left(\nu_{k}-\nu_{l}+l-k+1\right)_{y_{l}}\left(m_{k}-\nu_{l}+l-k\right)_{y_{l}}}\right]\right\}, \tag{4.4}
\end{align*}
$$

with a similar formula for $\phi_{\bar{\mu}}$.
Similarly to the argument in the proof of Theorem 2.24 it follows that identity (4.1) is true for all $\nu, m \in \mathbb{C}^{n}$ with the restriction that the denominators in (4.2)-(4.4) should not vanish.

We now rewrite (4.1) and set $\alpha_{k}=-m_{n-k+1}-k, \beta_{k}=-\nu_{n-k+1}-k, x_{k}=z_{n-k+1}$, $t_{k}=h_{n-k+1}$ for $1 \leqq k \leqq n$.

Proposition 4.5. Let $n \geqq 2$ and $N$ be a nonnegative integer. With notation as above and $\alpha, \beta \in \mathbb{C}^{n}$, then for $t=\left(t_{1}, \cdots, t_{n}\right) \in \mathbb{Z}^{n}$ such that $\sum_{i=1}^{n} t_{i}=N$ and $t_{i} \geqq 0$ for $1 \leqq i \leqq n$, and similarly for $t^{\prime} \in \mathbb{Z}^{n}$, we have

$$
\begin{equation*}
\sum_{x_{1}+\cdots+x_{n}=N} P_{t}(x ; \alpha, \beta, N) P_{t^{\prime}}(x ; \alpha, \beta, N) w(x)=\delta_{t, t^{\prime}} M_{t} \tag{4.6}
\end{equation*}
$$

where $x_{i}$ is a nonnegative integer for $1 \leqq i \leqq n$ and

$$
\delta_{t, t^{\prime}}= \begin{cases}1 & \text { if } t=t^{\prime}, \\ 0 & \text { otherwise },\end{cases}
$$

and

$$
\begin{align*}
w(x)= & \prod_{1 \leqq k<l \leqq n}\left(\left(\alpha_{k}-x_{k}\right)-\left(\alpha_{l}-x_{l}\right)\right) \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left[\frac{\left(\beta_{k}-\alpha_{l}\right)_{x_{l}}}{\left(\alpha_{k}-\alpha_{l}+1\right)_{x_{l}}\left(\alpha_{l}-\alpha_{k}\right)_{\left(x_{k}+1\right)}}\right]  \tag{4.7}\\
& \cdot \prod_{1 \leqq k \leqq l \leqq n-1}\left(\beta_{l}-\alpha_{k}\right)_{x_{k}} \cdot \prod_{l=1}^{n} \frac{1}{\left(\beta_{n}-\alpha_{l}\right)_{x_{l}}\left(x_{l}\right)!} N!\left(\beta_{n}-\alpha_{1}\right)_{N}
\end{align*}
$$

and

$$
\begin{align*}
M_{t}= & \prod_{1 \leqq k<l \leqq n}\left(\left(t_{k}+\beta_{k}\right)-\left(t_{l}+\beta_{l}\right)\right)^{-1} \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left[\frac{\left.\left(\beta_{k}-\beta_{l}+1\right)_{t_{k}}\left(\beta_{l}-\beta_{k}\right)_{\left(t_{l}+1\right)}\right]}{\left(\beta_{k}-\alpha_{l}\right)_{t_{k}}}\right]  \tag{4.8}\\
& \cdot \prod_{2 \leqq k \leqq l \leqq n} \frac{1}{\left(\beta_{l}-\alpha_{k}\right)_{t_{l}}} \cdot \prod_{l=1}^{n}\left(\beta_{l}-\alpha_{1}\right)_{t_{l}}\left(t_{l}\right)!\frac{1}{N!\left(\beta_{n}-\alpha_{1}\right)_{N}}
\end{align*}
$$

and
$P_{t}(x ; \alpha, \beta, N)=\frac{\prod_{l=1}^{n}\left(\beta_{l}-\beta_{n}+1\right)_{t}\left(\beta_{l}-\alpha_{1}\right)_{t}}{N!\left(\beta_{n}-\alpha_{1}\right)_{N}}$

$$
\begin{align*}
& \cdot F^{(n-1)}\left(\begin{array}{ccll}
\beta_{1}-\beta_{2} & & & \\
\beta_{1}-\beta_{3} & \beta_{2}-\beta_{3} & & \\
\vdots & \vdots & & \\
\beta_{1}-\beta_{n-1} & \beta_{2}-\beta_{n-1} & \cdots & \beta_{n-2}-\beta_{n-1}
\end{array}\right.  \tag{4.9}\\
& \left\lvert\, \begin{array}{cccccc}
-t_{1} & \cdots & -t_{n}-\beta_{n}+\beta_{1} & x_{1}-\alpha_{1}+\beta_{1} & \cdots & x_{n}-\alpha_{n}+\beta_{1} \\
-t_{1}-\beta_{1}+\beta_{2} & \cdots & -t_{n}-\beta_{n}+\beta_{2} & x_{1}-\alpha_{1}+\beta_{2} & \cdots & x_{n}-\alpha_{n}+\beta_{2} \\
\vdots & & \vdots & \vdots & & \vdots \\
-t_{1}-\beta_{1}+\beta_{n-1} & \cdots & -t_{n}-\beta_{n}+\beta_{n-1} & x_{1}-\alpha_{1}+\beta_{n-1} & \cdots & x_{n}-\alpha_{n}+\beta_{n-1}
\end{array}\right. \\
& \left.\left\lvert\, \begin{array}{cccccc|c}
1 & \cdots & 1-\beta_{n}+\beta_{1} & -\alpha_{1}+\beta_{1} & \cdots & -\alpha_{n}+\beta_{1} & 1 \\
1-\beta_{1}+\beta_{2} & \cdots & 1-\beta_{n}+\beta_{2} & -\alpha_{1}+\beta_{2} & \cdots & -\alpha_{n}+\beta_{2} & 1 \\
\vdots & & \vdots & \vdots & & \vdots & \vdots \\
1-\beta_{1}+\beta_{n-1} & \cdots & 1-\beta_{n}+\beta_{n-1} & -\alpha_{1}+\beta_{n-1} & \cdots & -\alpha_{n}+\beta_{n-1} & 1
\end{array}\right.\right)
\end{align*}
$$

and similarly for $P_{t^{\prime}}(x ; \alpha, \beta, N)$.
Note that $P_{t}(x ; \alpha, \beta, N)$ is a symmetric polynomial in the variables $x_{1}-\alpha_{1}$, $x_{2}-\alpha_{2}, \cdots, x_{n}-\alpha_{n}$. Hence $P_{t}(x ; \alpha, \beta, N)$ may be expressed as a polynomial in the elementary symmetric functions $e_{i}\left(x_{1}-\alpha_{1}, \cdots, x_{n}-\alpha_{n}\right), 1 \leqq i \leqq n$. Recall that for a set of variables $u_{1}, \cdots, u_{n}$ and $1 \leqq i \leqq n$, one defines

$$
\begin{equation*}
e_{i}\left(u_{1}, \cdots, u_{n}\right)=\sum_{1 \leqq j_{1}<j_{2}<\cdots<j_{i} \leqslant n} u_{j_{1}} u_{j_{2}} \cdots u_{j_{i}}, \tag{4.10}
\end{equation*}
$$

where the sum is over all subsets $\left\{j_{1}, \cdots, j_{i}\right\} \subseteq\{1, \cdots, n\}$ of cardinality $i$.
We will abbreviate $e_{i}\left(x_{1}-\alpha_{1}, \cdots, x_{n}-\alpha_{n}\right)$ by $e_{i}(x-\alpha)$ for $1 \leqq i \leqq n$ and also abbreviate the set of nonconstant polynomials $\left\{e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha)\right\}$ by $e(x-\alpha)$. Note that $e_{1}(x-\alpha)=\sum_{i=1}^{n} x_{i}-\alpha_{i}=N-\sum_{i=1}^{n} \alpha_{i}$.

Definition 4.11. With $\alpha, \beta, x, t$ and $t^{\prime}$ as in Proposition 4.5 we define the Racah polynomial in the variables $e(x-\alpha)=\left\{e_{2}(x-\alpha), \cdots . e_{n}(x-\alpha)\right\}$ by

$$
\begin{equation*}
R_{t}(e(x-\alpha) ; \alpha, \beta, N) \equiv P_{t}(x ; \alpha, \beta, N) \tag{4.12}
\end{equation*}
$$

and the inner product

$$
\begin{align*}
& \left\langle R_{t}(e(x-\alpha) ; \alpha, \beta, N), R_{t^{\prime}}(e(x-\alpha) ; \alpha, \beta, N)\right\rangle  \tag{4.13}\\
& \quad \equiv \sum_{x_{1}+\cdots+x_{n}=N} R_{t}(e(x-\alpha) ; \alpha, \beta, N) R_{t^{\prime}}(e(x-\alpha) ; \alpha, \beta, N) w(x) .
\end{align*}
$$

Remark 4.14. For $n=2$ we obtain up to a scalar factor the orthogonal polynomials defined in (4.1) and (4.2) of Wilson [27] by substituting $m_{1}=\gamma, m_{2}=-\delta-N, \mu_{1}=$ $\beta+n-N-1, \mu_{2}=-n, \mu_{1}^{\prime}=x+\gamma, \mu_{2}^{\prime}=-x-\delta, \nu_{1}=\beta-1, \nu_{2}=0$ and $N=-(\alpha+1)$ in the notation of equations (4.1)-(4.3) here and with $\alpha, \beta, \gamma, \delta$ defined as in [27]. (Use transformation (1.2) of [27].)

We also remark that for $n=2$, the $R_{t}$ polynomials contain the Hahn polynomials as a limiting case (see [27]). However, for $n>2$, the Hahn polynomials in several variables defined by Karlin and McGregor [16] have a weight function (see [16, eq. (5.13)]) which in general does not appear to be the limit of the weight function $w(x)$ in (4.8) here. It is also not known what relation, if any, there is between the $R_{t}$ polynomials in two variables and the orthogonal polynomials defined by Suslov [30].

Two important questions need to be answered about the $R_{t}$ polynomials. First, are there polynomials in several variables orthogonal with respect to a continuous measure generalizing the Wilson polynomials [27], [32] just as the $R_{t}$ polynomials generalize the discrete Racah polynomials in one variable? Second, are there $q$ analogues of the $R_{t}$ polynomials (see [31], [32])?
5. Recurrence relation for the Racah polynomials. Let $t=\left(t_{1}, \cdots, t_{n}\right) \in \mathbb{Z}^{n}$ such that $t_{i} \geqq 0$ for all $i, 1 \leqq i \leqq n$ and $\sum_{i=1}^{n} t_{i}=N$ for some nonnegative integer $N$. We fix below $\alpha, \beta \in \mathbb{C}^{n}$ and $N$, and abbreviate $R_{t}(e(x-\alpha) ; \alpha, \beta, N)$ by $R_{t} . R_{t}$ is a polynomial of degree $N-t_{n}$ in the variables $e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha)$ where $x=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{Z}^{n}$, $x_{i} \geqq 0$ and $\sum_{i=1}^{n} x_{i}=N$.

Definition 5.1. Let $\varepsilon_{j}$ be the $n$-tuple ( $0, \cdots, 0,1,0, \cdots, 0$ ) with 1 in the $j$ th entry and 0 elsewhere. Then $t+\varepsilon_{j}-\varepsilon_{n}$ is the $n$-tuple obtained by adding 1 to the $j$ th entry and subtracting 1 from the $n$th entry.

If $t_{n}>0$, then for all $k, 1 \leqq k \leqq n-1$, we will show that $R_{t}$ satisfies the following recurrence relation

$$
\begin{align*}
R_{t+\varepsilon_{k}-\varepsilon_{n}}= & \sum_{j=1}^{n-1} A_{k j}^{(t)} e_{j+1}(x-\alpha) R_{t}+A_{k n}^{(t)} R_{t}+\sum_{m=1}^{n-1} B_{k m}^{(t)} R_{t-\varepsilon_{m}+\varepsilon_{k}} \\
& +\sum_{h=1}^{n-1} B_{k h}^{\prime(t)} R_{t-\varepsilon_{k}+\varepsilon_{h}}+C_{k}^{(t)} R_{t-\varepsilon_{k}+\varepsilon_{n}} \tag{5.2}
\end{align*}
$$

where $A_{k j}^{(t)}, B_{k m}^{(t)}, B_{k h}^{(t)}, C_{k}^{(t)}$ are defined in (5.10), (5.12)-(5.14) and (5.19) below and are independent of $x$. We also set $R_{t-\varepsilon_{j}} \equiv 0$ if $t_{j}=0,1 \leqq j \leqq n$.

We begin the proof of (5.2) with the following well-known lemma describing those polynomials which can appear nontrivially in a recurrence relation for $R_{t}$.

Lemma 5.3. If $t_{n}>0$ and $2 \leqq l \leqq n$, then

$$
\begin{equation*}
e_{l}(x-\alpha) R_{t}=\sum a_{t^{\prime}} R_{t^{\prime}} \tag{5.4}
\end{equation*}
$$

as polynomials in the variables $e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha)$, where $a_{t^{\prime}} \in \mathbb{C}$ and the sum is over all $t^{\prime}=\left(t_{1}^{\prime}, \cdots, t_{n}^{\prime}\right) \in \mathbb{Z}^{n}, t_{i}^{\prime} \geqq 0$ and $\sum_{i=1}^{n} t_{i}=N$ such that $t_{n}+1 \geqq t_{n}^{\prime} \geqq t_{n}-1$.

Proof. We can write

$$
e_{l}(x-\alpha) R_{t}=\sum a_{t^{\prime}} R_{t^{\prime}}
$$

where $a_{t^{\prime}} \in \mathbb{C}$ and the sum is over all $t^{\prime} \in \mathbb{Z}^{n}, t_{i}^{\prime} \geqq 0$ and $\sum_{i=1}^{n} t_{i}=N$. We need to show that if $a_{t^{\prime}} \neq 0$, then $t_{n}+1 \geqq t_{n}^{\prime} \geqq t_{n}-1$. We have

$$
\begin{equation*}
a_{t^{\prime}}=\left\langle e_{l}(x-\alpha) R_{t}, R_{t^{\prime}}\right\rangle\left(M_{t^{\prime}}\right)^{-1} . \tag{5.5}
\end{equation*}
$$

If $a_{t^{\prime}} \neq 0$, then $\operatorname{deg}\left(e_{l}(x-\alpha) R_{t}\right) \geqq \operatorname{deg} R_{t^{\prime}}$ in the variables $e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha)$,
equivalently $t_{n}^{\prime} \geqq t_{n}-1$. Similarly

$$
\begin{equation*}
a_{t^{\prime}}=\left\langle R_{t}, e_{l}(x-\alpha) R_{t^{\prime}}\right\rangle\left(M_{t^{\prime}}\right)^{-1} . \tag{5.6}
\end{equation*}
$$

It follows that if $a_{t^{\prime}} \neq 0$, then $\operatorname{deg} R_{t} \leqq \operatorname{deg} R_{t^{\prime}}+1$ or equivalently $t_{n}+1 \geqq t_{n}^{\prime}$. Q.E.D.
Proof of the recurrence relation (5.2). The leading term (L.T.) in the series for $R_{t}$ is

$$
\begin{align*}
& \frac{\left(t_{n}\right)!\left(\beta_{n}-\alpha_{1}\right)_{t_{n}}}{N!\left(\beta_{n}-\alpha_{1}\right)_{N}} \prod_{1 \leqq i<j \leq n-1} \frac{\left(\beta_{i}-\beta_{j}+t_{i}-t_{j}\right)}{\left(\beta_{i}-\beta_{j}\right)} \\
& \quad \cdot \prod_{i=1}^{n-1}\left[\prod_{l=1}^{n}\left(\beta_{i}-t_{l}-\beta_{l}\right)_{t_{i}}\left(\beta_{i}+x_{l}-\alpha_{l}\right)_{t_{i}} \prod_{l=1}^{n-1} \frac{1}{\left(\beta_{i}-\beta_{l}+1\right)_{t_{i}}} \prod_{l=2}^{n} \frac{1}{\left(\beta_{i}-\alpha_{l}\right)_{t_{i}}}\right] . \tag{5.7}
\end{align*}
$$

Assume $t_{n} \neq 0$ and consider $R_{t+\varepsilon_{k}-\varepsilon_{n}}$ for some integer $k, 1 \leqq k \leqq n-1$. After comparing the leading terms of $R_{t+\varepsilon_{k}-\varepsilon_{n}}$ and $R_{t}$ we obtain

$$
\begin{align*}
R_{t+\varepsilon_{k}-\varepsilon_{n}}=\prod_{l=1}^{n-1} & {\left[\frac{\left(\beta_{n}+t_{n}\right)-\left(\beta_{l}+t_{l}\right)}{\left(\beta_{n}+t_{n}-\beta_{l}\right)}\right] \prod_{l=2}^{n} \frac{1}{\left(\beta_{k}+t_{k}-\alpha_{l}\right)} } \\
& \cdot \frac{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)-1\right)}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)}\left\{\sum_{m=0}^{n}\left(\beta_{k}+t_{k}\right)^{n-m} e_{m}(x-\alpha) R_{t}\right\}  \tag{5.8}\\
& + \text { terms of degree less than } N-t_{n}+1 \\
& \text { in the variables } e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha) .
\end{align*}
$$

To compute lower degree terms in the recurrence relation (5.2), we must consider the next to leading terms in $R_{t}$ :

$$
\begin{align*}
& \frac{\left(t_{n}\right)!\left(\beta_{n}-\alpha_{1}\right)_{t_{n}}}{N!\left(\beta_{n}-\alpha_{1}\right)_{N}} \sum_{m=1}^{n-1}\left\{\prod_{\substack{1 \leqq i<j \leqq n-1 \\
i, j \neq m}}\left(\beta_{i}-\beta_{j}+t_{i}-t_{j}\right) \prod_{i=1}^{m-1}\left(\beta_{i}-\beta_{m}+t_{i}-t_{m}+1\right)\right. \\
& \cdot \prod_{j=m+1}^{n-1}\left(\beta_{m}-\beta_{j}+t_{m}-1-t_{j}\right) \prod_{1 \leqq i<j \leqq n-1}\left(\beta_{i}-\beta_{j}\right)^{-1} \\
& \cdot \prod_{\substack{i=1 \\
i \neq m}}^{n-1}\left[\prod_{l=1}^{n}\left(\beta_{i}-t_{l}-\beta_{l}\right)_{t_{i}}\left(\beta_{i}+x_{l}-\alpha_{l}\right)_{t_{i}}\right. \\
& \left.\cdot \prod_{l=1}^{n-1} \frac{1}{\left(\beta_{i}-\beta_{l}+1\right)_{t_{i}}} \prod_{l=2}^{n} \frac{1}{\left(\beta_{i}-\alpha_{l}\right)_{t_{i}}}\right]  \tag{5.9}\\
& \cdot \prod_{l=1}^{n}\left(\beta_{m}-t_{l}-\beta_{l}\right)_{t_{m}-1}\left(\beta_{m}+x_{l}-\alpha_{l}\right)_{t_{m}-1} \\
& \cdot \prod_{l=1}^{n-1} \frac{1}{\left(\beta_{m}-\beta_{l}+1\right)_{t_{m}-1}} \prod_{l=2}^{n} \frac{1}{\left(\beta_{m}-\alpha_{l}\right)_{t_{m}-1}} \\
& \left.\cdot\left(\beta_{m}-\beta_{n}+t_{m}\right)\left(\beta_{m}-\alpha_{1}+t_{m}-1\right)\right\} \\
& =\sum_{m=1}^{n-1}\left\{\frac{t_{m}}{\left(t_{n}+1\right)\left(\beta_{n}+t_{n}-\alpha_{1}\right)} \prod_{\substack{i=1 \\
i \neq m}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{m}+t_{m}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{m}+t_{m}\right)\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}\right]\right.
\end{align*}
$$

$$
\begin{aligned}
& \cdot \frac{\left(\beta_{m}+t_{m}-\left(\beta_{n}+t_{n}\right)-2\right)}{\left(\beta_{m}-\left(\beta_{n}+t_{n}\right)-1\right)}\left(\beta_{m}+t_{m}-\beta_{n}\right) \\
& \left.\quad \cdot\left(\beta_{m}+t_{m}-\alpha_{1}-1\right) \cdot\left(\text { L.T. of } R_{t-\varepsilon_{m}+\varepsilon_{n}}\right)\right\} .
\end{aligned}
$$

Now let $\left(A_{i j}^{(t)}\right)$ be the $n \times n$ matrix with

$$
A_{n j}^{(t)}= \begin{cases}1 & \text { if } j=n  \tag{5.10a}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\begin{align*}
A_{i j}^{(t)}= & \prod_{l=1}^{n-1}\left[\frac{\left(\beta_{n}+t_{n}\right)-\left(\beta_{l}+t_{l}\right)}{\left(\beta_{n}+t_{n}-\beta_{l}\right)} \prod_{l=2}^{n} \frac{1}{\left(\beta_{i}+t_{i}-\alpha_{l}\right)} \frac{\left(\beta+t_{n}-\left(\beta_{i}+t_{i}\right)-1\right)}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)}\right. \\
& \cdot\left\{\begin{array}{l}
\left(\beta_{i}+t_{i}\right)^{n}+\left(\beta_{i}+t_{i}\right)^{n-1} e_{1}(x-\alpha) \quad \text { if } i<n \text { and } j=n, \\
\left(\beta_{i}+t_{i}\right)^{n-j-1} \quad \text { if } i<n \text { and } j<n .
\end{array}\right. \tag{5.10b}
\end{align*}
$$

It follows that if $t_{n}>0$ and $1 \leqq k \leqq n-1$, then

$$
\begin{aligned}
& R_{t+\varepsilon_{k}-\varepsilon_{n}}-\sum_{j=1}^{n-1} A_{k j}^{(t)} e_{j+1}(x-\alpha) R_{t}-A_{k n}^{(t)} R_{t} \\
& =\sum_{\substack{m=1 \\
m \neq k}}^{n-1}\left\{\frac{t_{m}}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)} \prod_{\substack{i=1 \\
i \neq m, k}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{m}+t_{m}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{m}+t_{m}\right)\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)\right)}\right]\right. \\
& \\
& \quad \cdot \frac{\left(\beta_{k}-\left(\beta_{m}+t_{m}\right)\right)\left(\beta_{k}+t_{k}-\left(\beta_{n}+t_{n}\right)+1\right)}{\left(\beta_{k}+t_{k}-\left(\beta_{m}+t_{m}\right)+1\right)\left(\beta_{k}-\left(\beta_{n}+t_{n}\right)\right)} \\
& \left.\quad \cdot \frac{\left(\beta_{m}+t_{m}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{m}-\left(\beta_{n}+t_{n}\right)\right)}\left(\beta_{m}+t_{m}-\beta_{n}\right)\left(\beta_{m}+t_{m}-\alpha_{1}-1\right) R_{t-\varepsilon_{m}+\varepsilon_{k}}\right\}
\end{aligned} \begin{array}{r}
11) \quad+\frac{\left(t_{k}+1\right)}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)} \prod_{\substack{i=1 \\
i \neq k}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{k}+t_{k}\right)-1\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{k}+t_{k}\right)-1\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)\right)}\right] \\
\quad \cdot \frac{\left(\beta_{k}+t_{k}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{k}-\left(\beta_{n}+t_{n}\right)\right)}\left(\beta_{k}+t_{k}-\beta_{n}+1\right)\left(\beta_{k}+t_{k}-\alpha_{1}\right) R_{t} \\
+\sum_{h, j, m=1}^{n-1}\left\{\frac{-t_{m}}{\left(t_{n}+1\right)\left(\beta_{n}+t_{n}-\alpha_{1}\right)} \prod_{i=1}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{m}+t_{m}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{m}+t_{m}\right)\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}\right]\right. \\
\quad \cdot \frac{\left(\beta_{m}+t_{m}-\left(\beta_{n}+t_{n}\right)-2\right)}{\left(\beta_{m}-\left(\beta_{n}+t_{n}\right)-1\right)}\left(\beta_{m}+t_{m}-\beta_{n}\right)\left(\beta_{m}+t_{m}-\alpha_{1}-1\right)
\end{array}
$$

+ terms of degree less than $N-t_{n}$

$$
\text { in the variables } e_{2}(x-\alpha), \cdots, e_{n}(x-\alpha) \text {, }
$$

where $\left(A^{\left(t-\varepsilon_{m}+\varepsilon_{n}\right)}\right)_{j h}^{-1}$ is the $(j, h)$ entry of the matrix inverse of $A^{\left(t-\varepsilon_{m}+\varepsilon_{n}\right)}$.

Now observe that if $t_{m}>0$, then
(5.12)

$$
\begin{aligned}
& \sum_{j=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t-\varepsilon_{m}+\varepsilon_{n}\right)}\right)_{j h}^{-1} \\
&= \prod_{l=1}^{n-1}\left[\frac{\left(\beta_{n}+t_{n}-\left(\beta_{l}+t_{l}\right)\right)\left(\beta_{n}+t_{n}-\beta_{l}+1\right)}{\left(\beta_{n}+t_{n}-\beta_{l}\right)}\right] \\
& \cdot \prod_{\substack{l=1 \\
l \neq m}}^{n-1}\left[\frac{1}{\left(\left(\beta_{n}+t_{n}\right)-\left(\beta_{l}+t_{l}\right)+1\right)}\right] \frac{1}{\left(\left(\beta_{n}+t_{n}\right)-\left(\beta_{m}+t_{m}\right)+2\right)} \frac{\left(t_{n}+1\right)}{t_{n}} \frac{\left(\beta_{n}+t_{n}-\alpha_{1}\right)}{\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)} \\
& \cdot\left\{\begin{array}{l}
0 \quad \text { if } k \neq m \text { and } h \neq k, \\
\frac{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)-1\right)}{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)\right)} \text { if } k \neq m \text { and } h=k, \\
\frac{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)-1\right)}{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)+1\right)} \prod_{l=2}^{n} \frac{\left(\beta_{k}+t_{k}-\alpha_{l}+1\right)}{\left(\beta_{k}+t_{k}-\alpha_{l}\right)} \prod_{\substack{l=1 \\
l \neq k}}^{n-1} \frac{\left(\beta_{k}+t_{k}-\left(\beta_{l}+t_{l}\right)\right)}{\left(\beta_{k}+t_{k}-\left(\beta_{l}+t_{l}\right)-1\right)} \\
\frac{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)-1\right)}{\left(\beta_{n}+t_{n}-\left(\beta_{h}+t_{h}\right)\right)} \prod_{l=2}^{n} \frac{\left(\beta_{h}+t_{h}-\alpha_{l}\right)}{\left(\beta_{k}+t_{k}-\alpha_{l}\right)} \prod_{l=1}^{n-1} \frac{\left(\beta_{k}+t_{k}\right)-\left(\beta_{l}+t_{l}\right)}{\left(\beta_{h}+t_{h}\right)-\left(\beta_{l}+t_{l}\right)} \\
\cdot \frac{1}{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)+1\right)} \text { if } k=m \text { and } h \neq k,
\end{array}\right.
\end{aligned}
$$

where we have used the fact that, except for their $n$th rows and columns, both matrices $A^{(t)}$ and $A^{\left(t-\varepsilon_{m}+\varepsilon_{n}\right)}$ are the products of diagonal matrix and a Vandermonde matrix. For $1 \leqq k, m \leqq n-1$ and $k \neq m$, we set

$$
\begin{aligned}
B_{k m}^{(t)}= & \frac{t_{m}}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)} \prod_{\substack{i=1 \\
i \neq m, k}}^{n-1} \frac{\left(\beta_{i}-\left(\beta_{m}+t_{m}\right)\right)\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{m}+t_{m}\right)\right)\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)\right)} \\
& \cdot \frac{\left(\beta_{k}-\left(\beta_{m}+t_{m}\right)\right)\left(\beta_{k}+t_{k}-\left(\beta_{n}+t_{n}\right)+1\right)\left(\beta_{m}+t_{m}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{k}+t_{k}-\left(\beta_{m}+t_{m}\right)+1\right)\left(\beta_{k}-\left(\beta_{n}+t_{n}\right)\right)\left(\beta_{m}-\left(\beta_{n}+t_{n}\right)\right)}
\end{aligned}
$$

(5.13a)

$$
\begin{aligned}
& \cdot\left(\beta_{m}+t_{m}-\beta_{n}\right)\left(\beta_{m}+t_{m}-\alpha_{1}-1\right)-\frac{t_{m}}{\left(t_{n}+1\right)\left(\beta_{n}+t_{n}-\alpha_{1}\right)} \\
& \cdot \prod_{\substack{i=1 \\
i \neq m}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{m}+t_{m}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{m}+t_{m}\right)\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}\right] \\
& \cdot \frac{\left(\beta_{m}+t_{m}-\left(\beta_{n}+t_{n}\right)-2\right)}{\left(\beta_{m}-\left(\beta_{n}+t_{n}\right)-1\right)}\left(\beta_{m}+t_{m}-\beta_{n}\right) \\
& \cdot \frac{\left(\beta_{m}+t_{m}-\alpha_{1}-1\right)}{\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)\right)}\left(\beta_{n}+t_{n}-\left(\beta_{k}+t_{k}\right)-1\right) .
\end{aligned}
$$

If $1 \leqq k \leqq n-1$, then set

$$
\begin{align*}
B_{k k}^{(t)}= & \frac{\left(t_{k}+1\right)}{t_{n}\left(\beta_{n}+t_{n}-\alpha_{1}-1\right)} \prod_{\substack{i=1 \\
i \neq k}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{k}+t_{k}\right)-1\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{k}+t_{k}\right)-1\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)\right)}\right] \\
& \cdot \frac{\left(\beta_{k}+t_{k}-\left(\beta_{n}+t_{n}\right)\right)}{\left(\beta_{k}-\left(\beta_{n}+t_{n}\right)\right)}\left(\beta_{k}+t_{k}-\beta_{n}+1\right)\left(\beta_{k}+t_{k}-\alpha_{1}\right) . \tag{5.13b}
\end{align*}
$$

Similarly for $1 \leqq k, h \leqq n-1$ and $k=m$, we set

$$
\begin{align*}
B_{k h}^{\prime(t)}= & \frac{-t_{k}}{\left(t_{n}+1\right)\left(\beta_{n}+t_{n}-\alpha_{1}\right)} \prod_{\substack{i=1 \\
i \neq k}}^{n-1}\left[\frac{\left(\beta_{i}-\left(\beta_{k}+t_{k}\right)\right)}{\left(\beta_{i}+t_{i}-\left(\beta_{k}+t_{k}\right)\right)} \frac{\left(\beta_{i}+t_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}{\left(\beta_{i}-\left(\beta_{n}+t_{n}\right)-1\right)}\right]  \tag{5.14}\\
& \cdot \frac{\left(\beta_{k}+t_{k}-\left(\beta_{n}+t_{n}\right)-2\right)}{\left(\beta_{k}-\left(\beta_{n}+t_{n}\right)-1\right)}\left(\beta_{k}+t_{k}-\alpha_{1}-1\right)\left(\sum_{j=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t-\varepsilon_{k}+\varepsilon_{n}\right)}\right)_{j h}^{-1}\right) .
\end{align*}
$$

Now let $t^{\prime}=\left(t_{1}^{\prime}, \cdots, t_{n}^{\prime}\right) \in \mathbb{Z}^{n}$ where $t_{i}^{\prime} \geqq 0$ for all $1 \leqq i \leqq n, \sum_{i=1}^{n} t_{i}^{\prime}=N$ and $t_{n}^{\prime}=$ $t_{n}+1$. Then

$$
\left\langle R_{t^{\prime}}, R_{t+\varepsilon_{k}-\varepsilon_{n}}-\sum_{j=1}^{n-1} A_{k j}^{(t)} e_{j+1}(x-\alpha) R_{t}-A_{k n}^{(t)} R_{t}-\sum_{m=1}^{n-1} B_{k m}^{(t)} R_{t-\varepsilon_{m}+\varepsilon_{k}}-\sum_{h=1}^{n-1} B_{k h}^{\prime(t)} R_{t-\varepsilon_{k}+\varepsilon_{h}}\right\rangle
$$

$$
\begin{align*}
& =-\sum_{j=1}^{n-1}\left\langle R_{t^{\prime}}, A_{k j}^{(t)} e_{j+1}(x-\alpha) R_{t}\right\rangle  \tag{5.15}\\
& =-\sum_{j=1}^{n-1} A_{k j}^{(t)}\left\langle e_{j+1}(x-\alpha) R_{t^{\prime}}, R_{t}\right\rangle  \tag{5.16}\\
& =-\sum_{j, h=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t^{\prime}\right)}\right)_{j h}^{-1}\left\langle R_{t^{\prime}+\varepsilon_{h}-\varepsilon_{n}}, R_{t}\right\rangle . \tag{5.17}
\end{align*}
$$

From (5.12) it follows that $t^{\prime}=t-\varepsilon_{k}+\varepsilon_{n}$ and expression (5.17)

$$
\begin{equation*}
=-\sum_{j=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t-\varepsilon_{k}+\varepsilon_{n}\right)}\right)_{j k}^{-1} M_{t}, \tag{5.18}
\end{equation*}
$$

where $\sum_{j=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t-\varepsilon_{k}+\varepsilon_{n}\right)}\right)_{j k}^{-1}$ is computed in (5.12) and $M_{t}$ in (4.8).
For $1 \leqq k \leqq n-1$ and $t_{k} \neq 0$ we set

$$
\begin{equation*}
C_{k}^{(t)}=-M_{t}\left(M_{t-\varepsilon_{k}+\varepsilon_{n}}\right)^{-1} \sum_{j=1}^{n-1} A_{k j}^{(t)}\left(A^{\left(t-\varepsilon_{k}+\varepsilon_{n}\right)}\right)_{j k}^{-1} \tag{5.19}
\end{equation*}
$$

If $t_{k}=0$, set $C_{k}^{(t)} \equiv 0$.
Applying Lemma 5.3, this completes the proof of the recurrence relation (5.2).
6. Duality for Racah polynomials. The main result in this section is

Proposition 6.1. With notation as in Proposition 4.5 and where $\bar{\beta}=$ $\left(-\beta_{n},-\beta_{n-1}, \cdots,-\beta_{1}\right)$ and similarly for $\bar{\alpha}, \bar{x}$ and $\bar{t}$, then we have

$$
\begin{equation*}
P_{t}(x ; \alpha, \beta, N)=P_{-\bar{x}}(-\bar{t} ; \bar{\beta}, \bar{\alpha}, N) . \tag{6.2}
\end{equation*}
$$

The proof of Proposition 6.1 is a consequence of the following
Lemma 6.3. With assumptions as in Proposition 1.25 we have

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{6.4}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\begin{array}{ccc}
m^{\prime \prime} & \bar{\nu} & \bar{\mu} \\
m^{\prime} & \bar{m} & \bar{\mu}^{\prime}
\end{array}\right] .
$$

Proof. Applying identities (1.22) and (1.31), we obtain

$$
\begin{align*}
{\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right]=} & \sum_{\left(m^{\prime \prime} \otimes(m) \otimes\left(m^{\prime}\right)\right.}\left\langle(\nu), T_{\nu}\left(1 \otimes T_{\mu}\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle  \tag{6.5}\\
& \cdot\left\langle(\nu), T_{\nu}\left(T_{\mu^{\prime}} \otimes 1\right)\left(\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)\right)\right\rangle
\end{align*}
$$

with the sum over all Gelfand states $\left(m^{\prime \prime}\right) \otimes(m) \otimes\left(m^{\prime}\right)$ of $V_{m^{\prime \prime}} \otimes V_{m} \otimes V_{m^{\prime}}$ and $(\nu)$ is any state in $V_{\nu}$.

$$
\begin{align*}
&= \sum_{\substack{(\mu)\left(\mu^{\prime}\right)\left(m^{\prime \prime}\right),(m),\left(m^{\prime}\right)}}\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle  \tag{6.6}\\
& \cdot\left\langle(\nu), T_{\nu}\left(\left(\mu^{\prime}\right) \otimes\left(m^{\prime}\right)\right)\right\rangle\left\langle\left(\mu^{\prime}\right), T_{\mu^{\prime}}\left(\left(m^{\prime \prime}\right) \otimes(m)\right)\right\rangle
\end{align*}
$$

where the sum is over all states $\left(\mu^{\prime}\right)$ of $V_{\mu^{\prime}}$, etc.
Let $m^{\prime \prime}=\left[p^{\prime \prime}, 0, \cdots, 0\right]$ and

$$
\left(m^{\prime \prime}\right)=\binom{\left[p^{\prime \prime}, 0, \cdots, 0\right]}{\left(m^{\prime \prime}\right)_{n-1}}
$$

then in the notation of Proposition A. 6 we have

$$
\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle=\langle(\nu)|\left\langle\begin{array}{c}
(\Gamma)_{n-1}  \tag{6.7}\\
{\left[p^{\prime \prime}, 0, \cdots, 0\right]} \\
\left(m^{\prime \prime}\right)_{n-1}
\end{array}\right\rangle|(\mu)\rangle
$$

where $(\Gamma)$ is the unique operator pattern (see [17]) such that $[\nu]_{n}=\Delta(\Gamma)+[\mu]_{n}$. From Proposition A. 6 it follows that

$$
\begin{equation*}
\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle=(-1)^{p^{\prime \prime+}+\varphi(\mu)+\varphi(\nu)}\left[\frac{d(\nu)}{d(\mu)}\right]^{1 / 2}\left\langle(\bar{\mu}), T_{\bar{\mu}}\left(\left(m^{\prime \prime}\right) \otimes(\bar{\nu})\right)\right\rangle, \tag{6.8}
\end{equation*}
$$

where $\varphi(\mu)$ and $\varphi(\nu)$ are defined in Definition A. 3 and $d(\nu), d(\mu)$ in (2.18).
From (6.6) and (6.8) we find

$$
\begin{aligned}
d(\nu)\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime} \\
m^{\prime} & \nu & \mu
\end{array}\right]= & \sum_{\substack{\left.(\nu),(\mu),\left(\mu^{\prime}\right)\right) \\
\left(m^{\prime \prime}\right),(m),\left(m^{\prime}\right)}}\left\langle(\nu), T_{\nu}\left(\left(m^{\prime \prime}\right) \otimes(\mu)\right)\right\rangle \\
& \cdot\left\langle(\mu), T_{\mu}\left((m) \otimes\left(m^{\prime}\right)\right)\right\rangle\left\langle(\nu), T_{\nu}\left(\left(\mu^{\prime}\right) \otimes\left(m^{\prime}\right)\right)\right\rangle \\
& \cdot\left\langle\left(\mu^{\prime}\right), T_{\mu^{\prime}}\left(\left(m^{\prime \prime}\right) \otimes(m)\right)\right\rangle \\
= & \frac{d(\nu)}{d(m)} \sum_{\substack{(\bar{\nu}),(\bar{\mu}),\left(\bar{\mu}^{\prime}\right) \\
\left(m^{\prime}\right),(\bar{m}),\left(m^{\prime}\right)}}\left\langle(\bar{\mu}), T_{\bar{\mu}}\left(\left(m^{\prime \prime}\right) \otimes(\bar{\nu})\right)\right\rangle \\
& \cdot\left\langle(\bar{m}), T_{\bar{m}}\left(\left(m^{\prime}\right) \otimes(\bar{\mu})\right)\right\rangle\left\langle\left(\bar{\mu}^{\prime}\right), T_{\bar{\mu}^{\prime}}\left(\left(m^{\prime}\right) \otimes(\bar{\nu})\right)\right\rangle \\
& \cdot\left\langle(m), T_{\bar{m}}\left(\left(m^{\prime \prime}\right) \otimes\left(\bar{\mu}^{\prime}\right)\right)\right\rangle=d(\nu)\left[\begin{array}{ccc}
m^{\prime \prime} & \bar{\nu} & \bar{\mu} \\
m^{\prime} & \bar{m} & \bar{\mu}^{\prime}
\end{array}\right]
\end{aligned}
$$

where the sum is over all states $(\nu) \in V_{\nu}$, etc. This completes the proof of Lemma 6.3.
In order to apply identity (2.4) to (6.4) above, we shall need the following definition and lemma.

Definition 6.10. If $\lambda=\left(\lambda_{1}, \cdots, \lambda_{n}\right) \in \mathbb{Z}^{n}$ then $\lambda+k^{n}=\left(\lambda_{1}+k, \lambda_{2}+k, \cdots\right.$, $\lambda_{n}+k$ ) for any integer $k$. If $(\lambda)$ is a Gelfand pattern, i.e. an array $\lambda_{i j}$ for $1 \leqq i \leqq j \leqq n$, then $\left(\lambda+k^{n}\right)$ is the Gelfand pattern whose $(i, j)$ entry, $1 \leqq i \leqq j \leqq n$, is $\lambda_{i j}+k$.

Lemma 6.11. With notation as in Lemma 6.3 we have

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{6.12}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\begin{array}{ccc}
m^{\prime \prime} & m+k^{n} & \mu^{\prime}+k^{n} \\
m^{\prime} & \nu+k^{n} & \mu+k^{n}
\end{array}\right]
$$

for any integer $k$.
Proof. In the notation of expression (6.7) and Definition 6.10 it follows from [6, Lemma 2.29] that

$$
\left.\langle(\nu)|\left\langle\begin{array}{c}
(\Gamma)_{n-1}  \tag{6.13}\\
{\left[p^{\prime \prime}, 0, \cdots, 0\right]} \\
\left(m^{\prime \prime}\right)_{n-1}
\end{array}\right\rangle|(\mu)\rangle= \pm\left\langle\left(\nu+k^{n}\right) \left\lvert\,\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{\left[p^{\prime \prime}, 0, \cdots, 0\right]} \\
\left(m^{\prime \prime}\right)_{n-1}
\end{array}\right\rangle\right.\right\rangle\left(\mu+k^{n}\right)\right\rangle
$$

where the sign in (6.13) is always positive or always negative for all choices of Gelfand states $(\nu),\left(m^{\prime \prime}\right)$ and $(\mu)$ in $V_{\nu}, V_{m^{\prime \prime}}$ and $V_{\mu}$ (assuming both sides of (6.13) do not vanish).

The phase convention (1.8) guarantees that for at least one choice of such $(\nu)$, ( $m^{\prime \prime}$ ) and ( $\mu$ ) the sign in (6.13) is positive. Hence the sign is positive for all choices of $(\nu),\left(m^{\prime \prime}\right)$ and ( $\mu$ ). Now identity (6.12) follows from (6.6), (6.7) and (6.13).

Proof of Proposition 6.1. With assumptions on $m^{\prime \prime}, m^{\prime}, m, \nu, \mu, \mu^{\prime}$ as in (4.1), we have by Lemmas 6.3 and 6.11 the equality

$$
\left[\begin{array}{ccc}
m^{\prime \prime} & m & \mu^{\prime}  \tag{6.14}\\
m^{\prime} & \nu & \mu
\end{array}\right]=\left[\begin{array}{ccc}
m^{\prime \prime} & \bar{\nu}+k^{n} & \bar{\mu}^{\prime}+k^{n} \\
m^{\prime} & \bar{m}+k^{n} & \bar{\mu}+k^{n}
\end{array}\right]
$$

where $k=\nu_{1}$. After substituting the explicit form (2.4) and (2.14) of the Racah coefficients in (6.14) above, then by an elementary computation one obtains the identity

$$
\begin{equation*}
P_{t}(x ; \alpha, \beta, N)=P_{-\bar{x}}\left(-\bar{t} ; \bar{\beta}-k^{n}, \bar{\alpha}-k^{n}, N\right) \tag{6.15}
\end{equation*}
$$

where $\alpha_{l}=-m_{n-l+1}-l, \beta_{l}=-\nu_{n-l+1}-l, x_{l}=\mu_{n-l+1}^{\prime}-m_{n-l+1}$ and $t_{l}=\nu_{n+l+1}-\mu_{n+l+1}$ for $1 \leqq l \leqq n$. Observing that

$$
\begin{equation*}
P_{-\bar{x}}\left(-\bar{t} ; \bar{\beta}-k^{n}, \bar{\alpha}-k^{n}, N\right)=P_{-\bar{x}}(-\bar{t} ; \bar{\beta} ; \bar{\alpha}, N), \tag{6.16}
\end{equation*}
$$

then identity (6.2) follows for all $\alpha, \beta \in \mathbb{C}^{n}$ (such that both sides of (6.2) are defined) by an argument similar to that in the proof of Theorem 2.24.

Remark 6.17. Lemma 6.3 is a well-known symmetry relation for multiplicity free Racah coefficients (see [12] and [29]).
7. An identity for Racah polynomials. The generalized Biedenharn-Elliott identity, Proposition 1.50, implies an identity for Racah polynomials which is similar to an addition theorem. In the notation of formula (1.51) we set $\delta=(n, n-1, \cdots, 1), \bar{m}_{1}-\delta=$ $\alpha, \bar{m}-\delta=\beta, \bar{m}_{1}-\bar{m}_{123}=x+y, \bar{m}_{12}-\bar{m}_{123}=x, \bar{m}_{1}-\bar{m}_{12}=y, \bar{m}_{14}-\bar{m}=t, \bar{m}_{14}-\bar{m}_{124}=$ $t-u, \bar{m}_{124}-\bar{m}=u, \sum_{i=1}^{n}\left(m-m_{14}\right)_{i}=N, \sum_{i=1}^{n}\left(m_{124}-m_{14}\right)_{i}=N-N^{\prime}, \sum_{i=1}^{n}\left(m-m_{124}\right)_{i}=$ $N^{\prime}$, where for $\lambda, \lambda^{\prime} \in \mathbb{C}^{n}$, then $\left(\lambda+\lambda^{\prime}\right)_{i}=\lambda_{i}+\lambda_{i}^{\prime}, 1 \leqq i \leqq n$.

Applying identities (2.4), (2.13), (2.14), (2.17a) and (2.17e) to (1.51) and continuing for $\alpha, \beta \in \mathbb{C}^{n}$, one obtains the following:

Proposition 7.1. With notation as in Proposition 4.5, let $\alpha, \beta \in \mathbb{C}^{n}, N \geqq N^{\prime} \geqq 0$ be integers and $x, y, t \in \mathbb{Z}^{n}$ such that $\sum_{i=1}^{n} t_{i}=N, \sum_{i=1}^{n} x_{i}=N^{\prime}, \sum_{i=1}^{n} y_{i}=N-N^{\prime}$, where $x_{i}$, $y_{i}, t_{i} \geqq 0$ for $1 \leqq i \leqq n$. We have (when both sides are defined)

$$
\begin{equation*}
P_{t}(x+y ; \alpha, \beta, N)=\sum_{t_{i} \geq u_{i}} f(y, \alpha, \beta, t, u) P_{u}\left(x ; \alpha-y, \beta, N^{\prime}\right) P_{t-u}\left(y ; \alpha, \beta+u, N-N^{\prime}\right) \tag{7.2}
\end{equation*}
$$

where the sum is over all $u \in \mathbb{Z}^{n}$ such that $t_{i} \geqq u_{i} \geqq 0$ for $1 \leqq i \leqq n$ and $\sum_{i=1}^{n} u_{i}=N^{\prime}$ and where

$$
\begin{aligned}
f(y, \alpha, \beta, t, u)= & \binom{N}{N^{\prime}}^{-1} \frac{\left((\beta+u)_{n}-\alpha_{1}\right)_{N-N^{\prime}}}{\left((\beta+u)_{n}-\alpha_{1}\right)_{N-u_{n}}} \\
& \cdot\left((\beta+u)_{n}-(\alpha-y)_{1}\right)_{N^{\prime}-u_{n}} \prod_{l=1}^{n}\binom{t_{l}}{u_{l}} \prod_{2 \leqq k \leqq l \leq n-1} \frac{\left(\beta_{l}-(\alpha-y)_{k}\right)_{u_{l}}}{\left(\beta_{l}-\alpha_{k}\right)_{u_{l}}} \\
& \cdot \prod_{1 \leqq k<l \leqq n}\left[\frac{\left(\beta_{k}-(\alpha-y)_{l}\right)_{u_{k}}\left(\beta_{k}-(\beta+t)_{l}\right)_{u_{k}}\left(\beta_{l}-(\beta+t)_{k}\right)_{(t-u)_{k}}}{\left(\beta_{k}-\alpha_{l}\right)_{u_{k}}\left(\beta_{k}-(\beta+u)_{l}\right)_{u_{k}}\left((\beta+u)_{l}-(\beta+t)_{k}\right)_{(t-u)_{k}}}\right] .
\end{aligned}
$$

Appendix A. Let $m=\left[m_{1}, \cdots, m_{n}\right]$ be a $U(n)$ highest weight and define

$$
\begin{equation*}
\bar{m}=m^{*}=\left[-m_{n}, \cdots,-m_{1}\right] . \tag{A.1}
\end{equation*}
$$

If $(m)$ is a Gelfand state of $V_{m}$ define $(\bar{m})$ to be the Gelfand state of $V_{\bar{m}}$ with Gelfand pattern

$$
\begin{equation*}
\bar{m}_{i j}=-m_{j-i+1, j}, \quad 1 \leqq i \leqq j \leqq n . \tag{A.2}
\end{equation*}
$$

It is important to note that $(\bar{m})$ is in general not the dual basis vector to ( $m$ ) with respect to the Gelfand-Zetlin basis of $V_{m}$.

Now let

$$
(m)=\binom{[m]_{n}}{(m)_{n-1}}, \quad\left(m^{\prime}\right)=\binom{[m]_{n}}{\left(m^{\prime}\right)_{n-1}}
$$

be Gelfand states of $V_{m}$ and assume that the highest weight $m$ is a partition. In [17] and in [6, eq. (1.10)] the "boson polynomial"

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
{[m]_{n-1}}
\end{array}\right)
$$

is defined. Also in [6, eq. (1.14)] a "dual boson polynomial"

$$
B\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{m}]_{n}} \\
(\bar{m})_{n-1}
\end{array}\right)=B \overline{\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)}
$$

is defined. This notation for the dual boson polynomial is not consistent with Louck [17] or with definition (A.2) above, because in [6] we set $(\bar{m}) \in V_{\bar{m}}$ to be the dual basis vector to the state ( $m$ ) with respect to the Gelfand-Zetlin basis of $V_{m}$. However the dual basis for $V_{\bar{m}}$ is not actually the Gelfand-Zetlin basis for $V_{\bar{m}}$ as given by applying the lowering operators of Nagel and Moshinsky [23] to the highest weight state of $V_{\bar{m}}$. For a similar reason

$$
B \overline{\left(\begin{array}{c}
\left.m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)}=\mathscr{M}(m)^{1 / 2} \Phi \overline{\left(\begin{array}{c}
{\left[m^{\prime}\right]_{n-1}} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)} \in \mathscr{A}
$$

is not a Gelfand-Zetlin state vector for the $U(n) \times U(n)$ representation acting on $V_{\bar{m}} \otimes V_{\bar{m}} \subseteq \mathscr{A}$, where

$$
\Phi \overline{\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)} \in \mathscr{A}
$$

is the dual basis vector to

$$
\Phi\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right) \in \mathscr{C}
$$

in the pairing of the algebras $\mathscr{C}$ and $\mathscr{A}$ of creation and annihilation operators as described in $[6, \S 1]$. We desire that

$$
\Phi\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{m}]_{n}} \\
(\bar{m})_{n-1}
\end{array}\right)
$$

should be a $U(n) \times U(n)$ Gelfand-Zetlin state vector in $V_{\bar{m}} \otimes V_{\bar{m}}$.

Definition A.3. Let $n \geqq 2$. With notation as above we define

$$
B\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1}  \tag{A.4}\\
{[\bar{m}]_{n}} \\
(\bar{m})_{n-1}
\end{array}\right) \equiv(-1)^{\varphi\left(m^{\prime}\right)-\varphi(m)} B \overline{\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right), ~}
$$

where if $(m)$ is a $U(n)$ Gelfand pattern then

$$
\varphi(m)=\sum_{j=1}^{n} \sum_{i=1}^{j} m_{i j} .
$$

Lemma A.5. With $n \geqq 2$ and notation as above

$$
\Phi\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{m}]} \\
(\bar{m})_{n-1}
\end{array}\right)=\mathscr{M}(m)^{-1 / 2} B\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{m}]_{n}} \\
(\bar{m})_{n-1}
\end{array}\right) \in \mathscr{A}
$$

is a Gelfand-Zetlin state vector in $V_{\bar{m}} \otimes V_{\tilde{m}}$.
Proof. After applying (1.10), (1.14), (2.17) and (1.17a and b) of [6] (recalling the different notation in [6]), this is essentially identity (2.112) of Louck [17]. The proof of identity (2.112) is as follows. Identity (2.112) is certainly true when $\left(m^{\prime}\right)=(m)$ are highest weight states of $V_{m}$. Then applying lowering operations as in (2.98) and (2.99) of [17] and using (2.114) of [17], one proves (2.112) by induction for arbitrary Gelfand states $\left(m^{\prime}\right)$ and ( $m$ ) of $V_{m}$.

We have the following proposition.
Proposition A.6. Let $p$ be a nonnegative integer and

$$
(p)=\binom{[p, 0, \cdots, 0]_{n}}{(p)_{n-1}}
$$

be a Gelfand state of $V_{[p, 0, \cdots, 0]_{n}}$. Let $[m]_{n}$ and $[M]_{n}$ be $U(n)$ highest weights and assume that $[m]_{n}$ and $[M]_{n}$ are partitions. Let $(m)$ and $(M)$ be states in $V_{[m]_{n}}$ and $V_{[M]_{n}}$ respectively. Let $V_{[M]_{n}}$ occur in $V_{[p, 0, \cdots, 0]_{n}} \otimes V_{[m]_{n}}$ and let

$$
(\Gamma)=\binom{(\Gamma)_{n-1}}{[p, 0, \cdots, 0]_{n}}
$$

be the unique operator pattern (see [17] or [6]) such that $[M]_{n}=\Delta(\Gamma)+[M]_{n}$. For $n \geqq 2$ and with notation as above, we have

$$
\begin{align*}
& \langle(M)|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right\rangle|(m)\rangle \\
& \quad=(-1)^{p+\varphi(M)-\varphi(m)}\left[\frac{d\left([M]_{n}\right)}{d\left([m]_{n}\right)}\right]^{1 / 2}\langle(\bar{m})|\left\langle\begin{array}{c}
\left(\Gamma_{n-1}\right. \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)|(\bar{M})\rangle \tag{A.7}
\end{align*}
$$

where, for any $U(n)$ highest weight $\lambda=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$,

$$
\begin{equation*}
d(\lambda)=\frac{\prod_{1 \leqq i<i \leqq n}\left(p_{i n}-p_{\text {jn }}\right)}{\prod_{i=1}^{n-1} i!} \tag{A.8}
\end{equation*}
$$

and $p_{\text {in }}=\lambda_{i}+n-i$ for $1 \leqq i \leqq n$.
Proof. Let

$$
\left(m^{\prime}\right)=\binom{[m]_{n}}{\left(m^{\prime}\right)_{n-1}}
$$

be the highest weight state in $V_{[m]_{n}}$ and

$$
\binom{[p, 0, \cdots, 0]_{n}}{(0)_{n-1}}
$$

be the lowest weight state in $V_{[p, 0, \cdots, 0]_{n}}$. With notation as in [6] we have

$$
\left.\left.\left(\mathcal{M}\left([M]_{n}\right) \mathcal{M}\left([m]_{n}\right)\right)^{1 / 2}\left\langle\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[M]_{n}} \\
(M)_{n-1}
\end{array}\right)\right) B\left(\begin{array}{c}
(0)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)(A) \right\rvert\,\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)\right)
$$

$$
=\left\langle B\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1}  \tag{A.9}\\
{[M]_{n}} \\
(M)_{n-1}
\end{array}\right)(A), B\left(\begin{array}{c}
(0)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)(A) B\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)(A)\right\rangle
$$

$$
=\left\langle B \overline{\left(\begin{array}{c}
(0)_{n-1}  \tag{A.10}\\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)}(A) B \overline{\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)}(A), B \overline{\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[M]_{n}} \\
(M)_{n-1}
\end{array}\right)}(A)\right\rangle
$$

(A.12)
by Definition A. 3 and Lemma A.5, and

$$
=(-1)^{p+\varphi(M)-\varphi(m)} \frac{d\left([M]_{n}\right) \mathcal{M}\left([M]_{n}\right)}{d\left([m]_{n}\right)}
$$

$$
\cdot\left\langle\binom{[\bar{m}]_{n}}{(\bar{m})_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)\left|\binom{[\bar{M}]_{n}}{(\bar{M})_{n-1}}\right\rangle
$$

$$
\cdot\left\langle\binom{[\bar{m}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right\rangle\left|\binom{[\bar{M}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\right\rangle
$$

by [6, eq. (2.24)].
From [6, eq. (2.12)] we also have

$$
\begin{align*}
& \left.\left.\left(\mathcal{M}\left([M]_{n}\right) \mathcal{M}\left([m]_{n}\right)\right)^{1 / 2}\left\langle\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[M]_{n}} \\
(M)_{n-1}
\end{array}\right)\right) B\left(\begin{array}{c}
(0)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)(A) \right\rvert\,\left(\begin{array}{c}
\left(m^{\prime}\right)_{n-1} \\
{[m]_{n}} \\
(m)_{n-1}
\end{array}\right)\right) \\
& =\mathcal{M}\left([M]_{n}\right)\left\langle\binom{[M]_{n}}{(M)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right\rangle\left|\binom{[m]_{n}}{(m)_{n-1}}\right\rangle  \tag{A.13}\\
& \cdot\left\langle\binom{[M]_{n}}{\left(m^{\prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right\rangle\left|\binom{[m]_{n}}{(m)_{n-1}}\right\rangle .
\end{align*}
$$

$$
\begin{align*}
& =(-1)^{p+\varphi(M)-\varphi(m)}\left(B \overline{\left(\begin{array}{c}
(0)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(p)_{n-1}
\end{array}\right)}(A)\right.  \tag{A.11}\\
& \left.\cdot B\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{m}]_{n}} \\
(\bar{m})_{n-1}
\end{array}\right)(\bar{A}), B\left(\begin{array}{c}
\left(\bar{m}^{\prime}\right)_{n-1} \\
{[\bar{M}]_{n}} \\
(\bar{M})_{n-1}
\end{array}\right)(\bar{A})\right)
\end{align*}
$$

If we set $(p)_{n-1}=(0)_{n-1}$ and $(M)_{n-1}=(m)_{n-1}=\left(m^{\prime}\right)_{n-1}$ and equate (A.12) and (A.13), we obtain
(A.14)

$$
\frac{d\left([M]_{n}\right)}{d\left([m]_{n}\right)}\left\langle\binom{[\bar{m}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\left\langle\left.\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right) \right\rvert\,\binom{[\bar{M}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\right\rangle^{2}\right.
$$

$$
=\left\langle\binom{[M]_{n}}{\left(m^{\prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\binom{[m]_{n}}{(m)_{n-1}}\right\rangle^{2} .
$$

From formula (2.13) above for reduced Wigner coefficients and formula (3.8) of [6] which expresses a $U(n)$ Wigner coefficient in terms of reduced Wigner coefficients, one checks that both Wigner coefficients appearing in (A.14) are postive real numbers. It follows that

$$
\left[\frac{d\left([M]_{n}\right)}{d\left([m]_{n}\right)}\right]^{1 / 2}\left\langle\binom{[\bar{m}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1} \\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\binom{[\bar{M}]_{n}}{\left(\bar{m}^{\prime}\right)_{n-1}}\right\rangle
$$

$$
=\left\langle\binom{[M]_{n}}{\left(m^{\prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\Gamma)_{n-1}  \tag{A.15}\\
{[p, 0, \cdots, 0]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\binom{[m]_{n}}{\left(m^{\prime}\right)_{n-1}}\right\rangle>0 .
$$

After equating (A.12) and (A.13) and applying (A.15), we obtain identity (A.7). Q.E.D.

Proposition A.16. Let $n \geqq 2$. With notation as in equations (2.10)-(2.14) above, where $h, h^{\prime}$ are $U(n+1)$ highest weights and $q, q^{\prime}$ are $U(n)$ highest weights, we have

$$
\begin{align*}
\left\langle\binom{ h}{q}\right|\left[\begin{array}{c}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}
\end{array}\right]\left|\binom{h^{\prime}}{q^{\prime}}\right\rangle= & (-1)^{p^{\prime}}\left[\frac{d(h) d\left(q^{\prime}\right)}{d\left(h^{\prime}\right) d(q)}\right]^{1 / 2}  \tag{A.17}\\
& \cdot\left\langle\binom{\overline{h^{\prime}}}{\bar{q}^{\prime}}\right|\left[\begin{array}{c}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}
\end{array}\right]\left|\binom{\bar{h}}{\bar{q}}\right\rangle
\end{align*}
$$

where $d(h), d\left(h^{\prime}\right)$ are defined by formula (A.8) (as dimensions of $U(n+1)$ representations) and similarly for $d(q), d\left(q^{\prime}\right)$ (as dimensions of $U(n)$ representations).

Proof. Consider the Wigner coefficient:

$$
\left\langle\left(\begin{array}{c}
h  \tag{A.18}\\
q \\
\left(q^{\prime \prime}\right)_{n-1}
\end{array}\right)\right|\left\langle\begin{array}{c}
(\Gamma)_{n} \\
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\left(\begin{array}{c}
h^{\prime} \\
q^{\prime} \\
\left(q^{\prime \prime}\right)_{n-1}
\end{array}\right)\right\rangle
$$

where

$$
(\Gamma)_{n+1}=\binom{[p, 0, \cdots, 0]_{n+1}}{(\Gamma)_{n}}
$$

is the unique operator pattern such that

$$
\Delta(\Gamma)_{n+1}+h^{\prime}=h \quad \text { and } \quad\binom{q^{\prime}}{\left(q^{\prime \prime}\right)_{n-1}}
$$

is a $U(n)$ highest weight state in $V_{q^{\prime}}$.

Applying formula (3.8) of [6], we find

$$
\begin{align*}
& \left\langle\left(\begin{array}{c}
h \\
q \\
\left(q^{\prime \prime}\right)_{n-1}
\end{array}\right)\right|\left\langle\begin{array}{c}
(\Gamma)_{n} \\
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\left(\begin{array}{c}
h^{\prime} \\
q^{\prime} \\
\left(q^{\prime \prime}\right)_{n-1}
\end{array}\right)\right\rangle \\
& =\left\langle\binom{ h}{q}\right|\left[\begin{array}{c}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}
\end{array}\right]\left|\binom{h^{\prime}}{q^{\prime}}\right\rangle  \tag{A.19}\\
& \quad \cdot\left\langle\binom{ q}{\left(q^{\prime \prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\gamma)_{n-1} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\binom{q^{\prime}}{\left(q^{\prime \prime}\right)_{n-1}}\right\rangle
\end{align*}
$$

where

$$
(\gamma)_{n}=\binom{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}{(\gamma)_{n-1}}
$$

is the unique operator pattern such that $q^{\prime}+\Delta(\gamma)_{n}=q$. Similarly we have

$$
\left\langle\left(\begin{array}{c}
\bar{h}^{\prime} \\
\bar{q}^{\prime} \\
\left(\bar{q}^{\prime \prime}\right)_{n-1}
\end{array}\right)\right|\left\langle\begin{array}{c}
(\Gamma)_{n} \\
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right\rangle\left|\left(\begin{array}{c}
\bar{h} \\
\bar{q} \\
\left(\bar{q}^{\prime \prime}\right)_{n-1}
\end{array}\right)\right\rangle
$$

$$
=\left\langle\binom{\bar{h}^{\prime}}{\bar{q}^{\prime}}\right|\left[\begin{array}{c}
{[p, 0, \cdots, 0]_{n+1}} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}}
\end{array}\right]\left|\binom{\bar{h}}{\bar{q}}\right\rangle
$$

$$
\cdot\left\langle\binom{\bar{q}^{\prime}}{\left(\bar{q}^{\prime \prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\gamma)_{n-1} \\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right)\left|\binom{\bar{q}}{\left(\bar{q}^{\prime \prime}\right)_{n-1}}\right\rangle
$$

Now applying Proposition A. 6 to relate the $U(n+1)$ and $U(n)$ Wigner coefficients appearing in (A.19) and (A.20) and using that

$$
\left\langle\binom{ q}{\left(q^{\prime \prime}\right)_{n-1}}\right|\left\langle\begin{array}{c}
(\gamma)_{n-1}  \tag{A.21}\\
{\left[p^{\prime}, 0, \cdots, 0\right]_{n}} \\
(0)_{n-1}
\end{array}\right\rangle\left|\binom{q^{\prime}}{\left(q^{\prime \prime}\right)_{n-1}}\right\rangle \neq 0
$$

as in (A.15), we obtain identity (A.17).
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#### Abstract

R. Askey's problem of estimating quadrature sums involving $p$ th powers of polynomials $(0<p<\infty)$ in terms of integrals, is solved. In its simplest form, the method can extend the large sieve of number theory to sums involving $p$ th powers, rather than just squares, of trigonometric polynomials. Further, the method yields estimates whenever the abscissas in the quadrature have a suitable spacing and the weights have suitable bounds. In particular, it may be applied to generalized Jacobi weights and to Freud weights.


Key words. quadrature sums, pth powers, orthogonal polynomials, Freud weights, the large sieve, generalized Jacobi weights

AMS(MOS) subject classifications. Primary 41A55; secondary 42C05

1. Introduction. The large sieve of number theory is an inequality for trigonometric polynomials of degree at most $n$,

$$
S_{n}(\tau)=\sum_{k=-n}^{n} a_{k} e^{i k \tau}, \quad \tau \in[0,2 \pi],
$$

which states that

$$
\begin{equation*}
\sum_{j=1}^{m}\left|S_{n}\left(\tau_{j}\right)\right|^{2} \leqq\left\{2 n+\delta^{-1}\right\}(2 \pi)^{-1} \int_{0}^{2 \pi}\left|S_{n}(\tau)\right|^{2} d \tau \tag{1.1}
\end{equation*}
$$

whenever $0 \leqq \tau_{1}<\tau_{2}<\cdots<\tau_{M} \leqq 2 \pi$ and

$$
\begin{equation*}
\delta=\min \left\{\tau_{2}-\tau_{1}, \tau_{3}-\tau_{2}, \cdots, \tau_{m}-\tau_{m-1}, 2 \pi-\left(\tau_{m}-\tau_{1}\right)\right\}>0 . \tag{1.2}
\end{equation*}
$$

See Montgomery [16, p. 548 and p. 559, Thm. 3], but note the different notation.
It is the purpose of this paper to extend (1.1) to sums of the form $\sum_{j=1}^{n}\left|S_{n}\left(\tau_{j}\right)\right|^{p}$, $p>0$, and to show how such sums may be estimated using $L_{2}$ techniques. While such sums have been considered by Davenport and Halberstam [4] and Forti and Viola [5], their estimates did not include the case $0<p<1$, and the upper bounds involved terms such as $\sum_{k=0}^{n-1}\left|a_{k}\right|^{p}(k+2)^{p-2}$, rather than $\int_{0}^{2 \pi}\left|S_{n}(\tau)\right|^{p} d \tau$. In this paper, we shall also solve a problem of Askey [2] on quadrature sums involving $p$ th powers of polynomials. Before discussing the latter, we first illustrate the method in the case of trigonometric polynomials. Let

$$
\begin{equation*}
D_{n}(\tau)=\sum_{k=-n}^{n} e^{i k \tau}, \quad \tau \in[0,2 \pi) . \tag{1.3}
\end{equation*}
$$

[^50]Applying (1.1) to $D_{n}(x-\tau)$, and noting that

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|D_{n}(\tau)\right|^{2} d \tau=2 \pi(2 n+1) \tag{1.4}
\end{equation*}
$$

we obtain for any $x \in[0,2 \pi)$,

$$
\begin{equation*}
\sum_{j=1}^{m}\left|D_{n}\left(x-\tau_{j}\right)\right|^{2} \leqq\left\{2 n+\delta^{-1}\right\}(2 n+1) \tag{1.5}
\end{equation*}
$$

We remark that it is unnecessary to use the large sieve to derive an inequality of the form (1.5), and we pause in our exposition to outline the proof of such an inequality. First, note the straightforward bound

$$
\left|D_{n}(\tau)\right| \leqq \min \{2 n+1, \pi /|\tau|\}, \quad|\tau| \leqq \pi .
$$

Let $\varepsilon=(2 n+1)^{-1}+\delta$ and assume (as we may) that all $x-\tau_{j}(j=1,2, \cdots, m)$ lie in $[-\pi, \pi]$. Then

$$
\begin{aligned}
\sum_{j=1}^{m}\left|D_{n}\left(x-\tau_{j}\right)\right|^{2} & \leqq \sum_{\left|x-\tau_{j}\right| \geqq \varepsilon}\left(\pi /\left|x-\tau_{j}\right|\right)^{2}+\sum_{\left|x-\tau_{j}\right|<\varepsilon}(2 n+1)^{2} \\
& \leqq 2(2 n+1)^{2}+2 \sum_{j \delta \geqq \varepsilon}(\pi /(j \delta))^{2}+2 \sum_{j \delta<\varepsilon}(2 n+1)^{2} .
\end{aligned}
$$

Here we have used the fact that in each interval of length $\delta$, there is at most one point of the form $x-\tau_{j}$. Then, using the definition of $\varepsilon$,

$$
\begin{aligned}
\sum_{j=1}^{m}\left|D_{n}\left(x-\tau_{j}\right)\right|^{2} & \leqq 2(2 n+1)^{2}+2(\pi / \delta)^{2} \sum_{j \geqq((2 n+1) \delta)^{-1}+1} j^{-2}+2(2 n+1)^{2}\{\varepsilon / \delta+1\} \\
& \leqq 2(\pi / \delta)^{2}((2 n+1) \delta)+2(2 n+1)^{2}\left\{2+((2 n+1) \delta)^{-1}\right\} \\
& \leqq 22(2 n+1)\left\{n+\delta^{-1}\right\}
\end{aligned}
$$

This establishes (1.5) except for a factor of 22.
We now return to our main theme. Let $p>0$. Theorem 6 in Maté and Nevai [14] shows that for any trigonometric polynomial $S_{n}(\tau)$ as above,

$$
\begin{equation*}
\left|S_{n}(\tau)\right|^{p} \leqq(2+2 n p) e(8 \pi)^{-1} \int_{0}^{2 \pi}\left|S_{n}(u)\right|^{p} d u, \quad \tau \in[0,2 \pi] . \tag{1.6}
\end{equation*}
$$

Let $k$ denote the smallest positive integer such that $k p \geqq 2$. Applying (1.6) to $S_{n}(\tau) D_{n}^{k}(x-\tau)$ with $x$ fixed, we obtain

$$
\left|S_{n}(\tau) D_{n}^{k}(x-\tau)\right|^{p} \leqq(2+2 n(k+1) p) e(8 \pi)^{-1} \int_{0}^{2 \pi}\left|S_{n}(u) D_{n}^{k}(x-u)\right|^{p} d u
$$

Now setting $\tau=x$, and noting that $k p=\{k p-2\}+2$, and

$$
\left|D_{n}(x-u)\right| \leqq 2 n+1=D_{n}(0),
$$

we obtain

$$
\begin{equation*}
\left|S_{n}(x)\right|^{p} \leqq(2+2 n(k+1) p) e(8 \pi)^{-1}(2 n+1)^{-2} \int_{0}^{2 \pi}\left|S_{n}(u)\right|^{p} D_{n}^{2}(x-u) d u \tag{1.7}
\end{equation*}
$$

Next, $(k-1) p<2$, so that

$$
2+2 n(k+1) p<2+2 n(2 p+2)<(2 n+1) 2(p+1)
$$

and hence

$$
\begin{equation*}
\left|S_{n}(x)\right|^{p} \leqq(p+1) e(4 \pi)^{-1}(2 n+1)^{-1} \int_{0}^{2 \pi}\left|S_{n}(u)\right|^{p} D_{n}^{2}(x-u) d u \tag{1.8}
\end{equation*}
$$

Applying Jensen's inequality (Zygmund [24, p. 24]) to (1.8), and noting (1.4), we obtain the following proposition.

Theorem 1. Let $0<p<\infty$. Let $\psi(t)$ be convex, nonnegative and nondecreasing in $[0, \infty)$. For any trigonometric polynomial $S_{n}(t)$ of degree at most $n$,

$$
\begin{align*}
& \psi\left(\left|S_{n}(x)\right|^{p}\right) \leqq(2 \pi)^{-1}(2 n+1)^{-1} \int_{0}^{2 \pi} \psi\left(\left|S_{n}(u)\right|^{p}(p+1) e / 2\right) D_{n}^{2}(x-u) d u, \\
& x \in[0,2 \pi] . \tag{1.9}
\end{align*}
$$

If $0<p<1, t^{p}$ is concave, rather than convex, and so it is meaningful to include the $p$ th power in (1.9). Applying (1.5) to (1.9), we obtain

Theorem 2. Assuming the notation of (1.2) and Theorem 1,

$$
\begin{equation*}
\sum_{j=1}^{m} \psi\left(\left|S_{n}\left(\tau_{j}\right)\right|^{p}\right) \leqq\left(2 n+\delta^{-1}\right)(2 \pi)^{-1} \int_{0}^{2 \pi} \psi\left(\left|S_{n}(u)\right|^{p}(p+1) e / 2\right) d u \tag{1.10}
\end{equation*}
$$

Theorems 1 and 2 are useful in trigonometric interpolation and approximation.
In 1969, Askey [2, p.553] posed the following problem: Let $P_{n-1}(x)$ be any polynomial of degree at most $n-1$. Let $\left\{x_{n k}\right\}_{k=1}^{n}$ be the zeros of the polynomials orthogonal with respect to $d \alpha(x)$, a positive measure on $[-1,1]$, and let $\left\{\lambda_{n k}\right\}_{k=1}^{n}$ be the corresponding Christoffel numbers. When is

$$
\begin{equation*}
\sum_{k=1}^{n} \lambda_{n k}\left|P_{n-1}\left(x_{n k}\right)\right|^{p} \leqq C \int_{-1}^{1}\left|P_{n-1}(x)\right|^{p} d \alpha(x), \tag{1.11}
\end{equation*}
$$

where $C$ is independent of $P_{n-1}$ and $n$ ? Such inequalities are essential in various problems in approximation theory, and in particular, in investigating mean convergence of Lagrange interpolation (Askey [1], Bonan [3], Knopfmacher and Lubinsky [9], Nevai [18], [19], [20], [22], [23]).

For $p=2$, the Gauss quadrature formula establishes (1.11) with $C=1$ and with equality of both sides. Askey proved (1.11) for certain Jacobi weights for $p \geqq 1$. Subsequently, Nevai [20, pp. 167-168] proved inequalities generalizing (1.11) for $p \geqq 1$ and for generalized Jacobi weights on $[-1,1]$. For the Hermite weight, estimates such as (1.11) appear in Nevai [20] with the range of summation suitably restricted. Similar estimates for generalized Hermite weights appear in Bonan [3] and for Freud weights in Knopfmacher and Lubinsky [9].

To date, no one has succeeded in dealing with the case $0<p<1$. We shall fill this gap, using much the same method as that used to prove Theorems 1 and 2. Furthermore, we can treat general quadrature sums with suitably spaced abscissas, rather than just Gauss quadrature sums. As before, estimation of sums involving $p$ th powers is reduced to estimation of a sum involving an even integer power of a specific polynomial. The specific polynomial (which is the analogue of $D_{n}(x-t)$ above) is

$$
\begin{equation*}
K_{n}(v, x, t)=\sum_{j=0}^{n-1} p_{j}(v, x) p_{j}(v, t), \tag{1.12}
\end{equation*}
$$

the kernel function associated with the Chebyshev weight

$$
v(t)= \begin{cases}\left(1-t^{2}\right)^{-1 / 2}, & t \in(-1,1)  \tag{1.13}\\ 0, & t \notin(-1,1) .\end{cases}
$$

Here $p_{j}(v, x), j=0,1,2, \cdots$, are the orthonormal Chebyshev polynomials associated with $v$. Finally, the sum involving $K_{n}(v, x, t)$ may be estimated using the large sieve or using methods of Nevai [20, p. 167].

Before stating the results for weights on $[-1,1]$, we need the definition of the generalized Jacobi weights (GJ), studied in [20], [21], [23]. Throughout, $C, C_{1}, C_{2}, \cdots$, denote positive constants independent of $n$ and $x$, and of all polynomials $P$ of degree at most $n$, or at most a positive constant times $n$. Further, we use, $o, O$ as in [20]. Thus, for example, $f(x) \sim g(x)$, if there exist $C_{1}$ and $C_{2}$ such that $C_{1} \leqq f(x) / g(x) \leqq C_{2}$ for all relevant $x$.

Definition 3. Let $-1=t_{1}>t_{2}>\cdots>t_{N}=1$ and $\Gamma_{k}>-1, k=1,2, \cdots, N$. Let $w(t)=0, t \notin[-1,1]$ and

$$
\begin{equation*}
w(t) \sim \prod_{k=1}^{N}\left|t-t_{k}\right|^{\Gamma_{k}}, \quad t \notin[-1,1] . \tag{1.14}
\end{equation*}
$$

Then we say that $w$ is a generalized Jacobi weight and write $w \in$ GJ. The following quantities are associated with $w$ :

$$
\begin{align*}
\bar{w}_{n}(t)=(\sqrt{1-t}+1 / n)^{2 \Gamma_{1}+1}\left\{\prod_{k=2}^{N-1}\left(\left|t-t_{k}\right|+1 / n\right)^{\Gamma_{k}}\right\} & (\sqrt{1+t}+1 / n),{ }^{2 \Gamma_{n}+1}, \\
& t \in[-1,1], \quad n=1,2, \cdots, \tag{1.15}
\end{align*}
$$

and $\bar{w}_{n}(t)=0, t \notin[-1,1]$. Further for $0<p<\infty$ and $n=1,2,3, \cdots$,

$$
\begin{equation*}
\lambda_{n}(w, p, x)=\inf \int_{-1}^{1} \frac{|P(u)|^{p} w(u) d u}{|P(x)|^{p}}, \quad x \in[-1,1] \tag{1.16}
\end{equation*}
$$

where the inf is over all polynomials $P$ of degree at most $n-1$. In particular,

$$
\lambda_{n}(w, x)=\lambda_{n}(w, 2, x), \quad x \in[-1,1] .
$$

Theorem 4. Let $w \in G J, 0<p, L<\infty$ and l be a positive integer. Further, let $\psi(t)$ be convex, nonnegative and nondecreasing in $[0, \infty)$. Then for all polynomials $P(x)$ of degree at most ln,

$$
\begin{align*}
& \psi\left(|P(x)|^{p}\right) \bar{w}_{n}(x) \leqq C_{1} n^{-L+1} \int_{-1}^{1} \psi\left(C_{2}|P(u)|^{p}\right)\left|K_{n}(v, x, u)\right|^{L} w(u) d u,  \tag{1.17}\\
& x \in[-1,1] .
\end{align*}
$$

Theorem 5. Let $w \in G J, 0<p<\infty$ and let lbe a positive integer. Further, let $\psi(t)$ be convex, nonnegative and nondecreasing in $[0, \infty)$. Given

$$
-1 \leqq y_{m}<y_{m-1}<\cdots<y_{1} \leqq 1,
$$

write

$$
\theta_{j}=\arccos \left(y_{j}\right) \in[0, \pi], \quad j=1,2, \cdots, m
$$

and let

$$
\begin{equation*}
\delta=\min \left\{\theta_{2}-\theta_{1}, \theta_{3}-\theta_{2}, \cdots, \theta_{m}-\theta_{m-1}\right\}>0 . \tag{1.18}
\end{equation*}
$$

Then for all polynomials $P(x)$ of degree at most $\ln$,

$$
\begin{equation*}
\sum_{j=1}^{m} \bar{w}_{n}\left(y_{j}\right) \psi\left(\left|P\left(y_{j}\right)\right|^{p}\right) \leqq C_{1}\left\{n+\delta^{-1}\right\} \int_{-1}^{1} \psi\left(C_{2}|P(u)|^{p}\right) w(u) d u \tag{1.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{m} \lambda_{n}\left(w, y_{j}\right) \psi\left(\left|P\left(y_{j}\right)\right|^{p}\right) \leqq C_{3}\left\{1+(n \delta)^{-1}\right\} \int_{-1}^{1} \psi\left(C_{2}|P(u)|^{p}\right) w(u) d u . \tag{1.20}
\end{equation*}
$$

The constants $C_{1}, C_{2}$ and $C_{3}$ are independent of $m, y_{1}, y_{2}, \cdots, y_{m}, \delta, n$ and $P$.

Corollary 6. Let $\left\{x_{n j}\right\}$ and $\left\{\lambda_{n j}\right\}$ denote the abscissas and Christoffel numbers in the Gauss quadrature for the weight $w \in G J$. With the notation of the previous theorem,

$$
\begin{equation*}
\sum_{j=1}^{n} \lambda_{n j} \psi\left(\mid P\left(\left.x_{n j}\right|^{p}\right) \leqq C_{1} \int_{-1}^{1} \psi\left(C_{2}|P(u)|^{p}\right) w(u) d u\right. \tag{1.21}
\end{equation*}
$$

for all polynomials $P$ of degree at most $\ln$.
In the case $\psi(t)=t$ and $p \geqq 1$, Corollary 6 is implied by Nevai [20, Thm. 9.25, p. 168]. Further for $\psi(t)=t$, Corollary 6 ensures that Nevai [23, (24), p. 675] is correct as stated, even for $0<p<1$.

Finally, we state the analogues of the above results for weights with the whole real line as support. First, however, we need a definition of $\mathscr{F}$, a suitable class of Freud weights:

Definition 7. Let $W(x)=\exp (-Q(x)), x \in \mathbb{R}$, where $Q$ is even and continuous in $\mathbb{R}$, and $Q^{\prime \prime}(x)$ is continuous and nonnegative for large positive $x$. Then we say $W$ is a Freud weight and write $W \in \mathscr{F}$ if either
I. $Q^{\prime \prime}(x)$ is positive and nondecreasing for large positive $x$, or
II. There exists $\alpha \in(1,2)$ and $C$ and $C_{1}$ such that

$$
\begin{equation*}
x Q^{\prime \prime}(x) / Q^{\prime}(x) \leqq C, \quad x \in\left(C_{1}, \infty\right) \tag{1.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} x Q^{\prime}(x) / Q(x)=\alpha \tag{1.24}
\end{equation*}
$$

Associated with $W$ are the following quantities: For large enough $n, q_{n}$ denotes the positive root of the equation

$$
\begin{equation*}
q_{n} Q^{\prime}\left(q_{n}\right)=n . \tag{1.25}
\end{equation*}
$$

Further, given a nonnegative integer $j, 0<p \leqq \infty$ and $n=j+1, j+2, \cdots$, we define the generalized Christoffel functions

$$
\begin{equation*}
\lambda_{n, p}(W, j, x)=\inf \|P W\|_{L_{p}(\mathbb{R})} /\left|P^{(j)}(x)\right|, \quad x \in \mathbb{R} \tag{1.26}
\end{equation*}
$$

where the inf is over all polynomials $P$ of degree at most $n$. We also define the classical Christoffel functions

$$
\begin{equation*}
\lambda_{n}\left(W^{2}, x\right)=\lambda_{n, 2}^{2}(W, 0, x)=\inf \int_{-\infty}^{\infty} \frac{(P W(u))^{2} d u}{P^{2}(x)}, \quad n=1,2, \cdots, x \in \mathbb{R} \tag{1.27}
\end{equation*}
$$

The essential feature of $W \in \mathscr{F}$ is the following: Lower bounds are available for the generalized Christoffel functions (Freud [6], [8], Lubinsky [13], Levin and Lubinsky [10], [11] and inequalities are available which connect the $L_{p}$ norms of weighted polynomials over finite and infinite ranges (Nevai [17], Mhaskar and Saff [15], Lubinsky [12], [13]). As concrete examples of weights $W \in \mathscr{F}$ satisfying I, we mention $\exp \left(-|x|^{\alpha}(\log |x|)^{\beta}\right), \alpha \geqq 2, \beta \geqq 0$, and $\exp \left(-\exp \left(|x|^{\alpha}\right)\right), \alpha>0$, suitably modified for small $|x|$. As examples of weights $W \in \mathscr{F}$ satisfying II, we mention $\exp \left(-|x|^{\alpha}(\log |x|)^{\beta}\right)$, $1<\alpha<2, \beta \in \mathbb{R}$, suitably modified for small $|x|$.

Theorem 8. Let $W \in \mathscr{F}, 0<p<\infty$, and let l be a positive integer. Let $\psi$ be convex, nonnegative and nondecreasing in $[0, \infty)$. There exists a positive constant $C^{*}$ with the following property: Let

$$
-C^{*} q_{n} \leqq y_{m}<y_{m-1}<\cdots<y_{1} \leqq C^{*} q_{n}
$$

and

$$
\begin{equation*}
\delta=\min \left\{y_{j}-y_{j-1}: j=2,3, \cdots, m\right\}>0 . \tag{1.28}
\end{equation*}
$$

Then for all polynomials $P$ of degree at most $\ln$,

$$
\begin{equation*}
\sum_{j=1}^{m} \psi\left(|P W|^{p}\left(y_{j}\right)\right) \leqq C_{1}\left\{n / q_{n}+\delta^{-1}\right\} \int_{-\infty}^{\infty} \psi\left(C_{2}|P W|^{p}(u)\right) d u \tag{1.29}
\end{equation*}
$$

The constants $C_{1}$ and $C_{2}$ are independent of $m, \delta,\left\{y_{j}\right\}, n$ and $P$. If in addition (1.23) holds, then we may take $C^{*}$ arbitrarily large, but $C_{1}$ and $C_{2}$ will depend on $C^{*}$.

We shall prove Theorem 8 using the kernel function for the Chebyshev weight. By using the kernel function for the weight $W^{2}$, we can also estimate sums of the form

$$
\sum_{j=1}^{m} \psi\left(\left|P\left(y_{j}\right)\right|^{p}\right) W^{2}\left(y_{j}\right)
$$

but we omit the more complicated proof.
For the Hermite weight, the following corollary is related to results in Nevai [22] and for generalized Hermite weights to results in Bonan [3]. For Freud weights, a similar result appears in Knopfmacher and Lubinsky [9], but for all cases, the following corollary is new when $0<p<1$.

Corollary 9. Let $\left\{x_{n j}\right\}$ and $\left\{\lambda_{n j}\right\}$ denote the abscissas and Christoffel numbers in the Gauss quadrature for the weight $W^{2}$, where $W \in \mathscr{F}$. Let $-\infty<r<2$. With the notation of the previous theorem, there exists $C^{*}$ such that

$$
\begin{equation*}
\sum_{\left|x_{n j}\right| \leqq C^{*} q_{n}} \lambda_{n j}\left|P\left(x_{n j}\right)\right|^{p} W^{-r}\left(x_{n j}\right) \leqq C_{1} \int_{-\infty}^{\infty}|P(u)|^{p} W^{2-r}(u) d u, \tag{1.30}
\end{equation*}
$$

for all polynomials $P$ of degree at most $\ln$.
Note that even when (1.23) holds, we could not prove (1.30) for the full sum extended over $j=1,2, \cdots, n$. The reason for this is that upper bounds for the Christoffel functions are not available near $x_{n 1}$ and $x_{n n}$.

The paper is organized as follows: In § 2, we prove the results for the finite interval, namely Theorems 4 and 5 and Corollary 6 , and in §3, we prove Theorem 8 and Corollary 9 for weights on the infinite interval.
2. Weights on $[\mathbf{1}, \mathbf{1}]$. The proof of Theorems 4 and 5 and Corollary 6 will use estimates on the $L_{p}$ Christoffel functions:

Lemma 2.1. Let $w \in G J$ and $0<p<\infty$. Then for $n=1,2,3, \cdots$,

$$
\begin{equation*}
\lambda_{n}(w, p, x) \sim \lambda_{n}(w, x) \sim n^{-1} \bar{w}_{n}(x), \quad x \in[-1,1] . \tag{2.1}
\end{equation*}
$$

Proof. See Nevai [20, Thm. 6.3.28, p. 120], and note that if $w \in G J$ and $w_{1} \in G J$ and $w \sim w_{1}$, in $[-1,1]$, then $\lambda_{n}(w, p, x) \sim \lambda_{n}(w, x)$ in $[-1,1]$.

We can now prove Theorem 4 in a special case:
Proof of Theorem 4 when $\psi(t)=t$ and $L$ is a positive even integer. Let $L$ be a fixed positive even integer. By definition of the Christoffel functions, we have for all polynomials $P$ of degree at most $\ln$, and for $|t| \leqq 1$,

$$
\begin{align*}
|P(t)|^{p} & \leqq \lambda_{l n}^{-1}(w, p, t) \int_{-1}^{1}|P(u)|^{p} w(u) d u \\
& \leqq C n \bar{w}_{n}^{-1}(t) \int_{-1}^{1}|P(u)|^{p} w(u) d u \tag{2.2}
\end{align*}
$$

by Lemma 2.1, and as $\bar{w}_{l n}(x) \sim \bar{w}_{n}(x),|x| \leqq 1$. Let $k$ be the smallest integer such that
$k p \geqq L$. Applying (2.2) to the polynomial $P(t) K_{n}^{k}(v, x, t)$ with $x$ fixed, we obtain

$$
\begin{align*}
&|P(t)|^{p}\left|K_{n}(v, x, t)\right|^{k p} \leqq C n \bar{w}_{n}^{-1}(t) \int_{-1}^{1}|P(u)|^{p}\left|K_{n}(v, x, u)\right|^{k p} w(u) d u,  \tag{2.3}\\
& x, t \in[-1,1] .
\end{align*}
$$

Next, we note that

$$
\begin{equation*}
\left|K_{n}(v, x, t)\right| \leqq C_{1} n, \quad|x|,|t| \leqq 1, \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{n}(v, x, x) \sim n, \quad|x| \leqq 1 \tag{2.5}
\end{equation*}
$$

(Nevai [20, p. 79, p. 108]). Setting $t=x$ in (2.3), and using (2.4) and (2.5) and $k p=L+\{k p-L\}$ with $k p-L \geqq 0$, we obtain for $|x| \leqq 1$,

$$
\begin{equation*}
|P(x)|^{p} \leqq C n^{-L+1} \bar{w}_{n}^{-1}(x) \int_{-1}^{1}|P(u)|^{p} K_{n}^{L}(v, x, u) w(u) d u, \tag{2.6}
\end{equation*}
$$

which is Theorem 4 in the special case mentioned.
In order to complete the proof of Theorem 4, we must apply Jensen's inequality to (2.6). For this to be possible, we must obtain upper bounds for $\int_{-1}^{1} K_{n}^{L}(v, x, u) w(u) d u:$

Theorem 2.2. Let $w \in G J$. Let L be a positive even integer such that

$$
\begin{equation*}
L>1+\max \left\{2 \Gamma_{1}+1, \Gamma_{2}, \Gamma_{3}, \cdots, \Gamma_{N-1}, 2 \Gamma_{N}+1\right\} \tag{2.7}
\end{equation*}
$$

Then with the notation of (1.12) to (1.16),

$$
\begin{equation*}
\int_{-1}^{1}\left\{K_{n}(v, x, u) / K_{n}(v, x, x)\right\}^{L} w(u) d u \sim n^{-1} \bar{w}_{n}(x), \quad x \in[-1,1] . \tag{2.8}
\end{equation*}
$$

Proof. In the special case $N=2$, so that $w$ is a Jacobi weight, this is Theorem 6.3.10 in Nevai [20, p. 109]. Let

$$
I_{n}(x)=\int_{-1}^{1}\left\{K_{n}(v, x, u) / K_{n}(v, x, x)\right\}^{L} w(u) d u, \quad|x| \leqq 1, \quad n=1,2, \cdots
$$

By Lemma 2.1,

$$
I_{n}(x) \geqq C n^{-1} \bar{w}_{n}(x), \quad|x| \leqq 1 .
$$

Thus we must prove

$$
\begin{equation*}
I_{n}(x) \leqq C_{1} n^{-1} \bar{w}_{n}(x), \quad|x| \leqq 1 . \tag{2.9}
\end{equation*}
$$

First, note from (1.15) and (2.7) that

$$
\begin{equation*}
\bar{w}_{n}(t) \geqq C_{2}(1 / n)^{L-1}, \quad|t| \leqq 1 . \tag{2.10}
\end{equation*}
$$

Let $\varepsilon=(1 / 4) \min _{i \neq j}\left|t_{i}-t_{j}\right|$, so that for $|x| \leqq 1$, the interval $(x-\varepsilon, x+\varepsilon)$ contains at most one of $\left\{t_{1}, t_{2}, \cdots, t_{N}\right\}$. Given $|x| \leqq 1$, we let $t_{c}$ denote the element of $\left\{t_{1}, t_{2}, \cdots, t_{N}\right\}$ that is closest to $x$. If this does not uniquely define $t_{c}$, we take $t_{c}$ to be the closest element from the left of $x$. We have

$$
\begin{equation*}
w(u) \sim\left|u-t_{c}\right|^{\Gamma_{c}}, \quad u \in(x-\varepsilon, x+\varepsilon) \cap[-1,1], \tag{2.11}
\end{equation*}
$$

with the constants in $\sim$ independent of $x \in[-1,1]$. Next, it follows from Lemma 6.3.8 in Nevai [20, p. 108] that

$$
\begin{equation*}
\left|K_{n}(v, x, u)\right| \leqq C /\{|x-u|+1 / n\}, \quad|x|,|u| \leqq 1 . \tag{2.12}
\end{equation*}
$$

By (2.5), (2.11) and (2.12),

$$
\begin{align*}
I_{n}(x) \leqq & n^{-L} \int_{|x-u| \geqq \varepsilon}(C / \varepsilon)^{L} w(u) d u  \tag{2.13}\\
& +C_{3} n^{-L} \int_{|x-u|<\varepsilon}\left|u-t_{c}\right|^{\Gamma_{c}}(|x-u|+1 / n)^{-L} d u \\
\leqq & C_{4} n^{-1} \bar{w}_{n}(x)+C_{3} n^{-L} J_{n}(x) \tag{2.14}
\end{align*}
$$

by (2.10) and where $L_{n}(x)$ denotes the second integral in (2.13), so that

$$
\begin{equation*}
J_{n}(x)=\int_{-\varepsilon}^{\varepsilon}\left|\left(x-t_{c}\right)-t\right|^{\Gamma_{c}} /(|t|+1 / n)^{L} d t . \tag{2.15}
\end{equation*}
$$

Suppose first that $2 \leqq c \leqq N-1$, so that $t_{c} \in(-1,1)$. Let $z=x-t_{c}$. We consider two cases:
Case I. $|z| \geqq 1 / n$. Let $\sigma=\operatorname{sign}(z)$. We see from (2.15) that

$$
\begin{aligned}
J_{n}(x) & \leqq\left\{\int_{|t| \geqq|z| / 2}+\int_{|t| \leqq|z| / 2}\right\}|z-t|^{\Gamma_{c}} /(|t|+1 / n)^{L} d t \\
& \leqq|z|^{\Gamma_{c}+1} \int_{|u| \geqq 1 / 2}|\sigma-u|^{\Gamma_{c}} /(|u z|+1 / n)^{L} d u+C|z|^{\Gamma_{c}} \int_{|t| \leqq|z| / 2}(|t|+1 / n)^{-L} d t
\end{aligned}
$$

by the substitution $t=|z| u$ in the first integral, and as $|z-t| \sim|z|$ for $t$ in the second integral. Then we see that

$$
\begin{align*}
J_{n}(x) & \leqq|z|^{\Gamma_{c}+1-L} \int_{||u| \supseteqq 1 / 2}|\sigma-u|^{\Gamma_{c}}|u|^{-L} d u+|z|^{\Gamma_{c}} 2 C \int_{1 / n}^{2} u^{-L} d u \\
& \leqq C|z|^{\Gamma_{c} n^{L-1}}, \tag{2.16}
\end{align*}
$$

as $L>1+\Gamma_{c}$ and $|z| \geqq 1 / n$. Finally, we note that as $|z|=\left|x-t_{c}\right| \geqq 1 / n$,

$$
\bar{w}_{n}(x) \sim\left(\left|x-t_{c}\right|+1 / n\right)^{\Gamma_{c}} \sim|z|^{\Gamma_{c}}
$$

and hence (2.14) and (2.16) yield (2.9).
Case II. $|z|<1 / n$. Making the substitution $t=u / n$ in (2.15), we see that

$$
\begin{aligned}
J_{n}(x) & =n^{L-1-\Gamma_{c}} \int_{-n \varepsilon}^{n \varepsilon}|n z-u|^{\Gamma_{c}} /(|u|+1)^{L} d u \\
& \leqq n^{L-1-\Gamma_{c}} \max \left\{\int_{-\infty}^{\infty}|s-u|^{\Gamma_{c}} /(|u|+1)^{L} d u:|s| \leqq 1\right\} \\
& \leqq C n^{L-1} \bar{w}_{n}(x),
\end{aligned}
$$

as $|z|=\left|x-t_{c}\right|<1 / n$ implies that

$$
\bar{w}_{n}(x) \sim\left(\left|x-t_{c}\right|+1 / n\right)^{\Gamma_{c} \sim n^{-\Gamma_{c}} .}
$$

Then (2.14) again yields (2.9).
Finally, we must show that (2.9) holds when $t_{c} \in\left\{t_{1}, t_{N}\right\}$. Proceeding as at (2.13) and (2.14), we see

$$
\begin{aligned}
I_{n}(x) & \leqq C n^{-1} \bar{w}_{n}(x)+C \int_{|x-u|<\varepsilon}\left\{K_{n}(v, x, u) / K_{n}(v, x, x)\right\}^{L}\left|u-t_{c}\right|^{\Gamma_{c}} d u \\
& \leqq C n^{-1} \bar{w}_{n}(x)+C n^{-1}\left(\left|x-t_{c}\right|^{1 / 2}+1 / n\right)^{2 \Gamma_{c}+1}
\end{aligned}
$$

by Theorem 6.3.10 in Nevai [20, p. 109] as $t_{c}= \pm 1$, and (2.9) again follows.
We can now complete the proof of Theorem 4:
Proof of Theorem 4 in the general case. Let $L$ be a positive even integer satisfying (2.7). By (2.5) and (2.8), we may rewrite (2.6) as

$$
|P(x)|^{p} \leqq C \int_{-1}^{1}|P(u)|^{p} K_{n}^{L}(v, x, u) w(u) d u / \int_{-1}^{1} K_{n}^{L}(v, x, u) w(u) d u
$$

for all polynomials $P$ of degree at most $\ln$. Applying Jensen's inequality (Zygmund [24, p. 24]), and then using (2.8), we obtain (1.17) for all sufficiently large positive even integers $L$. It then follows that (1.17) holds for all $L>0$, since if $0<L^{\prime}<L$,

$$
\left|K_{n}(v, x, u)\right|^{L} \leqq C n^{L-L^{\prime}}\left|K_{n}(v, x, u)\right|^{L^{\prime}}, \quad|x|,|u| \leqq 1 .
$$

We shall need the full generality of the following lemma in the next section.
Lemma 2.3. Let $-\infty<y_{1}<y_{2}<\cdots<y_{m}<\infty$ and $Y \geqq \max _{j}\left|y_{j}\right|$. Let

$$
\begin{equation*}
\theta_{j}=\arccos \left(y_{j} / Y\right) \in[0, \pi], \quad j=1,2, \cdots, m, \tag{2.17}
\end{equation*}
$$

and let

$$
\begin{equation*}
\delta=\min \left\{\theta_{j+1}-\theta_{j}: 1 \leqq j \leqq m-1\right\} . \tag{2.18}
\end{equation*}
$$

Then for $|u| \leqq Y$,

$$
\begin{equation*}
\sum_{j=1}^{m} K_{n}^{2}\left(v, y_{j} / Y, u / Y\right) \leqq\left(8 / \pi^{2}\right) n\left\{n+\delta^{-1}\right\} \tag{2.19}
\end{equation*}
$$

where $K_{n}(v, x, t)$ and $v$ are as in (1.12) and (1.13).
Proof. Note that

$$
p_{0}(v, x)=\pi^{-1 / 2} \quad \text { and } \quad p_{j}(v, x)=(2 / \pi)^{1 / 2} \cos (j \operatorname{arc} \cos x),
$$

$j=1,2,3, \cdots, x \in[-1,1]$. Let $\eta, \theta \in[0, \pi]$. If ' denotes that the first term in the sum is multiplied by $\frac{1}{2}$,

$$
\begin{align*}
K_{n}(v, \cos \theta, \cos \eta) & =\frac{2}{\pi} \sum_{j=0}^{n-1} \cos (j \theta) \cos (j \eta) \\
& =\frac{1}{\pi} \sum_{j=0}^{n-1}\left\{\cos j(\eta+\theta)+(-1)^{j} \cos j(\eta-\theta+\pi)\right\} \\
& =\operatorname{Re}\left\{S_{n}(\eta+\theta)+S_{n}^{*}(\eta-\theta+\pi)\right\}, \tag{2.20}
\end{align*}
$$

where

$$
S_{n}(t)=\frac{1}{\pi} \sum_{j=0}^{n-1} e^{i j t} \quad \text { and } \quad S_{n}^{*}(t)=\frac{1}{\pi} \sum_{j=0}^{n-1}(-1)^{j} e^{i j t}
$$

Now let $|u| \leqq Y$ and write $\eta=\operatorname{arc} \cos (u / Y) \in[0, \pi]$. We see from (2.17) and (2.20) that

$$
\sum_{j=1}^{m} K_{n}^{2}\left(v, y_{j} / Y, u / Y\right) \leqq 2 \sum_{j=1}^{m}\left\{\left|S_{n}\left(\eta+\theta_{j}\right)\right|^{2}+\left|S_{n}^{*}\left(\eta-\theta_{j}+\pi\right)\right|^{2}\right\}
$$

Note that $\theta_{j}+\eta \in[0,2 \pi]$ and $\eta-\theta_{j}+\pi \in[0,2 \pi], j=1,2, \cdots, m$, and further that the numbers $\theta_{j}+\eta, j=1,2, \cdots, m$ lie in an interval of length at most $\pi$, as do the numbers $\eta-\theta_{j}+\pi, j=1,2, \cdots, m$. We may thus apply the large sieve, namely (1.1), to $S_{n}$ and $S_{n}^{*}$ to deduce

$$
\begin{aligned}
\sum_{j=1}^{m} K_{n}^{2}\left(v, y_{j} / Y, u / Y\right) & \leqq 2\left\{2 n+\delta^{-1}\right\} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left\{\left|S_{n}(t)\right|^{2}+\left|S_{n}^{*}(t)\right|^{2}\right\} d t \\
& \leqq 4 n \pi^{-2}\left(2 n+\delta^{-1}\right)
\end{aligned}
$$

An alternative proof of Lemma 2.3 may be based on the method in [20, pp. 167168].

Proof of Theorem 5. First, (1.19) follows easily from Theorem 4 and Lemma 2.3 with $Y=1$, while (1.20) follows from (1.19) and Lemma 2.1.

Proof of Corollary 6. Let $\theta_{n j}=\operatorname{arc} \cos \left(x_{n j}\right) \in(0, \pi), j=1,2, \cdots, n$, and assume the zeros $x_{n j}$ are ordered so that $\theta_{n j}>\theta_{n, j-1}, j=2,3, \cdots, n$. By Theorem 9.22 in Nevai [20, p. 167],

$$
\theta_{n j}-\theta_{n, j-1} \sim 1 / n, \quad j=1,2,3, \cdots, n .
$$

Hence (1.21) follows directly from (1.20).
3. Weights on $\mathbb{R}$. First, we need some properties of $q_{n}$, defined by (1.25).

Lemma 3.1. Let $W \in \mathscr{F}$.
(i) For large enough n,

$$
1 \leqq q_{2 n} / q_{n} \leqq 2
$$

(ii) If (1.23) holds, then there exists $C>1$ such that

$$
q_{2 n} / q_{n} \geqq C>1, \quad \text { for } n \text { large enough. }
$$

(iii) Suppose $Q^{\prime \prime}$ satisfies (1.22). Let $\xi_{n}$ denote the positive root of the equation

$$
\begin{equation*}
\xi_{n}^{2} Q^{\prime \prime}\left(\xi_{n}\right)=n \tag{3.1}
\end{equation*}
$$

for $n$ large enough. Then

$$
\begin{equation*}
q_{n} \sim \xi_{n}, \quad \text { for } n \text { large enough. } \tag{3.2}
\end{equation*}
$$

Proof. (i), (ii). These follow exactly as in Freud [8, p. 22].
(iii). By monotenicity of $Q^{\prime \prime}$, for $n$ large enough,

$$
\begin{aligned}
q_{n} Q^{\prime}\left(q_{n}\right) & =n=\xi_{n}^{2} Q^{\prime \prime}\left(\xi_{n}\right) \leqq \xi_{n} \int_{\xi_{n}}^{2 \xi_{n}} Q^{\prime \prime}(u) d u \\
& =\xi_{n}\left(Q^{\prime}\left(2 \xi_{n}\right)-Q^{\prime}\left(\xi_{n}\right)\right) \leqq \xi_{n} Q^{\prime}\left(2 \xi_{n}\right)
\end{aligned}
$$

for $n$ large, by (1.22). As $u Q^{\prime}(u)$ is nondecreasing for large $u$, we deduce that $q_{n} \leqq 2 \xi_{n}$. Further for some large enough $A$,

$$
\begin{aligned}
q_{n} Q^{\prime}\left(q_{n}\right) & =n=\xi_{n}^{2} Q^{\prime \prime}\left(\xi_{n}\right) \geqq \xi_{n} \int_{A}^{\xi_{n}} Q^{\prime \prime}(u) d u \\
& =\xi_{n}\left(Q^{\prime}\left(\xi_{n}\right)-Q^{\prime}\left(A^{+}\right)\right) \\
& \geqq \xi_{n} Q^{\prime}\left(\xi_{n}\right) / 2, \quad \text { for } n \text { large enough. }
\end{aligned}
$$

We deduce that $q_{n} \geqq \xi_{n} / 2$, for $n$ large enough, as $Q^{\prime}(u)$ and $u Q^{\prime}(u)$ are nondecreasing for large enough $u$.

Lemma 3.2 (infinite-finite range inequality). Let $W \in \mathscr{F}$. Let $0<p \leqq \infty$. There exists a constant $C$ and a positive integer $n_{0}$ such that for $n \geqq n_{0}$ and all polynomials $P$ of degree at most n,

$$
\begin{equation*}
\|P W\|_{L_{p}(\mathbb{R})} \leqq C\|P W\|_{L_{p}\left(-22 q_{n}, 22 q_{n}\right)} \tag{3.3}
\end{equation*}
$$

Proof. Take $g=1$ in [12, Thm. A, p. 264] and note that $11 q_{2 n} \leqq 22 q n$ by Lemma 3.1(i).

Next, we need estimates of the Christoffel functions:
Lemma 3.3. Let $W \in \mathscr{F}$. Let $0<p \leqq \infty$, and let $j$ be a nonnegative integer. There exists a constant $C^{*}$ such that

$$
\begin{equation*}
\lambda_{n, p}(W, j, x) \sim\left(q_{n} / n\right)^{j+1 / p} W(x), \quad|x| \leqq C^{*} q_{n} . \tag{3.4}
\end{equation*}
$$

If (1.23) also holds, then

$$
\begin{equation*}
\lambda_{n, p}(W, j, x) \geqq C\left(q_{n} / n\right)^{j+1 / p} W(x), \quad x \in \mathbb{R} . \tag{3.5}
\end{equation*}
$$

Proof of Theorem 5. First, (1.19) follows easily from Theorem 4 and Lemma 2.3 this follows from Levin and Lubinsky [11, Thm. 3.5]. Suppose now that $W$ satisfies I in Definition 7, so that $Q^{\prime \prime}(x)$ is positive and nondecreasing for large enough $x$. Then Lemma 3.1(iii) and Theorem 3.1 in Lubinsky [13] show that there exists $C^{*}$ such that for $|x| \leqq C^{*} q_{n}$,

$$
\begin{equation*}
\lambda_{n, p}(W, j, x) \geqq C_{1}\left(q_{n} / n\right)^{j+1 / p} W(x), \quad|x| \leqq C^{*} q_{n} . \tag{3.6}
\end{equation*}
$$

To prove the upper bounds to match the lower bounds in (3.6), we apply Theorem 3.4 in Lubinsky [13]. Noting that $Q^{\prime}(x)$ is positive and increasing for large $x$, we must show the following:

Given $\eta>0$, there exists $\varepsilon>0$ and $C>0$ such that

$$
\begin{equation*}
Q^{\prime}(\varepsilon \xi) / Q^{\prime}(\xi)<\eta, \quad \xi>C . \tag{3.7}
\end{equation*}
$$

There exist $C_{1}>0$ and $C_{2}>0$ such that for $\xi \geqq C_{1}$,

$$
\begin{equation*}
3 \xi Q^{\prime}(\xi)(\log (|x| / \xi)) / Q(x)<1, \quad|x| \geqq C_{2} \xi . \tag{3.8}
\end{equation*}
$$

The condition [13, (3.10)] holds trivially as $Q^{\prime \prime} \geqq 0$. To prove (3.7), we note that if $0<\varepsilon<1$, and $A$ is large enough,

$$
\begin{aligned}
Q^{\prime}(\varepsilon \xi) / Q^{\prime}(\xi) & =\left(\int_{A}^{\varepsilon \xi} Q^{\prime \prime}(u) d u+Q^{\prime}(A+)\right) /\left(\int_{A}^{\xi} Q^{\prime \prime}(u) d u+Q^{\prime}(A+)\right) \\
& \leqq\left(\varepsilon \xi Q^{\prime \prime}(\varepsilon \xi)+Q^{\prime}(A+)\right) /\left((\xi-\varepsilon \xi) Q^{\prime \prime}(\varepsilon \xi)+Q^{\prime}(A+)\right) \\
& \rightarrow \varepsilon /(1-\varepsilon), \quad \xi \rightarrow \infty .
\end{aligned}
$$

Next, if $x \geqq 30 \xi>C_{3}$,

$$
\begin{aligned}
Q(x) & =\int_{\xi}^{x} Q^{\prime}(u) d u+Q(\xi)>Q^{\prime}(\xi)(x-\xi) \\
& =\xi Q^{\prime}(\xi)(29 / 30)(x / \xi) \geqq 3 \xi Q^{\prime}(\xi) \log (x / \xi)
\end{aligned}
$$

as $\log u \leqq u / 6$ if $u \geqq 30$. Thus (3.8) holds. Then Theorem 3.4 in [13] shows that (3.6) holds with $\geqq$ replaced by $\leqq$, and then (3.4) follows.

Suppose now that (1.23) holds. By Lemma 3.1(ii), we can choose a fixed positive integer $k$ such that $C^{*} q_{n k} \geqq 22 q_{n}$, for $n$ large enough. Then (3.6) shows that for $|x| \leqq 22 q_{n}$,

$$
\lambda_{n, p}(W, j, x) \geqq \lambda_{k n, p}(W, j, x) \geqq C_{1}\left(q_{k n} /(k n)\right)^{j+1 / p} W(x) \geqq C_{2}\left(q_{n} / n\right)^{j+1 / p} W(x) .
$$

Using the definition (1.26) of $\lambda_{n, p}(W, j, x)$, we see that this last inequality may be rewritten in the following equivalent form: For all polynomials $P$ of degree at most $n$,

$$
\left\|P^{(j)} W\right\|_{L_{\infty}\left(-22 q_{n} 22 q_{n}\right)} \leqq C_{1}\left(n / q_{n}\right)^{j+1 / p}\|P W\|_{L_{p}(\mathbb{R})} .
$$

Then Lemma 3.2 yields

$$
\left\|P^{(j)} W\right\|_{L_{\infty}(\mathbb{R})} \leqq C_{2}\left(n / q_{n}\right)^{j+1 / p}\|P W\|_{L_{p}(\mathbb{R})}
$$

and (3.5) follows.

The following lemma is an analogue of Theorem 4:
Lemma 3.4. Let $W \in \mathscr{F}, 0<p<\infty$ and let lbe a positive integer. Further, let $\psi(t)$ be convex, nonnegative and nondecreasing in $[0, \infty)$. There exist $C_{1}, C_{2}, B$ and $C^{*}$ such that

$$
\begin{equation*}
\psi\left(|P W|^{p}(x)\right) \leqq C_{1}\left(q_{n} n\right)^{-1} \int_{-B q_{n}}^{B q_{n}} \psi\left(C_{2}|P W|^{p}(u)\right) K_{n}^{2}\left(v, x /\left(B q_{n}\right), u /\left(B q_{n}\right)\right) d u \tag{3.9}
\end{equation*}
$$

for all $|x| \leqq C^{*} q_{n}$ and all polynomials $P$ of degree at most ln. If (1.23) holds, we may take $C^{*}$ arbitrarily large, but $C, C_{1}$ and $C_{2}$ will depend on $C^{*}$.

Proof. Let $k$ be the smallest positive integer such that $k p \geqq 4$. Let

$$
B=44(l+k) .
$$

It follows easily from $q_{2 n} \leqq 2 q_{n}$ (Lemma 3.1(i)) that for any positive integer $j$, we have

$$
q_{j n} \leqq 2 j q_{n}, \quad n \text { large enough. }
$$

Hence

$$
\begin{equation*}
22 q_{(l+k) n} \leqq B q_{n}, \quad n \text { large enough. } \tag{3.10}
\end{equation*}
$$

Let $P$ have degree at most $\ln$. For each fixed $x, P(t) K_{n}^{k}\left(v, x /\left(B q_{n}\right), t /\left(A q_{n}\right)\right)$ has degree less than $(l+k) n$ in $t$, and Lemma 3.3 shows that there exists $C^{*}$ such that for $|t| \leqq C^{*} q_{n}$,

$$
\begin{aligned}
& |P W|^{p}(t)\left|K_{n}^{k}\left(v, x /\left(B q_{n}\right), t /\left(B q_{n}\right)\right)\right|^{p} \\
& \quad \leqq C_{2}\left(n / q_{n}\right) \int_{-\infty}^{\infty}|P W|^{p}(u)\left|K_{n}\left(v, x /\left(B q_{n}\right), u /\left(B q_{n}\right)\right)\right|^{k p} d u \\
& \quad \leqq C_{3}\left(n / q_{n}\right) \int_{-B q_{n}}^{B q_{n}}|P W|^{p}(u)\left|K_{n}\left(v, x /\left(B q_{n}\right), u /\left(B q_{n}\right)\right)\right|^{k p} d u,
\end{aligned}
$$

by Lemma 3.2 and (3.10). As the constants are independent of $x$, we can set $t=x$, and use (2.4) and (2.5) (as in the proof of Theorem 4-see (2.3) to (2.6)) to deduce that

$$
\begin{equation*}
|P W|^{p}(x) \leqq C_{4}\left(n^{3} q_{n}\right)^{-1} \int_{-B q_{n}}^{B q_{n}}|P W|^{p}(u) K_{n}^{4}\left(v, x /\left(B q_{n}\right), u /\left(B q_{n}\right)\right) d u \tag{3.11}
\end{equation*}
$$

for $|x| \leqq C^{*} q_{n}$. To obtain (3.9) from (3.11), we must apply Jensen's inequality. First note that

$$
\begin{equation*}
\int_{-B q_{n}}^{B q_{n}} K_{n}^{4}\left(v, x /\left(B q_{n}\right), u /\left(B q_{n}\right)\right) d u=B q_{n} \int_{-1}^{1} K_{n}^{4}\left(v, x /\left(B q_{n}\right), t\right) d t \sim n^{3} q_{n} \tag{3.12}
\end{equation*}
$$

for $|x| \leqq B q_{n} / 2$, by Theorem 2.2 with $w(u) \equiv 1$. We may then use Jensen's inequality and (3.11) and (3.12), in the same way as in the proof of Theorem 4, to deduce (3.9). If (1.23) holds, Lemma 3.3 ensures that lower bounds for $\lambda_{n, p}(W, j, x)$ hold for all $x \in \mathbb{R}$, as obvious modifications of the above argument yield the stronger stated result.

Proof of Theorem 8. In view of (3.9), it suffices to show that

$$
\begin{equation*}
\left(q_{n} n\right)^{-1} \sum_{j=1}^{m} K_{n}^{2}\left(v, y_{j} /\left(B q_{n}\right), u /\left(B q_{n}\right)\right) \leqq C_{3}\left\{n / q_{n}+\delta^{-1}\right\} \tag{3.13}
\end{equation*}
$$

for all $|u| \leqq B q_{n}$, with $C_{3}$ independent of $m,\left\{y_{j}\right\}, n, \delta$ and $u$, provided

$$
-C^{*} q_{n} \leqq y_{m}<y_{m-1}<\cdots<y_{1} \leqq C^{*} q_{n}
$$

with $C^{*}$ small enough and with $\delta$ as in (1.28). We can assume that $C^{*} \leqq B / 2$, so that $\left|y_{j} /\left(B q_{n}\right)\right| \leqq 1 / 2, j=1,2, \cdots, m$. Then as $d / d x(\arccos (x)) \sim-1$ for $|x| \leqq 1 / 2$, we see that

$$
\arccos \left(y_{j} /\left(B q_{n}\right)\right)-\arccos \left(y_{j-1} /\left(B q_{n}\right)\right) \geqq C_{4}\left(y_{j-1}-y_{j}\right) / q_{n} \geqq C_{4} \delta / q_{n},
$$

by (1.21). Then Lemma 2.3 with $Y=B q_{n}$ shows that (3.13) is true.
Before proving Corollary 9 , we need a result on the spacing of the zeros or orthogonal polynomials. Let $p_{n}\left(W^{2} ; x\right), n=0,1,2, \cdots$, denote the orthonormal polynomials for the weight $W^{2}$.

Lemma 3.5. Let $W \in \mathscr{F}$. There exists $C^{*}$ such that

$$
x_{n, j-1}-x_{n, j} \sim q_{n} / n, \quad\left|x_{n j}\right| \leqq C^{*} q_{n}
$$

Proof. The proof of the upper bounds on $x_{n, j-1}-x_{n, j}$ in Freud [7, pp. 293-294] requires only suitable upper bounds for $\lambda_{n}\left(W^{2}, x\right)$ and convexity of $Q$. The proof of the lower bounds for $x_{n, j-1}-x_{n, j}$ in Freud [8, p 36] uses only suitable upper and lower bounds for $K_{n}\left(W^{2}, x, x\right)$ and suitable upper bounds for

$$
\sum_{j=0}^{n-1}\left(p_{j}^{\prime}\left(W^{2}, x\right)\right)^{2}=1 /\left\{\lambda_{n, 2}(W, 1, x)\right\}^{2},
$$

as well as the monotonicity of $Q^{\prime}$. As Lemma 3.3 yields the desired upper and lower bounds for $\lambda_{n, p}(W, j, x)$ and $\lambda_{n}\left(W^{2}, x\right)$, the result follows.

Proof of Corollary 9. If $C^{*}$ is small enough, Lemma 3.3 shows that

$$
\begin{aligned}
\sum_{\left|x_{n j}\right| \leqq C^{*} q_{n}} \lambda_{n j}\left|P\left(x_{n j}\right)\right|^{p} W^{-r}\left(x_{n j}\right) & \leqq C_{1}\left(q_{n} / n\right) \sum_{\left|x_{n j}\right| \leqq C^{*} q_{n}}\left|P\left(x_{n j}\right)\right|^{p} W^{2-r}\left(x_{n j}\right) \\
& =C_{1}\left(q_{n} / n\right) \sum_{\left|x_{n j}\right| \leqq C^{*} q_{n}}\left|P W^{*}\left(x_{n j}\right)\right|^{p}
\end{aligned}
$$

where $W^{*}(x)=\exp \left(-Q^{*}(x)\right)$ and $Q^{*}(x)=((2-r) / p) Q(x)$. If $q_{n}^{*}$ denotes the root of the equation $q_{n}^{*} Q^{* \prime}\left(q_{n}\right)=n$ for large enough, Lemma 3.1(i) shows $q_{n} \sim q_{n}^{*}$. If $\delta_{n}=$ $\max \left\{x_{n, j-1}-x_{n, j}:\left|x_{n j}\right| \leqq C^{*} q_{n}\right\}$, Theorem 8 shows that

$$
\sum_{\left|x_{n j}\right| \leqq C^{*} q_{n}} \lambda_{n j}\left|P\left(x_{n j}\right)\right|^{p} W^{-r}\left(x_{n j}\right) \leqq C_{2}\left\{1+\left(\delta_{n} n / q_{n}\right)^{-1}\right\} \int_{-\infty}^{\infty}\left|P W^{*}(u)\right|^{p} d u
$$

and then Lemma 3.5 yields the result.
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# JACOBI POLYNOMIALS ASSOCIATED WITH SELBERG INTEGRALS* 

K. AOMOTO $\dagger$


#### Abstract

An extension of Selberg's beta integral is evaluated and used to obtain a new integral representation for Jacobi polynomials.


Key words. Jacobi polynomials, Selberg integrals

In his work with Y. Kanie on the Fock space representation of the Virasoro algebra, Prof. A. Tsuchiya mentioned the importance of computing the following integral $J_{\chi}=J_{\chi}^{(N)}\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}\right)$ :

$$
\begin{align*}
& J_{\chi}=\int_{G} \chi\left(x_{3}, \cdots, x_{N}\right) \prod_{j=3}^{N} x_{j}^{\lambda^{\prime}}\left(1-x_{j}\right)^{\lambda^{\prime \prime}}  \tag{1}\\
& \prod_{3 \leqq i<j \leqq N}\left|x_{i}-x_{j}\right|^{\wedge} d x_{3} \wedge \cdots \wedge d x_{N} .
\end{align*}
$$

The integral is taken over the ( $N-2$ )-dimensional domain $G: 0 \leqq x_{j} \leqq 1,3 \leqq j \leqq N$, where we put $x_{1}=0$ and $x_{2}=1$, and $\chi\left(x_{3}, \cdots, x_{N}\right)$ is an arbitrary symmetric polynomial. For convergence take $\lambda^{\prime}>-1, \lambda^{\prime \prime}>-1$ and for simplicity $\lambda>0$ (see (Ts)). The one dimensionality of the twisted de Rham cohomology associated with $J_{\chi}$ implies that $J_{\chi} / J_{1}$ is equal to a product of certain rational functions of $\lambda, \lambda^{\prime}$, and $\lambda^{\prime \prime}$ (see [Al, p. 177]). However, it seems to be rather difficult to get explicit formulae. $J_{1}$ is known, since it is A. Selberg's celebrated formula. See [Se], [Ma], [Mo]. Conjectured $q$ extensions of $J_{1}$ are stated in [As], [Ma], [Mo], [Ra].

In this note we want to show that if $\chi=\prod_{j=3}^{N}\left(x_{j}-t\right)$, then $J_{\chi} / J_{1}$ is equal to

$$
\begin{equation*}
P_{N-2}^{(\alpha, \beta)}(1-2 t) \frac{(N-2)!}{\prod_{j=3}^{N}(\alpha+\beta+N+j-4)} \tag{2}
\end{equation*}
$$

for $\alpha=-1+2\left(\lambda^{\prime}+1\right) / \lambda, \beta=-1+2\left(\lambda^{\prime \prime}+1\right) / \lambda$, where $P_{n}^{(\alpha, \beta)}(x)$ denotes the Jacobi polynomial of degree $n$. In the case $\lambda=2$, this formula reduces to a standard one for orthogonal polynomials; see [Sz, (2.2.10) and § 4.2].
 2)-form $d x_{3} \wedge \cdots \wedge d x_{N}$ and abbreviate by $(i, j)$ the difference $x_{i}-x_{j}$. Recall that $x_{1}=0$ and $x_{2}=1$. We start by proving the following.

Lemma 1.

$$
\begin{align*}
\int_{G} \Phi & \frac{(3,1)(4,1) \cdots(j, 1)}{(k, 3)} d \tau  \tag{3}\\
& =0 \quad \text { for } 4 \leqq k \leqq j  \tag{3a}\\
& =-\frac{1}{2} \int_{G} \Phi(4,1) \cdots(j, 1) d \tau \quad \text { for } j+1 \leqq k \leqq N . \tag{3b}
\end{align*}
$$

Proof. The domain of integration, is invariant under an arbitrary permutation of the arguments $(3,4, \cdots, N)$. When $4 \leqq k \leqq j$, the integrand changes sign when 3 and $k$ are transposed. This shows that (3a) holds.

[^51]On the other hand, when $j+1 \leqq k \leqq N$ the same transposition transforms as follows
(4)

$$
\frac{(3,1)}{(k, 3)} \rightarrow \frac{(k, 1)}{(3, k)}=-1-\frac{(3,1)}{(k, 3)},
$$

so the left-hand side of (3) is equal to

$$
\begin{equation*}
-\int_{G} \Phi(4,1) \cdots(j, 1) d \tau-\int_{G} \Phi \frac{(3,1)(4,1) \cdots(j, 1)}{(k, 3)} d \tau \tag{5}
\end{equation*}
$$

and this completes the proof of (3b).
Lemma 2.
(6)

$$
\int_{G} \Phi \frac{(3,1)^{2}(4,1) \cdots(j, 1)}{(k, 3)} d \tau
$$

$$
\begin{align*}
& =-\frac{1}{2} \int_{G} \Phi(3,1) \cdots(j, 1) d \tau \quad \text { for } 4 \leqq k \leqq j  \tag{6a}\\
& =-\int_{G} \Phi(3,1) \cdots(j, 1) d \tau \quad \text { for } j+1 \leqq k \leqq N . \tag{6b}
\end{align*}
$$

Proof. Transposition of 3 and $k$ transforms

$$
\begin{equation*}
\frac{(3,1)^{2}(k, 1)}{(k, 3)} \rightarrow \frac{(k, 1)^{2}(3,1)}{(3, k)}=-(3,1)(k, 1)-\frac{(3,1)^{2}(k, 1)}{(k, 3)} \quad \text { for } 4 \leqq k \leqq j, \tag{7}
\end{equation*}
$$

while

$$
\begin{equation*}
\frac{(3,1)^{2}}{(k, 3)}=-(3,1)+\frac{(3,1)(k, 1)}{(k, 3)} \quad \text { for } j+1 \leqq k \leqq N . \tag{8}
\end{equation*}
$$

The last term changes sign under the transposition of 3 and $k$, so this integral vanishes. These equalities imply Lemma 2.

Lemma 3. For $3 \leqq j \leqq N$

$$
\begin{align*}
-(2,1) \lambda^{\prime \prime} \int_{G} \Phi \frac{(4,1) \cdots(j, 1)}{(3,2)} d \tau= & \left(\lambda^{\prime}+\lambda^{\prime \prime}+1+\frac{1}{2}(N-j) \lambda\right) \\
& \times \int_{G} \Phi(4,1) \cdots(j, 1) d \tau \tag{9}
\end{align*}
$$

Proof. By Stokes' formula

$$
\begin{aligned}
O= & \int_{G} d\left\{\Phi(3,1) \cdots(j, 1) d x_{4} \wedge \cdots \wedge d x_{N}\right\} \\
= & \left(\lambda^{\prime}+1\right) \int_{G} \Phi(4,1) \cdots(j, 1) d \tau \\
& +\lambda^{\prime \prime} \int_{G} \Phi \frac{(3,1) \cdots(j, 1)}{(3,2)} d \tau \\
& -\lambda \sum_{k=4}^{N} \int_{G} \Phi \frac{(3,1) \cdots(j, 1)}{(k, 3)} d \tau .
\end{aligned}
$$

In view of Lemma 1, this is equal to

$$
\begin{align*}
& \lambda^{\prime \prime} \int_{G} \Phi \frac{(2,1)(4,1) \cdots(j, 1)}{(3,2)} d \tau \\
& \quad+\left(\lambda^{\prime}+\lambda^{\prime \prime}+1+\frac{1}{2}(N-j) \lambda\right) \int_{G} \Phi(4,1) \cdots(j, 1) d \tau \tag{11}
\end{align*}
$$

which implies Lemma 3.
Lemma 4 (Recurrence formula). For $3 \leqq j \leqq N$,

$$
\begin{gather*}
\left(\lambda^{\prime}+\lambda^{\prime \prime}+2+\frac{1}{2}(j-3) \lambda+(N-j) \lambda\right) \int_{G} \Phi(3,1) \cdots(j, 1) d \tau  \tag{12}\\
=(2,1)\left(\lambda^{\prime}+1+\frac{1}{2}(N-j) \lambda\right) \int_{G} \Phi(4,1) \cdots(j, 1) d \tau
\end{gather*}
$$

Proof. By Stokes' formula again,

$$
\begin{aligned}
O= & \int_{G} d\left\{\Phi(3,1)^{2}(4,1) \cdots(j, 1) d x_{4} \wedge \cdots \wedge d x_{N}\right\} \\
= & \left(\lambda^{\prime}+2\right) \int_{G} \Phi(3,1) \cdots(j, 1) d \tau \\
& +\lambda^{\prime \prime} \int_{G} \Phi \frac{(3,1)^{2}(4,1) \cdots(j, 1)}{(3,2)} d \tau \\
& -\lambda \sum_{k=4}^{N} \int_{G} \Phi \frac{(3,1)^{2}(4,1) \cdots(j, 1)}{(k, 3)} d \tau .
\end{aligned}
$$

In view of Lemmas 2 and 3, and seeing that

$$
\begin{equation*}
\frac{(3,1)^{2}}{(3,2)}=(3,1)+(2,1)+\frac{(2,1)^{2}}{(3,2)} \tag{14}
\end{equation*}
$$

we get

$$
\begin{align*}
O= & {\left[\lambda^{\prime}+\lambda^{\prime \prime}+2+\frac{1}{2}(j-3) \lambda+(N-j) \lambda\right] \int_{G} \Phi(3,1) \cdots(j, 1) d \tau } \\
& +\lambda^{\prime \prime}(2,1) \int_{G} \Phi(4,1) \cdots(j, 1) d \tau \\
& +\lambda^{\prime \prime}(2,1)^{2} \int_{G} \Phi \frac{(4,1) \cdots(j, 1)}{(3,2)} d \tau  \tag{15}\\
= & {\left[\lambda^{\prime}+\lambda^{\prime \prime}+2+\frac{1}{2}(j-3) \lambda+(N-j) \lambda\right] \int \Phi(3,1) \cdots(j, 1) d \tau } \\
& -(2,1)\left(\lambda^{\prime}+1+\frac{1}{2}(N-j) \lambda\right) \int_{G} \Phi(4,1) \cdots(j, 1) d \tau
\end{align*}
$$

which implies Lemma 4.

Successive applications of Lemma 4 lead to the following theorem.
Theorem 1.

$$
\begin{equation*}
\int_{G} \Phi(3,1) \cdots(j, 1) d \tau=\int_{G} \Phi d \tau \prod_{i=3}^{j} \frac{\left(\lambda^{\prime}+1+\frac{1}{2}(N-i) \lambda\right)}{\left(\lambda^{\prime}+\lambda^{\prime \prime}+2+\lambda\left(N-\frac{i}{2}-\frac{3}{2}\right)\right)} \tag{16}
\end{equation*}
$$

This identity and the symmetry of $\Phi$ give the following.
Theorem 2.

$$
\begin{align*}
\int_{G} \Phi \prod_{j=3}^{N}\left(x_{j}-t\right) d \tau & =\sum_{r=2}^{N}(-t)^{N-r}\binom{N-2}{r-2} \prod_{j=3}^{r} \frac{\left[\lambda^{\prime}+1+\frac{1}{2}(N-j) \lambda\right]}{\left[\lambda^{\prime}+\lambda^{\prime \prime}+2+\lambda\left(N-\frac{j}{2}-\frac{3}{2}\right)\right]}  \tag{17}\\
& =\frac{(N-2)!}{\prod_{j=3}^{N}(\alpha+\beta+N-4+j)} P_{\substack{(\alpha, \beta) \\
N-2}}^{(1-2 t)}
\end{align*}
$$

for $\alpha=\left(2\left(\lambda^{\prime}+1\right) / \lambda\right)-1$ and $\beta=\left(2\left(\lambda^{\prime \prime}+1\right) / \lambda\right)-1$, where $P_{n}^{(\alpha, \beta)}(x)$ denotes the Jacobi polynomial of degree $n$ defined by

$$
\begin{gather*}
P_{n}^{(\alpha, \beta)}(x)=\frac{1}{n!} \sum_{\nu=0}^{n}\binom{n}{\nu}(n+\alpha+\beta+1) \cdots(n+\alpha+\beta+\nu), \\
(\alpha+\nu+1) \cdots(\alpha+n)\left(\frac{x-1}{2}\right)^{\nu} . \tag{18}
\end{gather*}
$$

It has been remarked by Prof. R. Askey that if we take $\chi=\prod_{i=3}^{r}\left(x_{i}-t\right)$, then the quotient $J_{\chi} / J_{1}$ is also equal to a constant multiple of $P_{r-2}^{(N-r+\alpha, N-r+\beta)}(1-2 t)$. This easily follows from (16).

He also pointed out the following: If $\lambda, \lambda^{\prime}, \lambda^{\prime \prime}$ are all nonnegative integers, then (16) implies the following recurrence relation:

$$
J_{1}^{(N)}\left(\lambda, \lambda^{\prime}, \lambda^{\prime \prime}\right)=\frac{\prod_{k=1}^{\lambda^{\prime}} \prod_{j=3}^{N}\left\{k+\frac{1}{2}(N-j) \lambda\right\} \prod_{k=1}^{\lambda^{\prime \prime}} \prod_{j=3}^{N}\left\{k+\frac{1}{2}(N-j) \lambda\right\}}{\prod_{k=1}^{\lambda^{\prime}+\lambda^{\prime \prime}} \prod_{j=3}^{N}\left\{k+1+\lambda\left(N-\frac{j}{2}-\frac{3}{2}\right)\right\}} J_{1}^{(N)}(\lambda, 0,0)
$$

This equality is nothing else than the key formula (5) in [Se]. By the change of variables $x_{j}=x_{3} t_{j}$ for $j \geqq 4$, we have

$$
J_{1}^{(N)}(\lambda, 0,0)=\frac{1}{(N-2)\left(1+\frac{N-3}{2} \lambda\right)} J_{1}^{(N-1)}(\lambda, 0, \lambda) .
$$

The proof of Selberg's formula can then be completed along the same line as in [Se] using Carlson's theorem.

Note added in proof. K. W. J. Kadell has recently proved a conjecture of Askey for a $q$-analogue of Selberg's integral.
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# DIRICHLET AVERAGES OF $\boldsymbol{x}^{\boldsymbol{t}} \log \boldsymbol{x}^{*}$ 

B. C. CARLSON $\dagger$


#### Abstract

A neglected class of special functions may be described as Dirichlet averages of $x^{t} \log x$ or equivalently as derivatives of hypergeometric $R$-functions with respect to the degree of homogeneity. Special cases include the derivative of a Legendre function with respect to the degree and the derivative of Gauss's hypergeometric function with respect to a numerator parameter. There are connections with the logarithmic derivative of the gamma function, with Euler's dilogarithm, and with ${ }_{3} F_{2}$; some special cases of ${ }_{3} F_{2}$ are thereby evaluated. Applications include a two-point boundary-value problem, mean values, series expansions of elliptic integrals, integral tables, and several physics problems. The discussion of various properties emphasizes series expansions, quadratic transformations, inequalities, and evaluation of special cases, including certain cases of the derivative of a Legendre function with respect to the degree.
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1. Introduction. A class of special functions that seems not to have been discussed systematically arises in the asymptotic expansion of elliptic integrals and in various other problems. The prototype of this class is the derivative of a Legendre function $P_{\nu}$ with respect to the degree $\nu$. The general case is the derivative of the multivariate hypergeometric function $R_{t}$ with respect to the degree $t$ of homogeneity. It can equivalently be thought of as a Dirichlet average of $\partial x^{t} / \partial t=x^{t} \log x$. After defining this average, denoted by $L_{t}$, we shall list some places where it occurs.

We recall first the definition of the $R$-function [3, (5.9-1)]. Let $b$ and $z$ be $k$-tuples with components in the open right-half complex plane, $\mathbb{C}_{>}$. The Dirichlet average of $x^{t}, t \in \mathbb{C}$, is defined for $k \geqq 2$ by

$$
\begin{equation*}
R_{t}(b, z)=\int(u \cdot z)^{t} d \mu_{b}(u) \tag{1.1}
\end{equation*}
$$

where $u \cdot z=\sum_{i=1}^{k} u_{i} z_{i}$ is a convex combination of the variables $z_{1}, \cdots, z_{k}$ and $\mu_{b}$ is a Dirichlet measure (i.e. a multivariate beta distribution with possibly complex parameters $b_{1}, \cdots, b_{k}$ ). The integration extends over all nonnegative weights $u_{1}, \cdots, u_{k}$ whose sum is unity. If $k=1$ we define $R_{t}(b, z)=z^{t}$. The analytic continuation [3, Sec. 6.8] of $R_{t}(b, z) / \Gamma(c), c=\sum_{i=1}^{k} b_{i}$, is entire in $t$ and $b$ and holomorphic in $z$ on $\mathbb{C}_{0}^{k}$, where $\mathbb{C}_{0}$ is the complex plane slit along the nonpositive real axis.

The subject of this paper is the function $L_{t}$ defined by

$$
\begin{equation*}
L_{t}(b, z)=\frac{\partial}{\partial t} R_{t}(b, z) . \tag{1.2}
\end{equation*}
$$

If $b, z \in \mathbb{C}_{>}^{k}, k \geqq 2$, we see from (1.1) that

$$
\begin{equation*}
L_{t}(b, z)=\int(u \cdot z)^{t} \log (u \cdot z) d \mu_{b}(u) . \tag{1.3}
\end{equation*}
$$

[^52]That is, $L_{t}$ is a Dirichlet average of $x^{t} \log x$. The case $t=0$ is discussed briefly in [3, Ex. 5.9-12 and p. 305]. If $k=1$ we define $L_{t}(b, z)=z^{t} \log z$. We shall often display the components of $b$ and $z$ by writing $L_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k}\right)$. If $k=2, b=\left(\beta, \beta^{\prime}\right)$ and $z=(x, y),(1.3)$ becomes

$$
\begin{gather*}
L_{t}\left(\beta, \beta^{\prime} ; x, y\right)=\frac{\Gamma\left(\beta+\beta^{\prime}\right)}{\Gamma(\beta) \Gamma\left(\beta^{\prime}\right)} \int_{0}^{1}[u x+(1-u) y]^{t} \log [u x+(1-u) y] \\
\cdot u^{\beta-1}(1-u)^{\beta^{\prime}-1} d u \tag{1.4}
\end{gather*}
$$

where $\beta, \beta^{\prime}, x, y$ have positive real parts and $t$ is unrestricted. The case in which $x$ or $y$ is 0 will be discussed in $\S 4$.

We list some examples to show that $L_{t}$ is worth studying.
Example 1. The difference between two values of the logarithmic derivative of the gamma function is

$$
\begin{equation*}
\psi(\beta)-\psi(\gamma)=L_{0}(\beta, \gamma-\beta ; 1,0), \quad \operatorname{Re} \beta>0, \quad \gamma \neq 0,-1,-2, \cdots \tag{1.5}
\end{equation*}
$$

Example 2. The derivative of Gauss' hypergeometric function with respect to a numerator parameter is

$$
\begin{equation*}
\frac{\partial}{\partial \alpha}{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)=-L_{-\alpha}(\beta, \gamma-\beta ; 1-z, 1) . \tag{1.6}
\end{equation*}
$$

If $\alpha$ is a negative integer, the ${ }_{2} F_{1}$-function is a polynomial; if $\alpha$ is close to a negative integer, the function can be approximated to first order with the help of the derivative. Equation (1.6) can easily be generalized from ${ }_{2} F_{1}$ to Appell's $F_{1}$ or Lauricella's $F_{D}$ by expressing these functions in terms of $R_{t}$ (e.g. see [3, Ex. 6.3-5]).

Example 3. The derivative of an associated Legendre function with respect to its degree is

$$
\begin{equation*}
\frac{\partial}{\partial \nu} P_{\nu}^{-\mu}(\cos \theta)=\frac{\sin ^{\mu} \theta}{2^{\mu} \Gamma(1+\mu)} L_{\nu-\mu}\left(\mu+1 / 2, \mu+1 / 2 ; e^{i \theta}, e^{-i \theta}\right) . \tag{1.7}
\end{equation*}
$$

This derivative is useful in antenna theory [13, pp. 114-115]. Special cases are evaluated in closed form in (6.14) and (6.19).

Example 4. For any real $t$ and positive $x, a, b$, the solution of the two-point boundary-value problem $y^{\prime \prime}=x^{t} \log x, y(a)=y(b)=0$, is

$$
\begin{equation*}
y(x)=\frac{1}{2}(x-a)(x-b) L_{t}(1,1,1 ; x, a, b) \tag{1.8}
\end{equation*}
$$

Closed formulas are given in (8.10), (8.12), and (8.14).
Example 5. Let $x_{1}, \cdots, x_{k}$ be positive numbers and $w_{1}, \cdots, w_{k}$ positive weights with $\sum w_{i}=1$. Then $\exp L_{0}\left(c w_{1}, \cdots, c w_{k} ; x_{1}, \cdots, x_{k}\right), c>0$, is a homogeneous mean value of the $x_{i}$ that increases strictly with $c$ unless the $x_{i}$ are all equal. It tends to the weighted geometric mean $\Pi x_{i}^{w_{i}}$ as $c \rightarrow 0+$ and the weighted arithmetic mean $\sum w_{i} x_{i}$ as $c \rightarrow+\infty$.

Example 6. Series expansions of elliptic integrals and some other $R$-functions [6], [5] near their singularities involve $L_{t}$. For example [6, (1.20)],

$$
\begin{align*}
& (z w)^{1 / 2} \int_{0}^{\infty}[(t+x)(t+y)(t+z)(t+w)]^{-1 / 2} d t \\
& \quad=\sum_{n=0}^{\infty}\left[-L_{n}(1 / 2,1 / 2 ; x, y) R_{n}\left(1 / 2,1 / 2 ; z^{-1}, w^{-1}\right)\right.  \tag{1.9}\\
& \left.\quad \quad \quad-R_{n}(1 / 2,1 / 2 ; x, y) L_{n}\left(1 / 2,1 / 2 ; z^{-1}, w^{-1}\right)\right]
\end{align*}
$$

where $x$ and $y$ are nonnegative, $z$ and $w$ are positive, and $0<\max \{x, y\} / \min \{z, w\}<1$. Convergence is fast near the logarithmic singularity at $x=y=0$. A closed formula for $L_{n}(1 / 2,1 / 2 ; x, y)$, which was not known when [6] was written, is given in (6.13).

Example 7. Integrals with a logarithm in the integrand are met in various applied problems and can sometimes be put in the form (1.4). Two such integrals occurring in diffusion problems associated with crystal growth [14, (17), (36)] [11, (A4)] are constant multiples of $L_{0}\left(1 / 2,1 / 2+1 / n ; z^{2}-1, z^{2}\right)$ and $L_{0}(1+a, 1-a ; z-1, z+1)$, where $n$ is a positive integer and $a$ is an angle in units of $\pi$. In connection with the first example, Seeger [14, p. 6] remarks that he "did not succeed in expressing [the concentration] in terms of well-investigated functions." A more complicated integral (not found in tables) containing a logarithm and a Bessel function is

$$
\begin{align*}
\int_{0}^{\infty} e^{-p t} & \log (t) t^{\nu} J_{\nu}(x t) d t=\pi^{-1 / 2} \Gamma(\nu+1 / 2)(2 x)^{\nu}\left(p^{2}+x^{2}\right)^{-\nu-1 / 2} \\
\cdot & {\left[\psi(2 \nu+1)-\log \left(p^{2}+x^{2}\right)+\frac{1}{2} L_{0}\left(\nu+1 / 2,1 / 2 ; p^{2}, p^{2}+x^{2}\right)\right], } \tag{1.10}
\end{align*}
$$

where $p, x$, and $\nu+1 / 2$ are positive. An example with an integrand not containing a logarithm is

$$
\begin{equation*}
\int_{0}^{1} u^{-1}(1-u)^{a-1}\left[{ }_{2} F_{1}(a, b ; c ; u x)-1\right] d u=-L_{0}(b, c-b ; 1-x, 1), \tag{1.11}
\end{equation*}
$$

where $\operatorname{Re} a>0,|\arg (1-x)|<\pi$, and $c \neq 0,-1,-2, \cdots$. The case $a=b=\frac{1}{2}, c=1$ occurs in the theory of neutron stars [8, Appendix B].

Equation (1.5) is a special case of (4.4). Equations (1.6) and (1.7) follow, respectively, from differentiating [3, (5.9-12) and (6.8-19)]. It can be verified that (1.8) satisfies the differential equation by using [3, (5.6-5), (5.6-10), (6.3-3)] to prove a more general result for $y^{\prime \prime}=f(x)$. Example 5 comes from Theorem 7.2 or from [1, (2.6) and Thm. 1] and [7, Thm. 4]. Equation (1.9) is taken from [6, (1.18), (3.17)]. Equation (1.10) is proved by differentiating [3, Ex. 5.10-3] with respect to $\lambda$ and using [3, (5.9-23)] and Equations (2.11), (6.4), and (2.3) of this paper. Equation (1.11) is derived by integrating the ${ }_{2} F_{1}$-series term by term and comparing with (5.13).

This paper does not discuss higher derivatives of $R_{t}$ with respect to $t$ nor double Dirichlet averages of $x^{t} \log x$, although the latter occur in some problems such as the two-dimensional Ising model.
2. General properties. Several important properties of $L_{t}$ follow immediately from the theory of Dirichlet averages or from properties of $R_{t}$ :
$L_{t}(b, z) / \Gamma(c), c=\sum_{i=1}^{k} b_{i}$, is entire in $t$ and $b$ and holomorphic in $z$ on $\mathbb{C}_{0}^{k}$. See (1.2).
(2.2) $L_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k}\right)$ is symmetric in the indices $1, \cdots, k[3$, Thm. 5.2-3].
(2.3) A vanishing parameter $b_{i}$ can be omitted along with the corresponding variable $z_{i}$ [3, (6.3-3)].
(2.4) Equal variables can be replaced by a single variable if the corresponding parameters are replaced by their sum [3, (5.2.-3)].

In particular, if all variables are equal, then

$$
L_{t}\left(b_{1}, \cdots, b_{k} ; x, \cdots, x\right)=L_{t}(c, x)=x^{t} \log x .
$$

From (1.3) we obtain

$$
\begin{align*}
L_{t}(b, \lambda z) & =\lambda^{t} L_{t}(b, z)+\lambda^{t} R_{t}(b, z) \log \lambda \\
& =\lambda^{t} L_{t}(b, z)+R_{t}(b, \lambda z) \log \lambda,  \tag{2.5}\\
L_{0}(b, \lambda z) & =L_{0}(b, z)+\log \lambda .
\end{align*}
$$

Differentiation of [3, (6.8-15)] gives

$$
\begin{equation*}
L_{t}(b, z)=-\left(\prod_{i=1}^{k} z_{i}^{-b_{i}}\right) L_{-c-t}\left(b, z^{-1}\right) \tag{2.6}
\end{equation*}
$$

where $c=\sum_{i=1}^{k} b_{i} \neq 0,-1,-2, \cdots ; z \in \mathbb{C}_{0}^{k}$; and $z^{-1}=\left(z_{1}^{-1}, \cdots, z_{k}^{-1}\right)$.
Since $L_{t}$ is a Dirichlet average, it satisfies a system of Euler-Poisson equations [3, (5.4-2)],

$$
\begin{equation*}
\left[\left(z_{i}-z_{j}\right) D_{i} D_{j}+b_{i} D_{j}-b_{j} D_{i}\right] L_{t}(b, z)=0, \quad i, j=1,2, \cdots, k \tag{2.7}
\end{equation*}
$$

where $D_{i}=\partial / \partial z_{i}$. Differentiating [3, (5.9-2)] with respect to $t$, we find also the inhomogeneous differential equation

$$
\begin{equation*}
\sum_{i=1}^{k} z_{i} D_{i} L_{t}=t L_{t}+R_{t} \tag{2.8}
\end{equation*}
$$

and the differential-difference equation

$$
\begin{equation*}
\sum_{i=1}^{k} D_{i} L_{t}=t L_{t-1}+R_{t-1} \tag{2.9}
\end{equation*}
$$

If we define $x+z=\left(x+z_{1}, \cdots, x+z_{k}\right)$, where $z$ is independent of $x$, then (2.9) implies

$$
\begin{equation*}
\frac{d}{d x} L_{t}(b, x+z)=t L_{t-1}(b, x+z)+R_{t-1}(b, x+z) \tag{2.10}
\end{equation*}
$$

Some useful relations are peculiar to the case of two variables:
(2.11) $L_{t}\left(\beta, \beta^{\prime} ; x, y\right)=\log (x y) R_{t}\left(\beta, \beta^{\prime} ; x, y\right)-x^{t+\beta^{\prime}} y^{t+\beta} L_{-\beta-\beta^{\prime}-t}\left(\beta^{\prime}, \beta ; x, y\right)$,
where $x, y \in \mathbb{C}_{0}$ and $\beta+\beta^{\prime} \neq 0,-1,-2, \cdots$. This follows from (2.6) and (2.5) or alternatively from [3, (5.9-21)].

$$
\begin{align*}
\frac{\partial}{\partial t} R_{-a}(u+t, v-t ; x, y) & =x^{-a} L_{t-v}(u+v-a, a ; 1, y / x) \\
& =-y^{-a} L_{-u-t}(a, u+v-a ; x / y, 1), \tag{2.12}
\end{align*}
$$

where $x, y \in \mathbb{C}_{0}$ and $u+v \neq 0,-1,-2, \cdots$. On the left side use homogeneity to arrive at arguments 1 and $y / x$ and then apply [3, (5.9-20)]. The second member equals the third by (2.6) and (2.2). We shall use (2.12) to derive (6.4) and (6.5).

In addition to the representation of $L_{t}$ by the multiple integral (1.3), a representation by a single integral is obtained by differentiating the corresponding representation [3, (6.8-6), Ex. 6.8-8] of $R_{t}$ :

$$
\begin{align*}
B\left(a, a^{\prime}\right) & \left\{L_{-a}(b, z)+\left[\psi\left(a^{\prime}\right)-\psi(a)\right] R_{-a}(b, z)\right\} \\
& =\int_{0}^{\infty} t^{a^{\prime}-1} \log (t) \prod_{i=1}^{k}\left(t+z_{i}\right)^{-b_{i}} d t  \tag{2.13}\\
& =-\int_{0}^{\infty} t^{a-1} \log (t) \prod_{i=1}^{k}\left(1+t z_{i}\right)^{-b_{i}} d t
\end{align*}
$$

where $B$ is the beta function, $a+a^{\prime}=\sum_{i=1}^{k} b_{i}, a$ and $a^{\prime}$ have positive real parts, and $z \in \mathbb{C}_{0}^{k}$. For integrals with finite limits of integration, we find by differentiating [3, (8.1-2)] with respect to $a$ that

$$
\begin{aligned}
& \int_{x}^{y}(t-x)^{a-1}(y-t)^{a^{\prime}-1} \log \left(\frac{y-t}{t-x}\right) \prod_{i=1}^{k}\left(z_{i}+w_{i} t\right)^{-b_{i}} d t \\
&= B\left(a, a^{\prime}\right)(y-x)^{a+a^{\prime}-1} \prod_{i=1}^{k}\left(z_{i}+w_{i} x\right)^{-b_{i}} \\
& \cdot\left\{L_{-a}\left(b, \frac{z+w y}{z+w x}\right)+\left[\psi\left(a^{\prime}\right)-\psi(a)\right] R_{-a}\left(b, \frac{z+w y}{z+w x}\right)\right\} \\
&= B\left(a, a^{\prime}\right)(y-x)^{a+a^{\prime}-1} \prod_{i=1}^{k}\left(z_{i}+w_{i} y\right)^{-b_{i}} \\
& \cdot\left\{-L_{-a^{\prime}}\left(b, \frac{z+w x}{z+w y}\right)+\left[\psi\left(a^{\prime}\right)-\psi(a)\right] R_{-a^{\prime}}\left(b, \frac{z+w x}{z+w y}\right)\right\}
\end{aligned}
$$

where the conditions on the parameters are the same as for (2.13), $y>x,(z+w y) /(z+$ $w x)$ denotes the $k$-tuple with $i$ th component $\left(z_{i}+w_{i} y\right) /\left(z_{i}+w_{i} x\right)$, and $z_{i}+w_{i} t \in \mathbb{C}_{0}$ for every $t \in[x, y]$ and every $i=1, \cdots, k$. The equality $a+a^{\prime}=\sum_{i=1}^{k} b_{i}$ can always be satisfied by choice of $b_{k}$ if we put $z_{k}=1$ and $w_{k}=0$.

An integral containing the confluent hypergeometric function $S$ (the Dirichlet average of $e^{x}$ ) can be evaluated by differentiating [3, (5.10-11)] with respect to $a$ :

$$
\begin{equation*}
\int_{0}^{\infty} t^{a-1} \log (t) S(b,-t z) d t=\Gamma^{\prime}(a) R_{-a}(b, z)-\Gamma(a) L_{-a}(b, z), \tag{2.15}
\end{equation*}
$$

where $a$ and all components of $z$ have positive real parts and $\sum_{i=1}^{k} b_{i} \neq 0,-1,-2, \cdots$. The functions of Kummer, Bessel and Whittaker are expressed in terms of $S$ by [3, (5.8-7), (5.8-23), (5.12-20 to 27)].
3. Relations between associated functions. Two or more $L$-functions of $k$ variables are said to be associated if the parameters $t, b_{1}, \cdots, b_{k}$ of each function differ by integers from the corresponding parameters of the other functions.

Theorem 3.1. Between any $k+1$ associated L-functions of $k$ variables there exists a linear (possibly inhomogeneous) relation with coefficients that are polynomials in the variables and parameters. The inhomogeneous term, if any, is a linear combination of $R$-functions with polynomial coefficients.

Proof. There is a linear homogeneous relation between any $k+1$ associated $R$ functions [3, Thm. 8.4-3] in which the coefficients are polynomials in the parameters as well as the variables. By (1.2), differentiation with respect to $t$ produces a linear relation of the kind described between the corresponding $L$-functions.

Let $w_{i}=b_{i} / c, c=\sum_{i=1}^{k} b_{i}$, and let $e_{i}$ be a $k$-tuple with unity in the $i$ th place and zeros elsewhere. We list first some homogeneous relations:

$$
\begin{gather*}
L_{t}(b, z)=\sum_{i=1}^{k} w_{i} L_{t}\left(b+e_{i}, z\right),  \tag{3.1}\\
L_{t+1}(b, z)=\sum_{i=1}^{k} w_{i} z_{i} L_{t}\left(b+e_{i}, z\right),  \tag{3.2}\\
\left(z_{i}-z_{j}\right) L_{t}\left(b-e_{h}, z\right)+\left(z_{j}-z_{h}\right) L_{t}\left(b-e_{i}, z\right)+\left(z_{h}-z_{i}\right) L_{t}\left(b-e_{j}, z\right)=0 . \tag{3.3}
\end{gather*}
$$

The first and third are special cases of [3, (5.6-4), (5.6-11)], while the second comes from differentiating [3, (5.9-6)].

Differentiation of $[3,(5.9-8),(5.9-9),(5.9-10)]$ yields, for $i=1,2, \cdots, k$,

$$
\begin{gather*}
(c-1) L_{t}\left(b-e_{i}, z\right)=(c+t-1) L_{t}(b, z)-t z_{i} L_{t-1}(b, z)+R_{t}(b, z)-z_{i} R_{t-1}(b, z),  \tag{3.4}\\
D_{i} L_{t}(b, z)=w_{i} t L_{t-1}\left(b+e_{i}, z\right)+w_{i} R_{t-1}\left(b+e_{i}, z\right),  \tag{3.5}\\
\left(z_{i} D_{i}+b_{i}\right) L_{t}(b, z)=w_{i}(c+t) L_{t}\left(b+e_{i}, z\right)+w_{i} R_{t}\left(b+e_{i}, z\right) . \tag{3.6}
\end{gather*}
$$

From [3, Ex. 5.9-6] we see that

$$
\begin{align*}
& t\left(z_{i}-z_{j}\right) L_{t-1}(b, z)+(c-1)\left[L_{t}\left(b-e_{i}, z\right)-L_{t}\left(b-e_{j}, z\right)\right]+\left(z_{i}-z_{j}\right) R_{t-1}(b, z)=0,  \tag{3.7}\\
& \quad(c+t-1)\left(z_{i}-z_{j}\right) L_{t}(b, z)+(c-1)\left[z_{j} L_{t}\left(b-e_{i}, z\right)-z_{i} L_{t}\left(b-e_{j}, z\right)\right] \\
& \quad+\left(z_{i}-z_{j}\right) R_{t}(b, z)=0 . \tag{3.8}
\end{align*}
$$

In the case of two variables, differentiation of [3, (5.9-24), (5.9-25)] gives

$$
\begin{align*}
& w_{i}\left(z_{j}-z_{i}\right) L_{t}\left(b+e_{i}, z\right)=z_{j} L_{t}(b, z)-L_{t+1}(b, z), \quad j=3-i, \quad i=1,2,  \tag{3.9}\\
& \begin{aligned}
(c+t) L_{t+1} & (b, z)-\sum_{i=1}^{2}\left(b_{i}+t\right) z_{i} L_{t}(b, z)+t z_{1} z_{2} L_{t-1}(b, z) \\
& =-R_{t+1}(b, z)+\left(z_{1}+z_{2}\right) R_{t}(b, z)-z_{1} z_{2} R_{t-1}(b, z) \\
& =\frac{b_{1} b_{2}}{c(c+1)}\left(z_{1}-z_{2}\right)^{2} R_{t-1}\left(b+e_{1}+e_{2}, z\right) \\
& =\frac{\left(z_{1}-z_{2}\right)^{2}}{t(t+1)} D_{1} D_{2} R_{t+1}(b, z)
\end{aligned}
\end{align*}
$$

In (3.10), where $c=b_{1}+b_{2}$, the second and third equalities come from two applications of [3, (5.9-24)] and [3, (5.9-9)], respectively. The case with $t$ a nonnegative integer and $b=(1 / 2,1 / 2)$ was quoted in $[6,(2.24)]$, where it was used to show that the quantity $\lambda_{n}(1 / 2,1 / 2 ; x, y)$ defined by $[6,(1.13)]$ is a homogeneous polynomial of degree $2 n$ in $x^{1 / 2}$ and $y^{1 / 2}$ containing $\left(x^{1 / 2}-y^{1 / 2}\right)^{2}$ as a factor. That conclusion is confirmed by (6.13) of the present paper, which yields the formula

$$
\begin{align*}
\lambda_{n}(1 / 2,1 / 2 ; x, y)= & 2 \sum_{s=1}^{n}\binom{n}{s}\binom{n+s}{s}[\psi(n+1+s)-\psi(n+1)] \\
& \cdot\left(\frac{x^{1 / 2}-y^{1 / 2}}{2}\right)^{2 s}(x y)^{(n-s) / 2} \tag{3.11}
\end{align*}
$$

4. The case of a zero argument. If all components of $z$ except one, say $z_{k}$, are fixed, both $R_{t}$ and $L_{t}$ have a branch point at $z_{k}=0$. (In the exceptional case where $b_{k}$ is a nonpositive integer, $L_{t}$ is a polynomial in $z_{k}$, for $b_{k}$ can be raised to 0 by successive applications of (3.4) and then omitted by (2.3). Equation (5.17) is an example. Similar remarks apply to $R_{t}$.) If $\operatorname{Re}\left(b_{1}+\cdots+b_{k-1}+t\right)>0, R_{t}$ and $L_{t}$ have finite limits as $z_{k} \rightarrow 0$ in $\mathbb{C}_{0}$ with $\left|\arg z_{k}\right|$ bounded away from $\pi$, and we define the value of the function at $z_{k}=0$ to be this limit. By an extension [3, (8.3-4)] of Gauss' theorem for a hypergeometric function with unit argument,

$$
\begin{align*}
& R_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k-1}, 0\right) \\
& \quad=\frac{\Gamma(c) \Gamma\left(c-b_{k}+t\right)}{\Gamma(c+t) \Gamma\left(c-b_{k}\right)} R_{t}\left(b_{1}, \cdots, b_{k-1} ; z_{1}, \cdots, z_{k-1}\right) \tag{4.1}
\end{align*}
$$

where $c=b_{1}+\cdots+b_{k} \neq 0,-1,-2, \cdots ; \quad \operatorname{Re}\left(c-b_{k}+t\right)>0 ;$ and $z_{1}, \cdots, z_{k-1} \in \mathbb{C}_{0}$. Logarithmic differentiation with respect to $t$ shows that

$$
\begin{align*}
& \frac{L_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k-1}, 0\right)}{R_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k-1}, 0\right)}  \tag{4.2}\\
& \quad=\psi\left(c-b_{k}+t\right)-\psi(c+t)+\frac{L_{t}\left(b_{1}, \cdots, b_{k-1} ; z_{1}, \cdots, z_{k-1}\right)}{R_{t}\left(b_{1}, \cdots, b_{k-1} ; z_{1}, \cdots, z_{k-1}\right)},
\end{align*}
$$

with the further conditions that $c+t, c-b_{k} \neq 0,-1,-2, \cdots$. Although (4.2) will be used in the remark following Theorem 7.1, a better form for other purposes is obtained by ordinary differentiation of (4.1):

$$
\begin{align*}
& L_{t}\left(b_{1}, \cdots, b_{k} ; z_{1}, \cdots, z_{k-1}, 0\right)  \tag{4.3}\\
& \qquad \begin{aligned}
=\frac{\Gamma(c) \Gamma\left(c-b_{k}+t\right)}{\Gamma(c+t) \Gamma\left(c-b_{k}\right)} & \left\{L_{t}\left(b_{1}, \cdots, b_{k-1} ; z_{1}, \cdots, z_{k-1}\right)\right. \\
& \left.+\left[\psi\left(c-b_{k}+t\right)-\psi(c+t)\right] R_{t}\left(b_{1}, \cdots, b_{k-1} ; z_{1}, \cdots, z_{k-1}\right)\right\},
\end{aligned}
\end{align*}
$$

with the same conditions of validity as for (4.1). If $k=2$ this reduces to

$$
\begin{equation*}
L_{t}(\beta, \gamma-\beta ; x, 0)=\frac{\Gamma(\gamma) \Gamma(\beta+t)}{\Gamma(\gamma+t) \Gamma(\beta)} x^{t}[\psi(\beta+t)-\psi(\gamma+t)+\log x], \tag{4.4}
\end{equation*}
$$

where $\beta, \gamma, \gamma+t \neq 0,-1,-2, \cdots$ and $\operatorname{Re}(\beta+t)>0$. The elliptic integral (1.9) is equivalent to Legendre's first integral if $w=\infty$, and its series expansion then contains the special case of (4.4) with $\beta=\frac{1}{2}, \gamma=1$, and $t$ a nonnegative integer. This case was quoted in $[6,(1.10)]$, with the difference of $\psi$-functions given by [6, (1.11)] or [3, (8.3-15)]. Other special cases of (4.4) are (1.5) and

$$
\begin{equation*}
L_{0}(1, m ; x, 0)=\log x-(1+1 / 2+1 / 3+\cdots+1 / m) \tag{4.5}
\end{equation*}
$$

where $m$ is a positive integer. If $x=m$, this tends to the negative of the Euler-Mascheroni constant as $m \rightarrow \infty$.
5. Series expansions. Let all parameters and variables be complex, define $1-z=$ $\left(1-z_{1}, \cdots, 1-z_{k}\right)$ and $|1-z|=\max _{i}\left|1-z_{i}\right|$, and assume $|1-z|<1$ and $b_{1}+\cdots+b_{k} \neq 0$, $-1,-2, \cdots$. The series expansion [3, (5.9-4)]

$$
\begin{equation*}
R_{t}(b, z)=\sum_{s=0}^{\infty} \frac{(-t)_{s}}{s!} R_{s}(b, 1-z) \tag{5.1}
\end{equation*}
$$

is the Dirichlet average of the binomial series

$$
\begin{equation*}
x^{t}=\sum_{s=0}^{\infty} \frac{(-t)_{s}}{s!}(1-x)^{s}, \quad|1-x|<1, \tag{5.2}
\end{equation*}
$$

where $(-t)_{0}=1$ and $(-t)_{s}=(-t)(-t+1)(-t+2) \cdots(-t+s-1), \quad s=1,2,3, \cdots$. Differentiation with respect to $t$ is essentially the same for both series. By [3, proof of Cor. 6.3-4] both converge uniformly for $|t|<T$, where $T$ may be arbitrarily large, and so the series may be differentiated term by term. Since $(-t)_{0}=1$ we assume $s$ to be a positive integer and find

$$
\begin{align*}
(d / d t)(-t)_{s}= & (-1)(-t+1)(-t+2) \cdots(-t+s-1) \\
& +(-t)(-1)(-t+2) \cdots(-t+s-1)+\cdots  \tag{5.3}\\
& +(-t)(-t+1) \cdots(-t+s-2)(-1) .
\end{align*}
$$

If $(-t)_{s} \neq 0$ we can rewrite this as

$$
\begin{align*}
(d / d t)(-t)_{s} & =(-t)_{s}\left(\frac{1}{t}+\frac{1}{t-1}+\cdots+\frac{1}{t+1-s}\right) \\
& =(-t)_{s}[\psi(t+1)-\psi(t+1-s)] . \tag{5.4}
\end{align*}
$$

If $t=n$ where $n=0,1, \cdots, s-1$, then (5.4) is indeterminate, but all terms on the right side of (5.3) vanish except one, leaving

$$
\begin{equation*}
\left[(d / d t)(-t)_{s}\right]_{t=n}=(-1)^{n+1} n!(s-n-1)!, \quad n=0,1, \cdots, s-1 \tag{5.5}
\end{equation*}
$$

Therefore, if $t \neq 0,1,2, \cdots$, differentiation of (5.1) yields

$$
\begin{equation*}
L_{t}(b, z)=\sum_{s=1}^{\infty} \frac{(-t)_{s}}{s!}[\psi(t+1)-\psi(t+1-s)] R_{s}(b, 1-z), \quad|1-z|<1 . \tag{5.6}
\end{equation*}
$$

On the other hand, if $n=0,1,2, \cdots$, we find

$$
\begin{align*}
L_{n}(b, z)=\sum_{s=1}^{n} & \frac{(-n)_{s}}{s!}[\psi(n+1)-\psi(n+1-s)] R_{s}(b, 1-z) \\
& +(-1)^{n+1} n!\sum_{s=n+1}^{\infty} \frac{(s-n-1)!}{s!} R_{s}(b, 1-z), \quad|1-z|<1 \tag{5.7}
\end{align*}
$$

The first sum is empty if $n=0$, whence

$$
\begin{equation*}
L_{0}(b, z)=-\sum_{s=1}^{\infty} \frac{1}{s} R_{s}(b, 1-z), \quad|1-z|<1 \tag{5.8}
\end{equation*}
$$

while

$$
\begin{align*}
L_{1}(b, z) & =-R_{1}(b, 1-z)+\sum_{s=2}^{\infty} \frac{1}{s(s-1)} R_{s}(b, 1-z) \\
& =L_{0}(b, z)+\sum_{s=2}^{\infty} \frac{1}{s-1} R_{s}(b, 1-z), \quad|1-z|<1 . \tag{5.9}
\end{align*}
$$

The second equality in (5.9) is generalized by

$$
\begin{equation*}
\sum_{s=1}^{\infty} \frac{1}{s} R_{N+s}(b, z)=\sum_{n=0}^{N}(-1)^{n+1}\binom{N}{n} L_{n}(b, 1-z), \tag{5.10}
\end{equation*}
$$

where $|z|<1$ and $N=0,1,2, \cdots$. This equation is proved by taking the Dirichlet average of the case in which all components of $z$ are equal.

If all components of $z$ are equal, (5.7) reduces to

$$
\begin{array}{rl}
x^{n} \log x & x-\sum_{s=1}^{n} \frac{(-n)_{s}}{s!}[\psi(n+1)-\psi(n+1-s)](1-x)^{s} \\
& =(-1)^{n+1} n!\sum_{s=n+1}^{\infty} \frac{(s-n-1)!}{s!}(1-x)^{s}, \quad|1-x|<1, \\
& =\frac{(x-1)^{n+1}}{n+1}{ }_{2} F_{1}(1,1 ; n+2 ; 1-x)  \tag{5.11}\\
& =\frac{(x-1)^{n+1}}{n+1} R_{-1}(1, n+1 ; x, 1), \quad|\arg x|<\pi
\end{array}
$$

We shall use (5.11) to prove (5.15).

An explicit formula [3, (6.2-1)] and a recurrence relation [4, (A.6)] are available for computing the polynomials $R_{s}$ in (5.6) and (5.7). Moreover we may use (2.5) to make one component of $z$ equal to unity; then $R_{s}$ has one vanishing component that can be eliminated by [3, (6.2-5), (6.2-6)]. If $k=2$ this leaves a power series in one variable:

$$
\begin{equation*}
L_{t}(\beta, \gamma-\beta ; 1-x, 1)=\sum_{s=1}^{\infty} \frac{(-t)_{s}(\beta)_{s}}{(\gamma)_{s} s!}[\psi(t+1)-\psi(t+1-s)] x^{s}, \tag{5.12}
\end{equation*}
$$

where $|x|<1, \gamma \neq 0,-1,-2, \cdots$, and $t \neq 0,1,2, \cdots$. From (5.7) we obtain similarly, for $n=0,1,2, \cdots$ and $\gamma \neq 0,-1,-2, \cdots$,

$$
\begin{aligned}
& L_{n}(\beta, \gamma-\beta ; 1-x, 1)-\sum_{s=1}^{n} \frac{(-n)_{s}(\beta)_{s}}{(\gamma)_{s} s!}[\psi(n+1)-\psi(n+1-s)] x^{s} \\
& \quad=(-1)^{n+1} n!\sum_{s=n+1}^{\infty} \frac{(s-n-1)!(\beta)_{s}}{(\gamma)_{s} s!} x^{s}, \quad|x|<1, \\
& \\
& \quad=\frac{(\beta)_{n+1}(-x)^{n+1}}{(\gamma)_{n+1}(n+1)}{ }_{3} F_{2}(1,1, \beta+n+1 ; n+2, \gamma+n+1 ; x), \quad|\arg (1-x)|<\pi,
\end{aligned}
$$

which reduces to (5.11) if $\beta=\gamma$. An important case of (5.13) is

$$
\begin{gather*}
L_{n}(1, \gamma-1 ; x, 1)-\sum_{s=1}^{n} \frac{(-n)_{s}}{(\gamma)_{s}}[\psi(n+1)-\psi(n+1-s)](1-x)^{s} \\
=\frac{n!}{(\gamma)_{n+1}}(x-1)^{n+1}{ }_{2} F_{1}(1,1 ; \gamma+n+1 ; 1-x)  \tag{5.14}\\
=\frac{n!}{(\gamma)_{n+1}}(x-1)^{n+1} R_{-1}(1, \gamma+n ; x, 1),
\end{gather*}
$$

where $n$ is a nonnegative integer and $|\arg x|<\pi$. If $\gamma$ is a positive integer, say $\gamma=1+m$, we can sum the ${ }_{2} F_{1}$-series by (5.11) to get
$L_{n}(1, m ; x, 1)=\sum_{s=1}^{n} \frac{(-n)_{s}}{(m+1)_{s}}[\psi(n+1)-\psi(n+1-s)](1-x)^{s}+\frac{n!m!}{(n+m)!}(x-1)^{-m}$

$$
\begin{equation*}
\cdot\left\{x^{n+m} \log x-\sum_{s=1}^{n+m} \frac{(-n-m)_{s}}{s!}[\psi(n+m+1)-\psi(n+m+1-s)](1-x)^{s}\right\}, \tag{5.15}
\end{equation*}
$$

where $n$ and $m$ are nonnegative integers, $|\arg x|<\pi$, and $x \neq 1$. If $n=0$ the first sum is empty and a change of index in the second sum gives, with the help of (2.5),

$$
\begin{align*}
L_{0}(1, m ; x, y)= & \log y+\left(\frac{x}{x-y}\right)^{m} \log \frac{x}{y} \\
& +\sum_{s=0}^{m-1}\binom{m}{s}[\psi(1+s)-\psi(1+m)]\left(\frac{y}{x-y}\right)^{s}, \tag{5.16}
\end{align*}
$$

where $m$ is a nonnegative integer, $x, y \in \mathbb{C}_{0}$, and $x \neq y$. This result generalizes (4.5) and will be used to prove (6.18).

The series in (5.12) terminates if $\beta$ is a nonpositive integer, and the conditions of validity may then be relaxed:

$$
\begin{equation*}
L_{t}(-n, \gamma+n ; x, 1)=\sum_{s=1}^{n} \frac{(-n)_{s}(-t)_{s}}{(\gamma)_{s} s!}[\psi(t+1)-\psi(t+1-s)](1-x)^{s}, \tag{5.17}
\end{equation*}
$$

where $x$ is unrestricted, $n$ is a nonnegative integer, $(\gamma)_{n} \neq 0$, and $(-t)_{n} \neq 0$. The last condition is required because (5.4) was used to prove (5.12). This result will be used to prove (6.12).
6. Quadratic transformations. The $R$-function of two variables has exactly two independent quadratic transformations [3, (6.9-7), (6.10-1)],

$$
\begin{align*}
& R_{2 t}(\beta, \beta ; x, y)=R_{t}(\beta+t, 1 / 2-t ; A, G)  \tag{6.1}\\
& R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)=R_{t}(2 \beta+t, 1 / 2-\beta-t ; A, G) \tag{6.2}
\end{align*}
$$

where $A$ and $G$ denote the squared arithmetic and geometric means of $x$ and $y$,

$$
\begin{equation*}
A=\left(\frac{x+y}{2}\right)^{2}, \quad G=x y \tag{6.3}
\end{equation*}
$$

and where $x$ and $y$ have positive real parts and $\beta+1 / 2 \neq 0,-1,-2, \cdots$. When the right-hand sides of (6.1) and (6.2) are differentiated with respect to $t$, one term arises from the subscript and a second term from the $t$-dependence of the $b$-parameters. Using (1.2) and (2.12) we find, with the same conditions of validity,

$$
\begin{gather*}
2 L_{2 t}(\beta, \beta ; x, y)=L_{t}(\beta+t, 1 / 2-t ; A, G)-G^{t} L_{-t-\beta}(-t, \beta+1 / 2+t ; A / G, 1),  \tag{6.4}\\
L_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)=C+D \tag{6.5}
\end{gather*}
$$

where, for convenience in applications, we give several forms for $C$ and $D$ that are connected by (2.5), (2.11), (6.2), and [3, (5.9-19)]:

$$
\begin{align*}
C= & L_{t}(2 \beta+t, 1 / 2-\beta-t ; A, G) \\
= & \log (G) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)+G^{t} L_{t}(2 \beta+t, 1 / 2-\beta-t ; A / G, 1) \\
= & \log (A) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)  \tag{6.6}\\
& -A^{1 / 2-\beta} G^{t+\beta-1 / 2} L_{-t-\beta-1 / 2}(1 / 2-\beta-t, 2 \beta+t ; A / G, 1) \\
= & \log (A G) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right) \\
& -A^{1 / 2-\beta} G^{2 t+2 \beta} L_{-t-\beta-1 / 2}(1 / 2-\beta-t, 2 \beta+t ; A, G), \\
D= & -G^{t} L_{-t-2 \beta}(-t, \beta+1 / 2+t ; A / G, 1) \\
= & \log (G) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)-G^{2 t+2 \beta} L_{-t-2 \beta}(-t, \beta+1 / 2+t ; A, G) \\
= & -\log (A) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right)+A^{1 / 2-\beta} L_{t+\beta-1 / 2}(\beta+1 / 2+t,-t ; A, G)  \tag{6.7}\\
= & -\log (A / G) R_{t}\left(\beta, \beta ; x^{2}, y^{2}\right) \\
& +A^{1 / 2-\beta} G^{t+\beta-1 / 2} L_{t+\beta-1 / 2}(\beta+1 / 2+t,-t ; A / G, 1) .
\end{align*}
$$

If $t=0$ the second term in both (6.4) and (6.5) vanishes by (2.3):

$$
\begin{align*}
& 2 L_{0}(\beta, \beta ; x, y)=L_{0}(\beta, 1 / 2 ; A, G), \\
& L_{0}\left(\beta, \beta ; x^{2}, y^{2}\right)=L_{0}(2 \beta, 1 / 2-\beta ; A, G),  \tag{6.8}\\
& L_{0}\left(1 / 2,1 / 2 ; x^{2}, y^{2}\right)=\log A=2 \log \frac{x+y}{2} .
\end{align*}
$$

Putting $t=-\beta$ and using the first form of $C$ and the second form of $D$, we find

$$
\begin{equation*}
L_{-\beta}\left(\beta, \beta ; x^{2}, y^{2}\right)=\log (x y) R_{-\beta}\left(\beta, \beta ; x^{2}, y^{2}\right) . \tag{6.9}
\end{equation*}
$$

If $t=1 / 2-\beta$ the second term in the third form of $C$ vanishes by (2.3), and the third form of $D$ then gives

$$
\begin{equation*}
L_{1 / 2-\beta}\left(\beta, \beta ; x^{2}, y^{2}\right)=\left(\frac{x+y}{2}\right)^{1-2 \beta} L_{0}\left(1, \beta-1 / 2 ;\left(\frac{x+y}{2}\right)^{2}, x y\right) . \tag{6.10}
\end{equation*}
$$

From $L_{1 / 2-\beta}$ we can obtain $L_{-1 / 2-\beta}$ in terms of $L_{0}$ by (2.11) and [3, Ex. 6.10-12]. We shall use (6.10) to prove (6.18).

From the third form of $C$ and the first form of $D$, we find $L_{n}\left(1 / 2+m, 1 / 2+m ; x^{2}, y^{2}\right)=\log (A) R_{n}\left(1 / 2+m, 1 / 2+m ; x^{2}, y^{2}\right)$

$$
\begin{align*}
& -A^{-m} G^{n+m} L_{-n-m-1}(-n-m, n+2 m+1 ; A / G, 1)  \tag{6.11}\\
& -G^{n} L_{-n-2 m-1}(-n, n+m+1 ; A / G, 1)
\end{align*}
$$

If $m$ and $n$ are nonnegative integers, the last two terms (which are equal if $m=0$ ) have terminating series expansions (5.17). The result is

$$
\begin{aligned}
L_{n}(1 / 2 & \left.+m, 1 / 2+m ; x^{2}, y^{2}\right) \\
= & 2 \log \left(\frac{x+y}{2}\right) R_{n}\left(1 / 2+m, 1 / 2+m ; x^{2}, y^{2}\right) \\
& +\left(\frac{x+y}{2}\right)^{-2 m} \sum_{s=1}^{n+m}\binom{n+m}{s} \frac{(n+m+1)_{s}}{(m+1)_{s}} \\
& \cdot[\psi(n+m+1+s)-\psi(n+m+1)]\left(\frac{x-y}{2}\right)^{2 s}(x y)^{n+m-s} \\
& +\sum_{s=1}^{n}\binom{n}{s} \frac{(n+2 m+1)_{s}}{(m+1)_{s}}[\psi(n+2 m+1+s)-\psi(n+2 m+1)]\left(\frac{x-y}{2}\right)^{2 s}(x y)^{n-s} .
\end{aligned}
$$

By (6.2) and [3, (5.9-11)] the term in $R_{n}$ can be omitted if, in the last sum, $2 \log [(x+$ $y) / 2$ ] is added to the terms in square brackets and the lower limit of summation is changed from 1 to 0 . For example, the case $m=0$ is

$$
\begin{align*}
& L_{n}\left(1 / 2,1 / 2 ; x^{2}, y^{2}\right) \\
& \quad=2 \sum_{s=0}^{n}\binom{n}{s}\binom{n+s}{s}\left[\psi(n+1+s)-\psi(n+1)+\log \frac{x+y}{2}\right]\left(\frac{x-y}{2}\right)^{2 s}(x y)^{n-s}, \tag{6.13}
\end{align*}
$$

which generalizes the third equation in (6.8). This formula is useful for calculating the terms of the series (1.9). The polynomial $R_{n}\left(1 / 2,1 / 2 ; x^{2}, y^{2}\right)$ occurring in that series is the coefficient of $2 \log [(x+y) / 2]$ in (6.13).

Comparison of (6.12) and (1.7) gives
$\left[\frac{\partial}{\partial \nu} P_{\nu}^{-m}(x)\right]_{\nu=n}=\log \left(\frac{1+x}{2}\right) P_{n}^{-m}(x)$

$$
\begin{equation*}
+\left(\frac{1-x^{2}}{4}\right)^{m / 2} \sum_{s=1}^{n-m} \frac{(m-n)_{s}(n+m+1)_{s}}{s!(m+s)!} \tag{6.14}
\end{equation*}
$$

$$
\begin{gathered}
\cdot[\psi(n+m+1+s)-\psi(n+m+1)]\left(\frac{1-x}{2}\right)^{s} \\
+\left(\frac{1-x}{1+x}\right)^{m / 2} \sum_{s=1}^{n} \frac{(-n)_{s}(n+1)_{s}}{s!(m+s)!}[\psi(n+1+s)-\psi(n+1)]\left(\frac{1-x}{2}\right)^{s},
\end{gathered}
$$

where $m$ and $n-m$ are nonnegative integers and $-1<x \leqq 1$. The logarithmic term can be incorporated in the second sum by adding $\log [(1+x) / 2]$ to the terms in square brackets and beginning the sum at $s=0$. Equation (6.14) generalizes a formula due to Schelkunoff [13, (114)], [12, p. 173] for the case $m=0$, in which the two sums are equal. Schelkunoff used his formula in the theory of conical antennas. If $m$ is an integer, differentiation of

$$
\begin{equation*}
\frac{P_{\nu}^{m}(x)}{\Gamma(\nu+m+1)}=(-1)^{m} \frac{P_{\nu}^{-m}(x)}{\Gamma(\nu-m+1)}, \quad-1 \leqq x \leqq 1 \tag{6.15}
\end{equation*}
$$

gives

$$
\begin{align*}
{\left[\frac{\partial}{\partial \nu} P_{\nu}^{m}(x)\right]_{\nu=n}=} & (-1)^{m} \frac{(n+m)!}{(n-m)!}\left[\frac{\partial}{\partial \nu} P_{\nu}^{-m}(x)\right]_{\nu=n}  \tag{6.16}\\
& +[\psi(n+m+1)-\psi(n-m+1)] P_{n}^{m}(x), \quad n \geqq m .
\end{align*}
$$

If $m$ is even, there is no branch point at $x=1$, and the last three equations then hold for $|\arg (1+x)|<\pi$.

Equation (6.14) requires $n \geqq m$, but a known formula [9, 8.762(2)] for the case $n=0, m=1$ can be generalized by putting $\beta=1 / 2+m$ in (6.10) to get

$$
\begin{equation*}
L_{-m}\left(1 / 2+m, 1 / 2+m ; x^{2}, y^{2}\right)=\left(\frac{x+y}{2}\right)^{-2 m} L_{0}\left(1, m ;\left(\frac{x+y}{2}\right)^{2}, x y\right) . \tag{6.17}
\end{equation*}
$$

If $m$ is a nonnegative integer, the $L_{0}$ function has a terminating series given by (5.16). The result is

$$
\begin{align*}
& L_{-m}\left(1 / 2+m, 1 / 2+m ; x^{2}, y^{2}\right) \\
& \qquad=\left(\frac{2}{x-y}\right)^{2 m} \log \frac{(x+y)^{2}}{4 x y}+\left(\frac{2}{x+y}\right)^{2 m}  \tag{6.18}\\
& \quad \cdot\left\{\log (x y)+\sum_{s=0}^{m-1}\binom{m}{s}[\psi(1+s)-\psi(1+m)]\left(\frac{2}{x-y}\right)^{2 s}(x y)^{s}\right\},
\end{align*}
$$

where $x$ and $y$ have positive real parts, $x \neq y$, and $m=0,1,2, \cdots$. From $L_{-m}$ we can obtain also $L_{-m-1}$ by using (2.11) and [3, Ex. 6.10-12]. Comparison of (6.18) and (1.7) shows that

$$
\begin{align*}
m!\left[\frac{\partial}{\partial \nu} P_{\nu}^{-m}(x)\right]_{\nu=0}= & (-1)^{m}\left(\frac{1+x}{1-x}\right)^{m / 2} \log \frac{1+x}{2} \\
& +\left(\frac{1-x}{1+x}\right)^{m / 2} \sum_{s=0}^{m-1}\binom{m}{s}[\psi(1+s)-\psi(1+m)]\left(\frac{2}{x-1}\right)^{s} \tag{6.19}
\end{align*}
$$

where $-1<x<1$ and $m=0,1,2, \cdots$. The limit as $x \rightarrow 1$ is 0 . If $m$ is even, the condition $-1<x<1$ can be replaced by $|\arg (x+1)|<\pi$ and $x \neq 1$.

The infinite series given in [9, (8.761)] can be reproduced by using (1.7), (6.5) with the third form of both $C$ and $D$, and (5.12). The second equality in (5.4) is used also. It suffices to assume $\mu \neq-1,-2,-3, \cdots$ instead of $\operatorname{Re} \mu>-1$.
7. Inequalities. We assume $t$ real and $b_{i}$ and $x_{i}$ strictly positive for $i=1, \cdots, k$. The largest and smallest of the $x_{i}$ are denoted by $x_{\text {max }}$ and $x_{\text {min }}$, respectively, and we assume $x_{\text {max }}>x_{\text {min }}$ to exclude trivialities. Writing $L_{t}$ for $L_{t}(b, x)$ and $R_{t}$ for $R_{t}(b, x)$, we see at once from (1.1) and (1.3) that

$$
\begin{equation*}
R_{t} \log x_{\min }<L_{t}<R_{t} \log x_{\max } . \tag{7.1}
\end{equation*}
$$

Chebyshev's inequality for integrals [10, Thm. 236] implies

$$
\begin{equation*}
L_{t}>R_{t} L_{0}, \quad t>0 \tag{7.2}
\end{equation*}
$$

with reversed inequality for $t<0$. Since $R_{0}=1$, (7.1) and (7.2) are subsumed in the following theorem, which is used in [6, (3.33)].

Theorem 7.1. Both $L_{t}$ and $L_{t} / R_{t}$ are strictly increasing functions of $t$. The limit of $L_{t} / R_{t}$ is $\log x_{\text {max }}$ as $t \rightarrow+\infty$ and $\log x_{\text {min }}$ as $t \rightarrow-\infty$.

Proof. Since the integrand of (1.1) is log-convex in $t, R_{t}$ is strictly log-convex in $t$ by [3, Ap. B.6] or [1, Thm. 4]. Hence its derivative and logarithmic derivative are strictly increasing, which proves the first part of the theorem. To prove the second part we use [1, Thm. 3]:

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left(R_{t}\right)^{1 / t}=x_{\max } \tag{7.3}
\end{equation*}
$$

which implies that $R_{t} \rightarrow \infty$ if $x_{\max }>1$ and $R_{t} \rightarrow 0$ if $x_{\max }<1$. If $x_{\max }=1$ then $x_{i}<1$ for some $i$ (since $x_{\text {max }}>x_{\text {min }}$ ), and $u \cdot x$ in (1.1) is less than unity except on the set of measure zero where $u_{i}=0$. Hence $(u \cdot x)^{t} \rightarrow 0$ almost everywhere as $t \rightarrow+\infty$, and so $R_{t} \rightarrow 0$. Thus $\left|\log R_{t}\right| \rightarrow \infty$ in all cases, and we may use L'Hôpital's rule to conclude from (7.3) that

$$
\log x_{\max }=\lim _{t \rightarrow+\infty} \frac{\log R_{t}}{t}=\lim _{t \rightarrow+\infty} \frac{L_{t}}{R_{t}} .
$$

The proof for $t \rightarrow-\infty$ is similar.
Remark. If the assumptions of Theorem 7.1 are changed so that exactly one of the variables, say $x_{k}$, is 0 , then $R_{t}$ and $L_{t}$ are well defined for $t>-b_{1}-\cdots-b_{k-1}$. In this region $L_{t} / R_{t}$ increases strictly with $t$ and has limit $\log x_{\text {max }}$ as $t \rightarrow+\infty$. This follows from (4.2) and two well-known facts: $\psi^{\prime \prime}(x)<0$ for $x>0$, implying $\psi^{\prime}\left(c-b_{k}+t\right)-$ $\psi^{\prime}(c+t)>0$; and $\psi(x)=\log x+O(1 / x)$ as $x \rightarrow+\infty$, implying $\psi\left(c-b_{k}+t\right)-\psi(c+t) \rightarrow 0$ as $t \rightarrow+\infty$.

Theorem 7.2. Let $t$ be real and $x_{\text {max }}>x_{\text {min }}>0$. Let $c w=\left(c w_{1}, \cdots, c w_{k}\right)$, where $c>0$ and the w's are positive weights with $\sum w_{i}=1$. Then the limit of $L_{t}(c w, x)$ is $\sum w_{i} x_{i}^{t} \log x_{i}$ as $c \rightarrow 0+$ and $\left(\sum w_{i} x_{i}\right)^{t} \log \left(\sum w_{i} x_{i}\right)$ as $c \rightarrow+\infty$. Also, $L_{0}(c w, x)$ is strictly increasing and strictly concave in $c$, and $L_{1}(c w, x)$ is strictly decreasing and strictly convex in $c$.

Proof. We assume for the moment that $x_{\max }<1$, so that the series expansions (5.6) and (5.7) converge. The proof of the first part of the theorem is entirely similar to the proof of [1, Thm. 1], in which $L$ is the $L_{0}$ of the present paper. The second part of the theorem follows from (5.8), (5.9), and [7, Thm. 5]. The case $x_{\max } \geqq 1$ reduces to the case $x_{\max }<1$ by use of (2.5) and [1, Thm. 1].

Remark. Example 5 in $\S 1$ is contained in Theorem 7.2. The underlying reason why $L_{0}$ and $L_{1}$ are exceptionally simple is that $x^{t} \log x$ is concave in $x$ for all $x>0$ only if $t=0$ and convex for all $x>0$ only if $t=1$.
8. Special cases. Several cases of $L_{t}$ with restrictions on the parameters have been evaluated in finite terms in (4.6), (5.15), (5.16), (5.17), (6.12), (6.13) and (6.18). Further cases can be evaluated from these by (2.11) and the relations between associated functions in § 3. In (5.15) and (5.17) the apparent restriction of a unit variable can be removed by (2.5). We mention here some other cases, starting with

$$
\begin{equation*}
L_{0}(\beta, 1-2 \beta ; 1,0)=\psi(\beta)-\psi(1-\beta)=-\pi \cot (\pi \beta), \tag{8.1}
\end{equation*}
$$

where $\beta$ is not an integer and $\operatorname{Re} \beta>0$, and

$$
\begin{align*}
L_{2 t}(\beta, \beta ; x,-x)= & \frac{\pi^{1 / 2} \Gamma(\beta+1 / 2)}{2 \Gamma(1 / 2-t) \Gamma(\beta+1 / 2+t)}\left(-x^{2}\right)^{t} \\
& \cdot\left[\psi(1 / 2-t)-\psi(\beta+1 / 2+t)+\log \left(-x^{2}\right)\right], \tag{8.2}
\end{align*}
$$

where $|\arg ( \pm x)|<\pi$, $\left|\arg \left(-x^{2}\right)\right|<\pi$, and $\beta+1 / 2 \neq 0,-1,-2, \cdots$. Equation (8.1) comes from (1.5) or (4.5), and (8.2) comes from differentiating the formula in [3, Ex. 8.3-9].

To evaluate an $R$-function or $L$-function of two variables with positive integral $b$-parameters, we raise the $b$-parameters from unity by successive differentiations using [3, (5.9-9)]:

$$
\begin{align*}
R_{t-1}\left(m, m^{\prime} ; x, y\right)= & \frac{\left(m+m^{\prime}-1\right)!}{(m-1)!\left(m^{\prime}-1\right)!(t)_{m+m^{\prime}-2}} \\
& \cdot D_{x}^{m-1} D_{y}^{m^{\prime-1}} R_{t+m+m^{\prime}-3}(1,1 ; x, y) . \tag{8.3}
\end{align*}
$$

Use of [3, Ex. 5.9-13] and two applications of Leibnitz' rule lead to

$$
\begin{align*}
& R_{t-1}\left(m, m^{\prime} ; x, y\right)=(m)_{m^{\prime}} x^{t-1} \sum_{s=0}^{m-1} \frac{(1-m)_{s}\left(m^{\prime}\right)_{s}}{(t)_{m^{\prime}+s} s!}\left(\frac{x}{x-y}\right)^{m^{\prime}+s}  \tag{8.4}\\
&+\left(m^{\prime}\right)_{m} y^{t-1} \sum_{s=0}^{m^{\prime-1}} \frac{\left(1-m^{\prime}\right)_{s}(m)_{s}}{(t)_{m+s} s!}\left(\frac{y}{y-x}\right)^{m+s}
\end{align*}
$$

where $m$ and $m^{\prime}$ are positive integers, $x, y \in \mathbb{C}_{0}, x \neq y$, and $(t)_{m+m^{\prime}-1} \neq 0$. With the same conditions, differentiation with respect to $t$ gives

$$
\begin{align*}
& L_{t-1}\left(m, m^{\prime} ; x, y\right)=(m)_{m^{\prime}} x^{t-1} \sum_{s=0}^{m-1} \frac{(1-m)_{s}\left(m^{\prime}\right)_{s}}{(t)_{m^{\prime}+s} s!} \\
& \cdot\left[\psi(t)-\psi\left(t+m^{\prime}+s\right)+\log x\right]\left(\frac{x}{x-y}\right)^{m^{\prime}+s} \\
&+\left(m^{\prime}\right)_{m} y^{t-1} \sum_{s=0}^{m^{\prime}-1} \frac{\left(1-m^{\prime}\right)_{s}(m)_{s}}{(t)_{m+s} s!}  \tag{8.5}\\
& \cdot[\psi(t)-\psi(t+m+s)+\log y]\left(\frac{y}{y-x}\right)^{m+s} .
\end{align*}
$$

Agreement with the special case (5.16) can be shown by a binomial expansion of $[1+y /(x-y)]^{m}$.

Putting $n=0$ and $\gamma=1$ in (5.13), dividing by $\beta$, and letting $\beta \rightarrow 0$, we find a relation between $L_{0}$ and Euler's dilogarithm:

$$
\begin{equation*}
-\lim _{\beta \rightarrow 0} \beta^{-1} L_{0}(\beta, 1-\beta ; 1-x, 1)=x_{3} F_{2}(1,1,1 ; 2,2 ; x)=\sum_{n=1}^{\infty} \frac{x^{n}}{n^{2}} . \tag{8.6}
\end{equation*}
$$

By (2.3) the limit of the same quantity as $\beta$ tends to 1 is

$$
\begin{equation*}
-\lim _{\beta \rightarrow 1} \beta^{-1} L_{0}(\beta, 1-\beta ; 1-x, 1)=-\log (1-x)=\sum_{n=1}^{\infty} \frac{x^{n}}{n} . \tag{8.7}
\end{equation*}
$$

The conditions of validity for (8.5) exclude the function

$$
\begin{equation*}
L_{-1}(1,1 ; x, y)=\frac{(\log x)^{2}-(\log y)^{2}}{2(x-y)}, \quad x \neq y \tag{8.8}
\end{equation*}
$$

which is evaluated by putting $f(x)=(\log x)^{2}$ in [3, (5.5-3)]. Similarly putting $f(x)=x^{t}$ in [3, Ex. 5.5-1], we find

$$
\begin{equation*}
R_{t-2}(1,1,1 ; x, y, z)=\frac{2}{t(t-1)} \sum_{\mathrm{cyc}} \frac{x^{t}}{(x-y)(x-z)}, \tag{8.9}
\end{equation*}
$$

where $t \neq 0,1$ and the sum extends over cyclic permutations of the distinct complex numbers $x, y, z$. We shall refrain from raising the $b$-parameters by differentiation with respect to $x, y, z$ as in (8.3). Differentiation with respect to $t$ gives

$$
\begin{equation*}
L_{t-2}(1,1,1 ; x, y, z)=\frac{2}{t(t-1)} \sum_{\mathrm{cyc}} \frac{x^{t}}{(x-y)(x-z)}\left(\log x-\frac{1}{t}-\frac{1}{t-1}\right), \tag{8.10}
\end{equation*}
$$

with the same conditions of validity as for (8.9). This is the function that occurs in (1.8). The exceptional cases with $t=0$ or 1 are evaluated by successively putting $f(x)=\log x,(\log x)^{2}, x \log x$, and $x(\log x)^{2}$ in [3, Ex. 5.5-1]:

$$
\begin{align*}
& R_{-2}(1,1,1 ; x, y, z)=-2 \sum_{\mathrm{cyc}} \frac{\log x}{(x-y)(x-z)},  \tag{8.11}\\
& L_{-2}(1,1,1 ; x, y, z)=-\sum_{\mathrm{cyc}} \frac{(\log x)^{2}+2 \log x}{(x-y)(x-z)},  \tag{8.12}\\
& R_{-1}(1,1,1 ; x, y, z)=2 \sum_{\mathrm{cyc}} \frac{x \log x}{(x-y)(x-z)},  \tag{8.13}\\
& L_{-1}(1,1,1 ; x, y, z)=\sum_{\mathrm{cyc}} \frac{x\left[(\log x)^{2}-2 \log x\right]}{(x-y)(x-z)} . \tag{8.14}
\end{align*}
$$

Values for special cases of the $L$-function permit evaluation of some special cases of ${ }_{3} F_{2}$ by using (5.13). For example,

$$
{ }_{3} F_{2}(1,1, m+n+3 / 2 ; n+2,2 m+n+2 ; x)
$$

can be found from (5.13) and (6.12) if $m$ and $n$ are nonnegative integers. The case $n=0$ is

$$
\begin{align*}
{ }_{3} F_{2}(1,1, m+3 / 2 ; 2,2 m+2 ; x)= & (-4 / x) \log y-(2 / x) y^{-2 m} \sum_{s=1}^{m}\binom{m}{s} \\
& \cdot[\psi(m+1+s)-\psi(m+1)](y-1)^{2 s}(1-x)^{(m-s) / 2}, \tag{8.15}
\end{align*}
$$

where $2 y=1+(1-x)^{1 / 2},|\arg (1-x)|<\pi$, and $m=0,1,2, \cdots$.
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#### Abstract

Hardy, Littlewood and Pólya [5] introduced the partial ordering of majorization among $n$-dimensional real vectors. Many well-known inequalities can be recast as the statement that certain functions are increasing with respect to this ordering. Such functions are said to be Schur-convex. An important result in the theory of majorization is the Schur-Ostrowski theorem, which characterizes Schur-convex functions. The concept of majorization has been extended to elements of $L_{1}(0,1)$ by Ryff [10]. A functional on $L_{1}(0,1)$ that is increasing with respect to the ordering of majorization is said to be Schur-convex. In this paper, we prove an analogue of the Schur-Ostrowski condition that characterizes Schur-convex functionals in terms of their Gâteaux differentials. We also introduce another partial ordering in $L_{1}(0,1)$ called unrestricted majorization. This partial ordering is similar to majorization but does not involve the use of decreasing rearrangements. We establish a characterization of nondecreasing functionals on $L_{1}(0,1)$ with respect to the partial ordering of unrestricted majorization through another analogue of the Schur-Ostrowski condition.
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1. Introduction. Hardy, Littlewood and Pólya [5] introduced the following partial order in $n$-dimensional Euclidean spaces: an $n$-vector $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)$ majorizes $\mathbf{y}=$ $\left(y_{1}, \cdots, y_{n}\right),\left(\mathbf{x} \geqq^{m} \mathbf{y}\right.$ in symbols), whenever

$$
\sum_{1}^{k} x_{i}^{*} \geqq \sum_{1}^{k} y_{i}^{*}, \quad k=1, \cdots, n-1
$$

and

$$
\sum_{1}^{n} x_{i}=\sum_{1}^{n} y_{i}
$$

where $\mathbf{x}^{*}, \mathbf{y}^{*}$ are the vectors obtained from $\mathbf{x}$ and $\mathbf{y}$ by rearranging their components in decreasing order.

This partial order has been extended to elements of $L_{1}(0,1)$ by Ryff [10] and is given in Definition 1.2 below. Before giving this definition, we develop some notation to be used in defining a decreasing rearrangement of a function. Let $x$ be a measurable, real valued function on $(0,1)$ and $m$ be the Lebesgue measure. For each $x$, one can associate a function $d_{x}$ on $(-\infty, \infty)$ defined by

$$
d_{x}(s)=m(\{t: x(t)>s\}), \quad-\infty<s<\infty .
$$

This function $d_{x}$, called the distribution function of $x$, is nonincreasing and right continuous. Two functions $x$ and $y$ are said to be equivalent in distribution if $d_{x}=d_{y}$. The right continuous inverse of $d_{x}$, denoted $x^{*}$, is defined by

$$
x^{*}(t)=\inf \left\{s: d_{x}(s) \leqq t\right\} .
$$

[^53]The function $x^{*}$, which is nonincreasing, right continuous and has the same distribution function as $x$, is called the decreasing rearrangement of $x$. The functions $x$ and $x^{*}$ are simultaneously integrable (or nonintegrable), and their integrals are related by

$$
\int_{0}^{s} x^{*}(t) d t \geqq \int_{0}^{s} x(t) d t, \quad 0 \leqq s<1
$$

and

$$
\int_{0}^{1} x^{*}(t) d t=\int_{0}^{1} x(t) d t .
$$

The following theorem due to Ryff [12] shows that, by composing the decreasing rearrangement of a function with a measure preserving transformation, one can recover the original function.

Theorem 1.1. To each $x \in L_{1}(0,1)$, there corresponds a measure preserving transformation $\sigma:(0,1) \rightarrow(0,1)$ such that $x(t)=x^{*}[\sigma(t)]$, where $\sigma$ is defined by

$$
\sigma(s)=m\{t: x(t)>x(s)\}+m\{t \leqq s: x(t)=x(s)\} .
$$

The definition of the partial ordering of majorization of elements in $L_{1}(0,1)$, due to Ryff [10], is given below.

Definition 1.2. Let $x, y \in L_{1}(0,1)$. We say that $x$ majorizes $y,\left(x \geqq^{m} y\right.$ in symbols $)$ if

$$
\int_{0}^{s} x^{*}(t) d t \geqq \int_{0}^{s} y^{*}(t) d t, \quad 0 \leqq s<1,
$$

and

$$
\int_{0}^{1} x(t) d t=\int_{0}^{1} y(t) d t,
$$

where $x^{*}$ and $y^{*}$ are the decreasing rearrangements of $x$ and $y$, respectively.
Several authors (see, e.g., Day [4], Chong [3]) have obtained interesting results using this partial ordering. It is also related to the variability ordering of Ross [9].

By removing the rearrangement requirement in Definition 1.2, we obtain a different ordering called unrestricted majorization, as defined below.

Definition 1.3. Let $x, y \in L_{1}(0,1)$. We say that $x$ dominates $y$ in the ordering of unrestricted majorization, ( $x \geqq^{u} y$ in symbols), if

$$
\int_{0}^{s} x(t) d t \geqq \int_{0}^{s} y(t) d t, \quad 0 \leqq s<1,
$$

and

$$
\int_{0}^{1} x(t) d t=\int_{0}^{1} y(t) d t .
$$

The ordering of unrestricted majorization as applied to the class of density functions leads to the usual stochastic ordering as seen below.

Let $X$ and $Y$ be random variables on $(0,1)$ with densities $f$ and $g$, respectively. If $f \geqq \geqq^{u} g$, then $\int_{0}^{s} f \geqq \int_{0}^{s} g$ for all $0<s<1$, or $P(X \leqq s) \geqq P(Y \leqq s)$. Thus the condition $X \leqq{ }^{s t} Y$ is equivalent to $f \geqq{ }^{u} g$.

Many inequalities that arise from majorization in the finite dimensional case can be extended for elements of $L_{p}(0,1)$. Ryff [11] proved the following analogue of Muirhead's inequality.

Theorem 1.4. Let $x$ and $y$ be bounded measurable functions on $(0,1)$. If $x \geqq^{m} y$ and $u$ is a positive function such that $u \in L_{p}(0,1)$ for all $p,-\infty<p<\infty$, then

$$
\int_{0}^{1} \log \left[\int_{0}^{1} u(t)^{x(s)} d t\right] d s \geqq \int_{0}^{1} \log \left[\int_{0}^{1} u(t)^{y(s)} d t\right] d s
$$

Conversely, if the inequality holds for all such $u$, then $x \geqq^{m} y$.
In the discrete case, Muirhead's inequality can be reformulated by identifying an appropriate function which preserves the ordering of majorization. Such functions are said to be Schur-convex. Schur [13] and Ostrowski [7] gave necessary and sufficient conditions for a function to be Schur-convex in terms of their partial derivatives. We quote from Marshall and Olkin [6] about the importance of this result, "it is difficult to overemphasize the usefulness of the (Schur-Ostrowski) condition..., many or even most of the theorems giving Schur-convexity were first discovered by checking (the Schur-Ostrowski condition)." In the next section, we will present an analogue of this result for Schur-convex functionals on $L_{\infty}(0,1)$. This result, given in Theorem 2.9, is then used to characterize Schur-convex functionals on $L_{1}(0,1)$. We also characterize nondecreasing functionals on $L_{1}(0,1)$ with respect to the partial ordering of unrestricted majorization through another analogue of the Schur-Ostrowski condition. These results will be used to prove the generalized Muirhead's theorem (Proschan and Sethuraman [8]) in §3. An application to peakedness comparisons of distributions is discussed in § 3.
2. Main theorems. We first proceed with some definitions.

Definition 2.1. A functional $\phi$ defined on a set $\mathscr{A} \subseteq L_{1}(0,1)$ is said to be Schur-convex on $\mathscr{A}$ if $y_{1}, y_{2} \in \mathscr{A}$ and $y_{1} \geqq^{m} y_{2}$ imply that $\phi\left(y_{1}\right) \geqq \phi\left(y_{2}\right)$.

A Schur-convex functional is necessarily constant over functions that are equivalent in distribution. Thus for a Schur-convex functional $\phi$, the value $\phi(x)$ depends only on the distribution function of $x$. A set $\mathscr{A}$ is said to be invariant if $x \in \mathscr{A}$ and $x$ and $y$ are equivalent in distribution implying that $y \in \mathscr{A}$. Henceforth, we shall only consider Schur-convex functionals on an invariant set.

For a characterization of Schur-convex functionals, we need the following notion of directional derivative.

Definition 2.2. Let $\phi$ be a functional defined on a convex set $\mathscr{A} \cong L_{1}(0,1)$. Let $y \in \mathscr{A}$ and $h$ be such that $y+\theta h \in \mathscr{A}$ for all sufficiently small $\theta$. The Gâteaux differential of $\phi$ at $y$ in the direction of $h$ is defined to be

$$
\frac{\partial \phi}{\partial h}(y)=\lim _{\theta \rightarrow 0} \frac{\phi(y+\theta h)-\phi(y)}{\theta}
$$

if the limit exists.
Note that $\partial \phi / \partial h(y)$ is simply the derivative, at $\theta=0$, of the real valued function on $[0,1]$ defined by $\psi(\theta)=\phi(y+\theta h)$.

Let $\mathscr{D}_{1}$ be the class of decreasing functions in $L_{1}(0,1)$, let $\mathscr{D}_{\infty}$ be the class of decreasing functions in $L_{\infty}(0,1)$. Let $\mathscr{T}=\left\{h: h=\lambda_{1} I_{(a, b)}+\lambda_{2} I_{(c, d)}\right.$, where $0 \leqq a<b<c<$ $\left.d \leqq 1, \lambda_{1} \geqq 0 \geqq \lambda_{2}, \lambda_{1}(b-a)+\lambda_{2}(d-c)=0\right\}$. The class $\mathscr{T}$ consists of step functions $h$ which take at most two nonzero values, are decreasing on their support and satisfy $\int_{0}^{1} h(t) d t=0$. Note that $h \in \mathscr{T}$ implies $h \geqq^{m} 0$.

Let $y \in \mathscr{D}_{1}$ and $h \in \mathscr{T}$. Then $y+h$ need not be decreasing. However, we have $y+h \geqq^{m} y$, as given in the next lemma.

Lemma 2.3. Let $y \in \mathscr{D}_{1}$ and $h \in \mathscr{T}$; then $y+h \geqq^{m} y$.

Proof. Note that

$$
\begin{aligned}
\int_{0}^{s}(y+h)^{*} & \geqq \int_{0}^{s}(y+h) \\
& =\int_{0}^{s} y^{*}+\int_{0}^{s} h \\
& \geqq \int_{0}^{s} y^{*}, \quad 0 \leqq s<1
\end{aligned}
$$

and

$$
\int_{0}^{1}(y+h)=\int_{0}^{1} y+\int_{0}^{1} h=\int_{0}^{1} y .
$$

Hence, $y+h \geqq^{m} y$.
In the following theorem, we give a necessary condition for functionals increasing in the ordering of unrestricted majorization.

Theorem 2.4. Let $\mathscr{A}$ be an open subset of $L_{1}(0,1)$. Let $\phi$ be a functional defined on $\mathscr{A}$ such that $\phi$ is nondecreasing with respect to the ordering of unrestricted majorization. Let $y \in \mathscr{A}$ and $h \in \mathscr{T}$. Suppose that the Gâteaux differential $\partial \phi / \partial h(y)$ exists. Then $\partial \phi / \partial h(y) \geqq 0$.

Proof. Since $\mathscr{A}$ is open, $y+\theta h \in \mathscr{A}$ for all sufficiently small $\theta$. Thus for all sufficiently small positive $\theta, y+\theta h$ and $y$ are elements of $\mathscr{A}$ and $y+\theta h \geqq^{u} y$. This implies that

$$
\phi(y+\theta h) \geqq \phi(y)
$$

and

$$
\begin{aligned}
\frac{\partial \phi}{\partial h}(y) & =\lim _{\theta \downarrow 0} \frac{1}{\theta}[\phi(y+\theta h)-\phi(y)] \\
& \geqq 0 .
\end{aligned}
$$

Next, we consider Schur-convex functionals defined on an invariant set $\mathscr{A}$.
Theorem 2.5. Let $\mathscr{A}$ be an open invariant subset of $L_{1}(0,1)$. Let $\phi$ be a Schur-convex functional defined on $\mathscr{A}$. Let $y \in \mathscr{D}_{\infty} \cap \mathscr{A}$ and $h \in \mathscr{T}$. Suppose that the Gateaux differential $\partial \phi / \partial h(y)$ exists. Then $\partial \phi / \partial h(y) \geqq 0$.

Proof. Since $\mathscr{A}$ is open, $y+\theta h \in \mathscr{A}$ for all sufficiently small $\theta$. Furthermore, for sufficiently small positive $\theta, y+\theta h \geqq^{m} y$ from Lemma 2.3. Hence $\phi(y+\theta h) \geqq \phi(y)$ and

$$
\begin{aligned}
\frac{\partial \phi}{\partial h}(y) & =\lim _{\theta \downarrow 0} \frac{1}{\theta}[\phi(y+\theta h)-\phi(y)] \\
& \geqq 0 .
\end{aligned}
$$

To show that this condition is also sufficient, which is the content of the main theorem, Theorem 2.10 of this section, we need the following lemmas.

Lemma 2.6. Let $\mathscr{A}$ be a convex subset of $L_{1}(0,1)$. Let $\phi$ be a functional defined on an open set containing $\mathscr{A}$. Let $\partial \phi / \partial h(y) \geqq 0$ for $y \in \mathscr{A}$ and $h \in \mathscr{T}$. Then $y_{1}, y_{2} \in \mathscr{A}$ and $y_{2}-y_{1} \in \mathscr{T}$ imply that $\phi\left(y_{2}\right) \geqq \phi\left(y_{1}\right)$.

Proof. Let $h=y_{2}-y_{1} \in \mathscr{T}$. For $\theta \in[0,1]$, define

$$
y_{\theta}=y_{1}+\theta\left(y_{2}-y_{1}\right)=\theta y_{2}+(1-\theta) y_{1}
$$

and

$$
\psi(\theta)=\phi\left(y_{\theta}\right) .
$$

Note that $y_{\theta}$ is in $\mathscr{A}$. Now,

$$
\begin{aligned}
\frac{d}{d \theta} \psi(\theta) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}[\psi(\theta+\varepsilon)-\psi(\theta)] \\
& =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[\phi\left(y_{\theta}+\varepsilon h\right)-\phi\left(y_{\theta}\right)\right] \\
& =\frac{\partial \phi}{\partial h}\left(y_{\theta}\right) \geqq 0 \quad \text { for } 0 \leqq \theta \leqq 1
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\phi\left(y_{2}\right)-\phi\left(y_{1}\right) & \geqq \int_{0}^{1} \frac{d}{d \theta} \psi(\theta) d \theta \\
& =\int_{0}^{1} \frac{\partial \phi}{\partial h}\left(y_{\theta}\right) d \theta \geqq 0 .
\end{aligned}
$$

In the next lemma, we show that if $y_{1}, y_{2}$ are step functions such that $y_{2} \geqq^{u} y_{1}$, then $y_{2}-y_{1}$ can be written as the sum of functions in $\mathscr{T}$.

Lemma 2.7. Let $y_{1}, y_{2}$ be step functions on $(0,1)$ such that $y_{2} \geqq^{u} y_{1}$. Then there exist $h_{1}, \cdots, h_{N}$ in $\mathscr{T}$ such that

$$
\begin{equation*}
y_{2}=y_{1}+\sum_{i=1}^{N} h_{i} . \tag{2.1}
\end{equation*}
$$

Proof. There is nothing to prove if $y_{1}=y_{2}$.
Let $y_{1} \neq y_{2}$. Since $y_{1}$ and $y_{2}$ are step functions, there is an integer $n \geqq 2$, such that

$$
y_{2}(t)-y_{1}(t)=\sum_{i=1}^{n} a_{i} I_{\left(c_{i}, d_{i}\right)}(t) \quad \text { where } a_{i} \neq 0,
$$

$\left(c_{i}, d_{i}\right)$ are disjoint intervals and $0 \leqq c_{1}<d_{1}<\cdots<c_{n}<d_{n} \leqq 1$. Note that $y_{2} \geqq{ }^{u} y_{1}$ implies that $a_{1}>0$ and $a_{n}<0$. We will prove that (2.1) holds with $N \leqq n-1$, by an induction on $n$.

Note that the lemma is immediate when $n=2$. Assume that the lemma is true for $n=2, \cdots, k-1$. We will now prove that the lemma holds for $n=k$. Let $a_{j}$ be the first negative term such that either $a_{j+1}>0$ or $j=k$. Define a function in $\mathscr{T}$ by

$$
h=a_{1} I_{\left(c_{1}, c_{1}^{\prime}\right)}+a_{j} I_{\left(d_{j}^{\prime}, d_{j}\right)},
$$

where $c_{1}^{\prime} \leqq d_{1}$ and $d_{j}^{\prime} \geqq c_{j}$ are chosen so that $a_{1}\left(c_{1}^{\prime}-c_{1}\right)+a_{j}\left(d_{j}=d_{j}^{\prime}\right)=0$ and one of the following holds:

1) $c_{1}^{\prime}=d_{1}$ and $d_{j}^{\prime}=c_{j}$ if $a_{1}\left(d_{1}-c_{1}\right)+a_{j}\left(d_{j}-c_{j}\right)=0$,
2) $c_{1}^{\prime}<d_{1}$ and $d_{j}^{\prime}=c_{j}$ if $a_{1}\left(d_{1}-c_{1}\right)+a_{j}\left(d_{j}-c_{j}\right)>0$,
3) $c_{1}^{\prime}=d_{1}$ and $d_{j}^{\prime}>c_{j}$ if $a_{1}\left(d_{1}-c_{1}\right)+a_{j}\left(d_{j}-c_{j}\right)<0$.

We will now establish that $y_{2} \geqq^{u} y_{1}+h$ by showing that $\int_{0}^{s}\left(y_{2}-y_{1}-h\right) \geqq 0$ for all $0<s \leqq 1$. Note that $h=0$ on the interval $\left(d_{j}, 1\right)$.

Let $s>d_{j}$, then $\int_{0}^{s} h=\int_{0}^{1} h=0$. Thus,

$$
\int_{0}^{s}\left(y_{2}-y_{1}-h\right)=\int_{0}^{s}\left(y_{2}-y_{1}\right) \geqq 0 .
$$

Let $0<s \leqq d_{j}$. Then either $y_{2}(t)-y_{1}(t) \geqq 0$ for all $0<t<s$ or $y_{2}(t)-y_{1}(t) \leqq 0$ for all $s<t \leqq d_{j}$, since there is only one sign change among $a_{1}, \cdots, a_{j}$ and the sign changes from positive to negative. Note that $h$ agrees with $y_{2}-y_{1}$ on the intervals $\left(c_{1}, c_{1}^{\prime}\right)$ and ( $d_{j}^{\prime}, d_{j}$ ), and that $h$ is identically zero outside these intervals.

If $y_{2}(t)-y_{1}(t) \geqq 0$ for all $0<t<s$, then $y_{2}-y_{1} \geqq h \geqq 0$ on the interval $(0, s)$. This implies that

$$
\int_{0}^{s}\left(y_{2}-y_{1}-h\right) \geqq 0
$$

If $y_{2}(t)-y_{1}(t) \leqq 0$ for all $s<t<d_{j}$, then $y_{2}-y_{1} \leqq h \leqq 0$ on the interval $\left(s, d_{j}\right)$. This implies that

$$
\begin{aligned}
\int_{0}^{s}\left(y_{2}-y_{1}-h\right) & \leqq \int_{0}^{d_{j}}\left(y_{2}-y_{1}-h\right) \\
& =\int_{0}^{d_{j}}\left(y_{2}-y_{1}\right) \\
& \geqq 0
\end{aligned}
$$

Hence we have $y_{2} \geqq^{u} y_{1}+h$. Since $y_{2}-y_{1}-h$ is a step function which takes at most $k-1$ nonzero values, it follows from the induction hypothesis that $y_{2}-y_{1}-h=\sum_{i=1}^{N} h_{i}^{\prime}$ where $h_{i}^{\prime} \in \mathscr{T}$ for $i=1, \cdots, N$, and $N \leqq k-2$. This completes the proof. $\square$

In Lemma 2.7, if we assume that $y_{1}, y_{2}$ are decreasing step functions, then the condition $y_{2} \geqq^{u} y_{1}$ is equivalent to $y_{2} \geqq^{m} y_{1}$. In addition, we can choose $y_{1}+h_{1}, y_{1}+h_{1}+$ $h_{2}, \cdots, y_{1}+\sum_{i=1}^{N-1} h_{i}$ to be decreasing functions as shown in the following lemma.

Lemma 2.8. Let $y_{1}, y_{2}$ be decreasing step functions on $(0,1)$ such that $y_{2} \geqq^{m} y_{1}$. Then there exist $h_{1}, \cdots, h_{N}$ in $\mathscr{T}$ such that

$$
\begin{align*}
& \text { (i) } y_{2}=y_{1}+\sum_{i=1}^{N} h_{i}, \text { and }  \tag{i}\\
& \text { (ii) } y_{1}+h_{1}, \cdots, y_{1}+\sum_{i=1}^{N-1} h_{i} \text { are decreasing functions. }
\end{align*}
$$

Proof. Define $h=a_{1} I_{\left(c_{1}, c_{i}^{\prime}\right)}+a_{j} I_{\left(d_{1}^{\prime}, d_{j}\right)}$ as in the proof of Lemma 2.7. We need to show that $y_{1}+h$ is decreasing. Note that

$$
y_{1}(t)+h(t)= \begin{cases}y_{2}(t) & \text { if } 0<t<c_{1}^{\prime} \\ y_{1}(t) & \text { if } c_{1}^{\prime} \leqq t \leqq d_{j}^{\prime}, \\ y_{2}(t) & \text { if } d_{j}^{\prime}<t \leqq d_{j}, \\ y_{1}(t) & \text { if } d_{j} \leqq t<1\end{cases}
$$

Since $a_{1}>0, y_{1}+h$ is decreasing on a neighborhood of $c_{1}^{\prime}$. Similarly, $a_{j}<0$ implies that $y_{1}+h$ is decreasing on a neighborhood of $d_{j}^{\prime}$. Suppose that $d_{j}<1$, then the choice of $a_{j}$ indicates that for $\varepsilon>0$ sufficiently small, $y_{2}-y_{1} \geqq 0$ on $\left(d_{j}, d_{j}+\varepsilon\right)$. Since $y_{1}+h=y_{2}$ on ( $d_{j}^{\prime}, d_{j}$ ], it follows that $y_{1}+h$ is decreasing on the interval ( $d_{j}^{\prime}, d_{j}+\varepsilon$ ). Thus $y_{1}+h$ is decreasing on the interval $(0,1)$.

Note that $h \in \mathscr{T}$ implies $y_{1}+h \geqq{ }^{u} y_{1}$. Since $y_{1}+h, y_{1}$ are decreasing functions, this is equivalent to $y_{1}+h \geqq^{m} y_{1}$. Following the same induction argument as in Lemma 2.7, we conclude that there exist $h_{1}, \cdots, h_{N}$ in $\mathscr{T}$ such that $y_{2}=y_{1}+h+\sum_{i=1}^{N} h_{i}$ and that $y_{1}+h+h_{1}, \cdots, y_{1}+h+\sum_{i=1}^{N-1} h_{i}$ are decreasing functions. This proves the lemma.

In the next theorem, we give a sufficient condition for a functional of $L_{\infty}(0,1)$ to be Schur-convex.

Theorem 2.9. Let $\mathscr{A}$ be an invariant open convex subset of $L_{\infty}(0,1)$. Let $\phi$ be a continuous functional defined on $\mathscr{A}$ such that $\phi$ is constant over functions that are equivalent in distribution. If the Gâteaux differential $\partial \phi / \partial h(y) \geqq 0$ for each $y \in \mathscr{D}_{\infty} \cap \mathscr{A}$ and $h \in \mathscr{T}$, then $\phi$ is Schur-convex on $\mathscr{A}$.

Proof. Since $\phi$ is constant over functions that are equivalent in distribution, it suffices to prove that $\phi$ is Schur-convex on $\mathscr{D}_{\infty} \cap \mathscr{A}$.

Let $y_{1}, y_{2} \in \mathscr{D}_{\infty} \cap \mathscr{A}$ be right continuous and $y_{2} \geqq^{m} y_{1}$. Let $\varepsilon>0$ be arbitrary. Then for $i=1,2$, the sets $\left\{t: y_{i}\left(t^{-}\right)-y_{i}(t)>\varepsilon\right\}$ are finite, where $y_{i}\left(t_{0}^{-}\right)=\inf _{t<t_{0}} y_{i}(t)$. Hence there exists a partition $0<a_{1}<\cdots<a_{n}<1$ such that

$$
y_{i}\left(a_{k}\right)-y_{i}\left(a_{k+1}^{-}\right)<\varepsilon, \quad i=1,2 ; \quad k=1, \cdots, n-1 .
$$

Define

$$
\begin{aligned}
y_{i \varepsilon}(t)=\frac{1}{a_{1}}\left[\int_{0}^{a_{1}} y_{i}(s) d s\right] I_{\left(0, a_{1}\right)}(t) & +\sum_{k=1}^{n-1} \frac{1}{a_{k+1}-a_{k}}\left[\int_{a_{k}}^{a_{k+1}} y_{i}(s) d s\right] I_{\left[a_{k}, a_{k+1}\right)}(t) \\
& +\frac{1}{1-a_{n}}\left[\int_{a_{n}}^{1} y_{i}(s) d s\right] I_{\left[a_{n}, 1\right)}(t), \quad i=1,2 .
\end{aligned}
$$

Then $y_{1 \varepsilon}, y_{2 \varepsilon}$ are decreasing step functions satisfying $\int_{0}^{a_{k}} y_{i \varepsilon}(s) d s=\int_{0}^{a_{k}} y_{i}(s) d s$ for $k=1, \cdots, n$. This implies $y_{2 \varepsilon} \geqq^{m} y_{1 \varepsilon}$. Since $\mathscr{A}$ is open and $\left\|y_{i}-y_{i \varepsilon}\right\|_{\infty}<\varepsilon$, for sufficiently small positive $\varepsilon, y_{1 \varepsilon}, y_{2 \varepsilon}$ are in $\mathscr{A}$.

By Lemma 2.8, $\quad y_{2 \varepsilon}-y_{1 \varepsilon}=\sum_{i=1}^{N} h_{i}$ for some $\left\{h_{1}, \cdots, h_{N}\right\} \subseteq \mathscr{T}$, where $y_{1 \varepsilon}+$ $h_{1}, \cdots, y_{1 \varepsilon}+\sum_{i=1}^{N-1} h_{i}$ are decreasing functions. The functions $y_{1 \varepsilon}+h_{1}, \cdots, y_{1 \varepsilon}+$ $\sum_{i=1}^{N-1} h_{i}$ need not be elements of $\mathscr{A}$. Since $\mathscr{A}$ is open, for sufficiently small positive $\theta$, $y_{1 \varepsilon}+\theta h_{1}, \ldots, y_{1 \varepsilon}+\theta \sum_{i=1}^{N} h_{i}$ are decreasing functions in $\mathscr{A}$ satisfying

$$
y_{1 \varepsilon}+\theta \sum_{i=1}^{N} h_{i} \geqq y_{1 \varepsilon}^{m}+\theta \sum_{i=1}^{N-1} h_{i} \stackrel{m}{\geqq} \cdots \xrightarrow{m} y_{1 \varepsilon} .
$$

It now follows from Lemma 2.6 that

$$
\phi\left(y_{1 \varepsilon}+\theta \sum_{i=1}^{N} h_{i}\right) \geqq \phi\left(y_{1 \varepsilon}+\theta \sum_{i=1}^{N-1} h_{i}\right) \geqq \cdots \geqq \phi\left(y_{1 \varepsilon}\right) .
$$

Next, we shall show that this implies $\phi\left(y_{2 \varepsilon}\right) \geqq \phi\left(y_{1 \varepsilon}\right)$. Note that we have just demonstrated that the set

$$
\Theta=\left\{0 \leqq \theta \leqq 1: \phi\left(y_{1 \varepsilon}+\theta \sum_{i=1}^{N} h_{i}\right) \geqq \phi\left(y_{1 \varepsilon}\right)\right\}
$$

is nonempty. Let $\theta_{0}=\sup \{\theta: \theta \in \Theta\}$. Since $\phi$ is continuous, we have $\phi\left(y_{1 \varepsilon}+\right.$ $\left.\theta_{0} \sum_{i=1}^{N} h_{i}\right) \geqq \phi\left(y_{1 \varepsilon}\right)$, which shows that $\theta_{0} \in \Theta$. Now suppose $\theta_{0}<1$. The preceding arguments show that for sufficiently small positive $r$,

$$
y_{1 \varepsilon}+\theta_{0} \sum_{i=1}^{N} h_{i}+r h_{1}, \cdots, y_{1 \varepsilon}+\theta_{0} \sum_{i=1}^{N} h_{1}+r \sum_{i=1}^{N} h_{i}
$$

are decreasing functions in $\mathscr{A}$ and satisfy

$$
\phi\left(y_{1 \varepsilon}+\theta_{0} \sum_{i=1}^{N} h_{i}\right) \leqq \phi\left(y_{1 \varepsilon}+\theta_{0} \sum_{i=1}^{N} h_{i}+r h_{1}\right) \leqq \cdots \leqq \phi\left(y_{1 \varepsilon}+\theta_{0} \sum_{i=1}^{N} h_{i}+r \sum_{i=1}^{N} h_{i}\right) .
$$

Thus $\theta_{0}+r \in \Theta$, which provides a contradiction to the assumption that $\theta_{0}<1$. We therefore conclude that $\theta_{0}=1$ and thus, $\phi\left(y_{2 \varepsilon}\right) \geqq \phi\left(y_{1 \varepsilon}\right)$.

Since the functional is continuous with respect to $L_{\infty}$-norm, we conclude that $\phi\left(y_{2}\right) \geqq \phi\left(y_{1}\right)$ by letting $\varepsilon \rightarrow 0$.

We now use this theorem to establish a sufficient condition for Schur-convex functional of $L_{1}(0,1)$.

Theorem 2.10. Let $\mathscr{A}$ be an invariant open convex subset of $L_{1}(0,1)$. Let $\phi$ be a continuous functional defined on $\mathscr{A}$ such that $\phi$ is constant over functions that are equivalent in distribution. If the Gâteaux differential $\partial \phi / \partial h(y) \geqq 0$ for each $y \in \mathscr{D}_{\infty} \cap \mathscr{A}$ and $h \in \mathscr{T}$, then $\phi$ is Schur-convex on $\mathscr{A}$.

Proof. Since $\phi$ is constant over functions that are equivalent in distribution, it suffices to prove that $\phi$ is Schur-convex on $\mathscr{D}_{1} \cap \mathscr{A}$.

Let $y_{1}, y_{2} \in \mathscr{D}_{1} \cap \mathscr{A}$ be right continuous and $y_{2} \geqq^{m} y_{1}$. Let $\varepsilon>0$ be arbitrary, then there exists $\delta>0$ such that

$$
\int_{0}^{\delta}\left|y_{i}(t)\right| d t<\frac{\varepsilon}{4} \quad \text { and } \quad \int_{1-\delta}^{1}\left|y_{i}(t)\right| d t<\frac{\varepsilon}{4}, \quad i=1,2 .
$$

Since the $y_{i}$ 's are in $\mathscr{D}_{1}$, they are bounded on the interval $[\delta, 1-\delta]$. Define

$$
\begin{aligned}
y_{i \varepsilon}(t)= & \frac{1}{\delta} \\
& {\left[\int_{0}^{\delta} y_{i}(s) d s\right] I_{(0, \delta)}(t)+y_{i}(t) I_{[\delta, 1-\delta]}(t) } \\
& +\frac{1}{\delta}\left[\int_{1-\delta}^{1} y_{i}(s) d s\right] I_{(1-\delta, 1)}(t), \quad i=1,2 .
\end{aligned}
$$

Then $y_{i \varepsilon} \in \mathscr{D}_{\infty}, i=1,2$ and $y_{2 \varepsilon} \geqq^{m} y_{1 \varepsilon}$. We also have

$$
\left\|y_{i \varepsilon}-y_{i}\right\|_{1}=\int_{0}^{\delta}\left|y_{i \varepsilon}-y_{i}\right|+\int_{1-\delta}^{1}\left|y_{i \varepsilon}-y_{i}\right| \leqq \varepsilon, \quad i=1,2 .
$$

Hence, for sufficiently small $\varepsilon, y_{i \varepsilon} \in \mathscr{D}_{\infty} \cap \mathscr{A}$. Since $\phi$ is also $L_{\infty}$-continuous on $\mathscr{A} \cap$ $L_{\infty}(0,1)$, it now follows from Theorem 2.9 that $\phi\left(y_{2 \varepsilon}\right) \geqq \phi\left(y_{1 \varepsilon}\right)$. Since $\phi$ is a continuous functional, we obtain that $\phi\left(y_{2}\right) \geqq \phi\left(y_{1}\right)$ by letting $\varepsilon \rightarrow 0$. This completes the proof.

The following lemma is used to prove Theorem 2.12, which is an analogue of Theorem 2.10 for functionals on $L_{1}(0,1)$ which are nondecreasing with respect to the ordering of unrestricted majorization.

Lemma 2.11. Let $y_{1}, y_{2} \in L_{1}(0,1)$ such that $y_{2} \geqq^{u} y_{1}$. For each $\varepsilon>0$, there exists a partition $0<a_{1}<\cdots<a_{n}<1$ such that the step functions defined by

$$
\begin{aligned}
y_{i \varepsilon}(t)=\frac{1}{a_{1}} \int_{0}^{a_{1}}\left[y_{i}(s) d s\right] I_{\left(0, a_{1}\right)}(t) & +\sum_{k=1}^{n-1} \frac{1}{a_{k+1}-a_{k}}\left[\int_{a_{k}}^{a_{k+1}} y_{i}(s) d s\right] I_{\left[a_{k}, a_{k+1}\right)}(t) \\
& +\frac{1}{1-a_{n}}\left[\int_{a_{n}}^{1} y_{i}(s) d s\right] I_{\left[a_{n}, 1\right)}(t), \quad i=1,2,
\end{aligned}
$$

satisfy the following:
(i) $\left\|y_{i \varepsilon}-y_{i}\right\|_{1}<\varepsilon, i=1,2$, and
(ii) $y_{2 \varepsilon} \geqq^{u} y_{1 \varepsilon}$.

Proof. Note that if $y_{1}, y_{2}$ are continuous functions on the interval [ 0,1 ], then (i) follows from the uniform continuity of $y_{1}$ and $y_{2}$. If $y_{i}$ 's are not continuous on [ 0,1 , we first approximate $y_{i}$ 's by continuous functions $x_{i}$ on $[0,1]$ such that $\left\|y_{i}-x_{i}\right\|_{1}<\varepsilon / 3$,
$i=1,2$. Next, we find a partition $0<a_{1}<\cdots<a_{n}<1$ such that the step functions defined by

$$
\begin{aligned}
x_{i \varepsilon}(t)=\frac{1}{a_{1}}\left[\int_{0}^{a_{1}} x_{i}(s) d s\right] I_{\left(0, a_{1}\right)}(t) & +\sum_{k=1}^{n-1} \frac{1}{a_{k+1}-a_{k}}\left[\int_{a_{k}}^{a_{k+1}} x_{i}(s) d s\right] I_{\left[a_{k}, a_{k+1}\right)}(t) \\
& +\frac{1}{1-a_{n}}\left[\int_{a_{n}}^{1} x_{i}(s) d s\right] I_{\left[a_{n}, 1\right)}(t), \quad i=1,2
\end{aligned}
$$

satisfy $\left\|x_{i \varepsilon}-x_{i}\right\|_{1}<\varepsilon / 3$.
Now, define the step functions $y_{1 \varepsilon}, y_{2 \varepsilon}$ by

$$
\begin{aligned}
y_{i \varepsilon}(t)=\frac{1}{a_{1}}\left[\int_{0}^{a_{1}} y_{i}(s) d s\right] I_{\left(0, a_{1}\right)}(t) & +\sum_{k=1}^{n-1} \frac{1}{a_{k+1}-a_{k}}\left[\int_{a_{k}}^{a_{k+1}} y_{i}(s) d s\right] I_{\left[a_{k}, a_{k+1}\right)}(t) \\
& +\frac{1}{1-a_{n}}\left[\int_{a_{n}}^{1} y_{i}(s) d s\right] I_{\left[a_{n}, 1\right)}(t), \quad i=1,2 .
\end{aligned}
$$

Then

$$
\begin{aligned}
\left\|y_{i \varepsilon}-x_{i \varepsilon}\right\|_{1} & =\left|\int_{0}^{a_{1}}\left[y_{i}(s)-x_{i}(s)\right] d s\right|+\sum_{k=1}^{n-1}\left|\int_{a_{k}}^{a_{k+1}}\left[y_{i}(s)-x_{i}(s)\right] d s\right| \\
& \quad+\left|\int_{a_{n}}^{1}\left[y_{i}(s)-x_{i}(s)\right] d s\right| \\
& \leqq\left\|x_{i}-y_{i}\right\|_{1}, \quad i=1,2 .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left\|y_{i}-y_{i \varepsilon}\right\|_{1} & \leqq\left\|y_{i}-x_{i}\right\|_{1}+\left\|x_{i}-x_{i \varepsilon}\right\|_{I}+\left\|x_{i \varepsilon}-y_{i \varepsilon}\right\|_{1} \\
& \leqq \frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\frac{\varepsilon}{3}=\varepsilon, \quad i=1,2 .
\end{aligned}
$$

This proves the first part of the lemma.
Let $y_{2} \geqq^{u} y_{1}$. Then for any partition $0<a_{1}<\cdots<a_{n}<1$, the step functions $y_{i \varepsilon}$, $y_{2 \varepsilon}$ satisfy that $y_{2 \varepsilon} \geqq^{u} y_{1 \varepsilon}$. This proves (ii).

Theorem 2.12. Let $\mathscr{A}$ be an open convex subset of $L_{1}(0,1)$ and let $\phi$ be a continuous functional on $\mathscr{A}$ such that the Gâteaux differentials $\partial \phi / \partial h(y) \geqq 0$ for $y \in \mathscr{A}$ and $h \in \mathscr{T}$. Then $y_{1}, y_{2} \in \mathscr{A}$ and $y_{2} \geqq^{u} y_{1}$ imply that $\phi\left(y_{2}\right) \geqq \phi\left(y_{1}\right)$.

Proof. We shall first prove the theorem for step functions. Let $y_{1}, y_{2}$ be step functions in $\mathscr{A}$ and $y_{2} \geqq^{u} y_{1}$. Then by Lemma 2.7, $y_{2}-y_{1}=\sum_{i=1}^{N} h_{i}$ for some $\left\{h_{1}, \cdots, h_{N}\right\} \subseteq \mathscr{T}$. Since $\mathscr{A}$ is open, for sufficiently small positive $\theta, y_{1}+\theta h_{1}, \cdots, y_{1}+$ $\theta \sum_{i=1}^{N} h_{i}$ are functions in $\mathscr{A}$ and satisfy

$$
y_{1}+\theta \sum_{i=1}^{N} h_{i} \geqq y_{1}+\theta \sum_{i=1}^{N-1} h_{i} \geqq \supseteq \cdots y_{1}+\theta h_{1} \geqq y_{1} .
$$

It now follows from Lemma 2.6 that $\phi\left(y_{1}+\theta \sum_{i=1}^{N} h_{i}\right) \geqq \cdots \geqq \phi\left(y_{1}+\theta h_{1}\right) \geqq \phi\left(y_{1}\right)$. Define $\Theta=\left\{0 \leqq \theta \leqq 1: \phi\left(y_{1}+\theta \sum_{i=1}^{N} h_{i}\right) \geqq \phi\left(y_{i}\right)\right\}$ and $\theta_{0}=\sup \{\theta: \theta \in \Theta\}$. Following the same argument as in the proof of Theorem 2.9, we can show that $\theta_{0}=1$. Hence,

$$
\phi\left(y_{2}\right)=\phi\left(y_{1}+\sum_{i=1}^{N} h_{i}\right) \geqq \phi\left(y_{1}\right) .
$$

In general, let $y_{1}, y_{2} \in L_{1}(0,1)$ and $y_{2} \geqq^{u} y_{1}$. Let $\varepsilon>0$. By Lemma 2.11 there exist step functions $y_{1 \varepsilon}, y_{2 \varepsilon}$ such that $\left\|y_{i \varepsilon}-y_{i}\right\|_{1}<\varepsilon$ for $i=1,2$ and $y_{2 \varepsilon} \geqq^{u} y_{1 \varepsilon}$. Since $\mathscr{A}$ is open, for sufficiently small $\varepsilon, y_{1 \varepsilon}, y_{2 \varepsilon}$ are functions in $\mathscr{A}$. Thus $\phi\left(y_{2 \varepsilon}\right) \geqq \phi\left(y_{1 \varepsilon}\right)$. Since $\phi$ is continuous, we conclude that $\phi\left(y_{2}\right) \geqq \phi\left(y_{1}\right)$ by letting $\varepsilon \rightarrow 0$.
3. Applications. The inequality given in Theorem 1.4 can be reformulated as the statement that the functional defined by

$$
\phi(x)=\int_{0}^{1} \log \left[\int_{0}^{1} u(t)^{x(s)} d t\right] d s
$$

is Schur-convex. By Theorem 2.10, this is equivalent to the condition $\partial \phi / \partial h(x) \geqq 0$ for all $x \in \mathscr{D}_{\infty}, \forall h \in \mathscr{T}$. This condition can be verified as follows.

Using Holder's inequality, we note that the function $M(\alpha)=\log \|u\|_{\alpha}^{\alpha}$ is convex in $\alpha$, and thus

$$
M^{\prime}(\alpha)=\frac{\int_{0}^{1} u(t)^{\alpha} \log u(t) d t}{\int_{0}^{1} u(t)^{\alpha} d t}
$$

is increasing in $\alpha$. Let $x \in \mathscr{D}_{\infty}$ and $h \in \mathscr{T}$; then both $x$ and $h$ are functions decreasing on their supports, and $\int_{0}^{1} h(t) d t=0$. This implies that

$$
\frac{\partial \phi}{\partial h}(x)=\int_{0}^{1}\left[\frac{\int_{0}^{1} u(t)^{x(s)} \log u(t) d t}{\int_{0}^{1} u(t)^{x(s)} d t}\right] h(s) d s \geqq 0 .
$$

More generally, we can replace the function $u(t)^{x(s)}$ by functions of the form $\psi(t, z)$ which are log convex in $z$ for fixed $t$. This is the result of Proschan and Sethuraman [8], which we will state below.

Theorem 3.1. Let the function $\psi(t, z)$ on $(0,1) \times(-\infty, \infty)$ be a log convex function in $z$ for fixed $t$, and the partial derivative $\psi_{2}(t, z)=\partial / \partial z \psi(t, z)$ exists. Also let $\sup _{|z| \leqslant k} \psi(t, z)$ belong to $L_{1}(0,1)$ for each $k<\infty$. For any bounded measurable function $x$ on ( 0,1 ), define

$$
M_{\psi}(x)=\int_{0}^{1} \log \left[\int_{0}^{1} \psi(t, x(s)) d t\right] d s
$$

Then $M_{\psi}$ is Schur-convex.
Proof. It follows from Artin's theorem [1] that the positive linear combination $\int_{0}^{1} \psi(t, z) d t$ is log convex in $z$. Let $x \in \mathscr{D}_{\infty}$ and $h \in \mathscr{T}$, then

$$
\frac{\partial M_{\psi}}{\partial h}(x)=\int_{0}^{1}\left[\frac{\int_{0}^{1} \psi_{2}(t, x(s)) d t}{\int_{0}^{1} \psi(t, x(s)) d t}\right] h(s) d s \geqq 0,
$$

which implies that $M_{\psi}$ is Schur-convex.
Next, we shall study an application of unrestricted majorization to peakedness ordering of symmetric distributions.

Let $X$ and $Y$ be random variables possessing densities symmetric about zero. According to the definition of peakedness given by Birnbaum [2], $\boldsymbol{X}$ is more peaked than $Y$, ( $X \geqq^{p} Y$ in symbols $)$, if $P(X \leqq t) \geqq P(Y \leqq t)$ for all $t \geqq 0$. Let $f$ and $g$ be the densities of $X$ and $Y$ respectively. Then the condition $X \geqq^{p} Y$ is equivalent to $f>^{u} g$ on the interval $(0, \infty)$.

Birnbaum [2] showed that under appropriate conditions, $X_{1} \geqq^{p} Y_{1}$ and $X_{2} \geqq^{P} Y_{2}$ imply that $X_{1}+X_{2} \geqq^{P} Y_{1}+Y_{2}$. This result can be obtained by considering certain order preserving functionals. We first introduce some simplifying notations.

For $s>0$, define

$$
\chi_{s}(x)=I(|x|<s)
$$

and, for a symmetric function $h$, define

$$
\begin{aligned}
h(s, x) & =\left(h * \chi_{s}\right)(x) \\
& =\int h(x-y) \chi_{s}(y) d y
\end{aligned}
$$

and

$$
\begin{aligned}
h(s, 0) & =\int h(-y) \chi_{s}(y) d y \\
& =\int h(y) \chi_{s}(y) d y
\end{aligned}
$$

Note that

$$
h(s, x)= \begin{cases}\frac{1}{2}[h(x+s, 0)-h(x-s, 0)] & \text { if } s<x, \\ \frac{1}{2}[h(x+s, 0)+h(-x+s, 0)] & \text { if }-s \leqq x \leqq s, \\ \frac{1}{2}[h(-x+s, 0)-h(-x-s, 0)] & \text { if } x<-s .\end{cases}
$$

We need the following lemma.
Lemma 3.2. Let $\mathscr{C}=\{h: h$ symmetric and $h(s, 0) \geqq 0$ for all $s>0\}$. Let $g$ be symmetric and decreasing on $(0, \infty)$. Then $h * g \in \mathscr{C}$ for all $h \in \mathscr{C}$, i.e., $\left(h * g * \chi_{s}\right)(0) \geqq 0$ for $h \in \mathscr{C}$ and $s>0$.

Proof. Let $h \in \mathscr{C}$ and $s>0$. Then

$$
\begin{aligned}
&\left(h * g * \chi_{s}\right)(0)= \int\left(h * \chi_{s}\right)(x) g(-x) d x \\
&= \int h(s, x) g(-x) d x \\
&= \frac{1}{2}\left\{\int_{x>s}[h(x+s, 0)-h(x-s, 0)] g(x) d x\right. \\
&+\int_{-s \leqq x \leqq s}[h(x+s, 0)-h(-x+s, 0)] g(x) d x \\
&\left.+\int_{x<-s}[h(-x+s, 0)-h(-x-s, 0)] g(x) d x\right\} \\
&= \frac{1}{2}\left[\int_{x>-s} h(x+s, 0) g(x) d x+\int_{x<s} h(-x+s, 0) g(x) d x\right. \\
&\left.\quad-\int_{x<-s} h(-x-s, 0) g(x) d x-\int_{x>s} h(x-s, 0) g(x) d x\right]
\end{aligned}
$$

Let $y=x+s$ in the first integral, $y=-x+s$ in the second integral, $y=-x-s$ in the third integral and $y=x-s$ in the fourth integral. We get

$$
\begin{aligned}
\left(h * g * \chi_{s}\right)(0)= & \frac{1}{2}
\end{aligned} \quad\left[\int_{y>0} h(y, 0) g(y-s) d y+\int_{y>0} h(y, 0) g(-y+s) d y\right] .
$$

By the symmetry of $g$,

$$
\left(h * g * \chi_{s}\right)(0)=\int_{y>0} h(y, 0)[g(y-s)-g(y+s)] d y .
$$

Since $h(y, 0) \geqq 0$ for all $y>0$, and $g(y-s)-g(y+s) \geqq 0$ for $y>0$ and $s>0$, we conclude that $\left(h * g * \chi_{s}\right)(0) \geqq 0$.

We may now obtain the following result.
Theorem 3.3. Let $X_{1}, X_{2}, Y_{1}, Y_{2}$ be independent symmetric random variables on $(-1,1)$ with densities $f_{1}, f_{2}, g_{1}, g_{2}$, respectively. Let $f_{1}, g_{2}$ be nonincreasing on $(0,1)$. Let $X_{i} \geqq^{P} Y_{i}$ for $i=1,2$. Then $X_{1}+X_{2} \geqq^{P} Y_{1}+Y_{2}$.

Proof. We will first establish that $X_{1}+X_{2} \geqq^{P} X_{1}+Y_{2}$.
Fix $f_{1}$. For each $f \in L_{1}(0,1)$, let $f_{S}$ be the symmetric function on $(-1,1)$ defined by

$$
f_{S}(t)=f(|t|)
$$

For each $s>0$, define a functional on $L_{1}(0,1)$ by

$$
\phi_{s}(f)=\iint I\left(\left|x_{1}+x_{2}\right| \leqq s\right) f_{1}\left(x_{1}\right) f_{S}\left(x_{2}\right) d x_{1} d x_{2}
$$

Let $T(0,1)$ be the class of nonnegative functions $u$ on $(0,1)$ with $\int_{0}^{1} u(t) d t=\frac{1}{2}$. Note that for $f \in T(0,1)$,

$$
\phi_{s}(f)=P\left(\left|X_{1}+Z\right| \leqq s\right),
$$

where $X_{1}, Z$ are independent random variables with densities $f_{1}, f_{S}$ respectively.
We shall show that for each $s>0, \phi_{s}$ is nondecreasing with respect to the ordering of unrestricted majorization on $T(0,1)$. Let $s>0$. Let $f \in T(0,1)$ and $h \in \mathscr{T}$. Then,

$$
\begin{aligned}
\frac{\partial \phi_{s}}{\partial h}(f)= & \lim _{\theta \rightarrow 0} \frac{1}{\theta} \iint I\left(\left|x_{1}+x_{2}\right| \leqq s\right) \\
& \cdot\left\{f_{1}\left(x_{1}\right)\left[f_{S}\left(x_{2}\right)+\theta h_{S}\left(x_{2}\right)\right]-f_{1}\left(x_{1}\right) f_{S}\left(x_{2}\right)\right\} d x_{1} d x_{2} \\
= & \iint I\left(\left|x_{1}+x_{2}\right| \leqq s\right) f_{1}\left(x_{1}\right) h_{S}\left(x_{2}\right) d x_{1} d x_{2} \\
= & \left(f_{1} * h_{S} * \chi_{s}\right)(0) .
\end{aligned}
$$

Since $h \in \mathscr{T}, h_{S}(t, 0) \geqq 0$ for all $t>0$. By Lemma 3.2, $\left(f_{1} * h_{S} * \chi_{s}\right)(0) \geqq 0$. It now follows from Theorem 2.12 that $\phi_{s}$ is nondecreasing with respect to the ordering of unrestricted majorization on $T(0,1)$.

Note that $X_{2} \geqq^{P} Y_{2}$ implies that $f_{2} \geqq^{u} g_{2}$ when these are considered as elements of $T(0,1)$. We now have

$$
\begin{aligned}
P\left(\left|X_{1}+X_{2}\right| \leqq s\right) & =\phi_{s}\left(f_{2}\right) \\
& \geqq \phi_{s}\left(g_{2}\right) \\
& =P\left(\left|X_{1}+Y_{2}\right| \leqq s\right) \quad \text { for all } s>0 .
\end{aligned}
$$

Thus $X_{1}+X_{2} \geqq^{P} X_{1}+Y_{2}$. Similarly, we can establish that $X_{1}+Y_{2} \geqq^{P} Y_{1}+Y_{2}$. Hence $X_{1}+X_{2} \geqq^{P} Y_{1}+Y_{2}$.
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#### Abstract

We prove uniqueness of the limit cycle for generic perturbations of a planar integrable vectorfield which arises in the unfolding of a system of two linear uncoupled nonresonant oscillators.
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1. Introduction. Consider a system of ordinary differential equations in $\mathbb{R}^{n}, n \geqq 2$, and suppose that the origin is a nonhyperbolic equilibrium. If the linear part of the vectorfield is doubly degenerate then, after reduction to a center manifold, it takes one of the forms [2], [6], [8]

$$
A_{1}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad A_{3}=\left(\begin{array}{rccc}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & \omega \\
0 & 0 & -\omega & 0
\end{array}\right) .
$$

The unfolding of $A_{1}$ has been given by Arnold [1], Bogdanov [3] and Takens [12]. The unfoldings of $A_{2}$ and $A_{3}$ are still far from complete. Partial results have been obtained by Langford [10] and Iooss and Langford [9]. Their methods are restricted to the analysis of planar vectorfields. In these planar vectorfields a global Hopf bifurcation occurs (see Guckenheimer and Holmes [8]). The main mathematical difficulty is to prove the uniqueness of the limit cycle for generic perturbations.

In the case of the singularity $A_{2}$ this has been done by Carr, Chow and Hale [5], Sanders and Cushman [11] and Zholondek [13]. Only the last paper solves the problem without any restriction.

The singularity $A_{3}$ leads to the study of generic perturbations of the planar Hamiltonian vectorfield with Hamiltonian function $H(x, y)=x^{p} y^{q}(1-x-y)$. Most important, one wants to prove the uniqueness of limit cycles for these perturbed vectorfields.

The method of proof was taken from Carr, Chow and Hale [5]; the proof in this paper may seem to be rather ad hoc at first sight, but we have extended it in a more general setting, which as a bonus has produced a sharper result in the original problem [7].

On the one hand, our method seems to work only in the case $p=q$ where the family of curves is hyperelliptic. On the other hand, at least part of this work depends only on that fact and consequently will be useful in other bifurcation problems, for instance in problems with more than one parameter, too.

Zholondek [14] proves the uniqueness of limit cycles by a priori estimates without restriction on $p$ and $q$.

We will not attempt to relate the results to the behaviour of the original fourdimensional system, because the expected homoclinic phenomenon leads to quite complex behaviour (see [4]).

[^54]In § 2 we show how to obtain the relevant equations in the plane and we discuss the unperturbed vectorfield in the symmetric case. The proof of the uniqueness of periodic orbits reduces to proving monotonicity of a certain function, which is the ratio of two Abelian integrals. In this section we also give a sketch of the proof of the uniqueness result.

In § 4 we give all the details of the proof.
2. Formulation of the problem. Consider a singularity of type $A_{3}$. In order to classify the behaviour of nearby vectorfields we look at the vectorfield in $\mathbb{R}^{4}$ given by

$$
\begin{equation*}
\dot{v}=\tilde{A} v+G(v) \tag{2.1}
\end{equation*}
$$

where

$$
\tilde{A}=\left(\begin{array}{rccc}
\alpha & 1 & 0 & 0 \\
-1 & \alpha & 0 & 0 \\
0 & 0 & \beta & \omega \\
0 & 0 & -\omega & \beta
\end{array}\right),
$$

$\alpha, \beta \in \mathbb{R}$ are small parameters, $\omega \in \mathbb{R}, G$ is smooth and of higher order in $v$. We will assume the nonresonance condition: $\omega \neq 0, \pm 1, \pm 2, \pm 3$. If one introduces polar coordinates

$$
\begin{array}{ll}
v_{1}=r_{1} \cos \theta_{1}, & v_{3}=r_{2} \cos \theta_{2}, \\
v_{2}=-r_{1} \sin \theta_{1}, & v_{4}=-r_{2} \sin \theta_{2},
\end{array}
$$

then (2.1) is equivalent to

$$
\begin{align*}
& \dot{r}_{1}=\alpha r_{1}+R_{1}\left(\theta_{1}, \theta_{2}, r_{1}, r_{2}\right), \\
& \dot{r}_{2}=\beta r_{2}+R_{2}\left(\theta_{1}, \theta_{2}, r_{2}, r_{2}\right), \\
& \dot{\theta}_{1}=1+\Theta_{1}\left(\theta_{1}, \theta_{2}, r_{1}, r_{2}\right),  \tag{2.2}\\
& \dot{\theta}_{2}=\omega+\Theta_{2}\left(\theta_{1}, \theta_{2}, r_{1}, r_{2}\right)
\end{align*}
$$

where each function is $2 \pi$-periodic in $\theta_{1}$ and $\theta_{2}$. After third order averaging one obtains the vectorfield

$$
\begin{align*}
& \dot{r}_{1}=r_{1}\left(\alpha+c r_{1}^{2}+d r_{2}^{2}\right)+\cdots, \\
& \dot{r}_{2}=r_{2}\left(\beta+e r_{1}^{2}+f r_{2}^{2}\right)+\cdots, \\
& \dot{\theta}_{1}=1+\cdots,  \tag{2.3}\\
& \dot{\theta}_{2}=\omega+\cdots,
\end{align*}
$$

where the dots indicate higher order terms and $c, d, e, f$ are real constants. We will ignore the higher order terms and analyze the planar autonomous system

$$
\begin{equation*}
\dot{r}_{1}=r_{1}\left(\alpha+c r_{1}^{2}+d r_{2}^{2}\right), \quad \dot{r}_{2}=r_{2}\left(\beta+e r_{1}^{2}+f r_{2}^{2}\right) . \tag{2.4}
\end{equation*}
$$

Substituting $r_{1}^{2}=x$ and $r_{2}^{2}=y$ and rescaling time we obtain the polynomial vectorfield

$$
\begin{equation*}
\dot{x}=x(\alpha+c x+d y), \quad \dot{y}=y(\beta+e x+f y) . \tag{2.5}
\end{equation*}
$$

First we look for those values of the constants for which the system becomes integrable. More precisely, if we use the rescalings

$$
t=\bar{t} p / \beta, \quad y=-\beta / f \bar{y}, \quad x=\frac{-\beta(p+1)}{e p} \bar{x}
$$

and we replace $\bar{t}, \bar{y}, \bar{x}$ by $t, y, x$, respectively, then (2.5) becomes

$$
\begin{equation*}
\dot{x}=p x(\tilde{\alpha}+\tilde{c} x+\tilde{d} y), \quad \dot{y}=p y\left(1-\frac{p+1}{p} x-y\right), \tag{2.6}
\end{equation*}
$$

for some constants $\tilde{a}, \tilde{c}$ and $\tilde{d}$. If we use the integration factor $|x|^{p-1}|y|^{q-1}$, (2.6) is integrable with first integral

$$
\begin{equation*}
H=|x|^{p}|y|^{q}(1-x-y), \tag{2.7}
\end{equation*}
$$

provided we choose

$$
\tilde{\alpha}=-\frac{q}{p}, \quad \tilde{c}=\frac{q}{p}, \quad \tilde{d}=\frac{q+1}{p} .
$$

In all of what follows we will assume (for purely technical reasons) that $p=q$.
Under this symmetry hypothesis the integrable system (2.6) becomes

$$
\begin{align*}
& \dot{x}=p x\left(-1+x+\frac{p+1}{p} y\right), \\
& X_{p}:  \tag{2.8}\\
& \dot{y}=p y\left(1-\frac{p+1}{p} x-y\right) .
\end{align*}
$$

Figure 1 gives the various phase portraits of the one-parameter family of vectorfields $X_{p}$ depending on the value of $p$.

For $p \in\left(-\frac{1}{2}, \infty\right) \backslash\{0\}$ we see that $X_{p}$ has periodic orbits.
For computational convenience we introduce new coordinates $u$ and $v$ defined by

$$
x=u+v, \quad y=u-v .
$$

The induced Hamiltonian vectorfield $X_{H}$ is

$$
\begin{equation*}
\dot{u}=p v(-1+2 u), \quad \dot{v}=p u\left(-1+\frac{2 p+1}{p} u\right)-v^{2} \tag{2.9}
\end{equation*}
$$

with Hamiltonian function

$$
\begin{equation*}
H=\left(u^{2}-v^{2}\right)^{p}(1-2 u) \tag{2.10}
\end{equation*}
$$

For $\varepsilon_{1}, \varepsilon_{2}$ small, consider the vectorfield $Y_{\varepsilon}$, given by

$$
\begin{equation*}
\dot{u}=p v(-1+2 u), \quad \dot{v}=p u\left(-1+\frac{2 p+1}{p} u\right)-v^{2}+\varepsilon_{1} v+\varepsilon_{2} u^{2} v \tag{2.11}
\end{equation*}
$$

which is a non-Hamiltonian perturbation of $X_{H}$. Any other cubic perturbation can by partial integration be shown to lead to a fractional linear transformation of the quotient $\tilde{Q}$ (to be defined in the sequel) and therefore preserves monotonicity results. The derivative of $H$ along the integral curves of $Y_{\varepsilon}$ is

$$
\begin{aligned}
\dot{H}=\frac{\partial H}{\partial u} \dot{u}+\frac{\partial H}{\partial v} \dot{v} & =2\left(\left(\varepsilon_{1} v+\varepsilon_{2} u^{2} v-\dot{v}\right) \dot{u}+\dot{u} \dot{v}\right)\left(u^{2}-v^{2}\right)^{p-1} \\
& =2\left(\varepsilon_{1} v+\varepsilon_{2} u^{2} v\right)\left(u^{2}-v^{2}\right)^{p-1} \dot{u} .
\end{aligned}
$$



Fig. 1. Phase portraits of $X_{p}$.
It is not difficult to show (Carr, Chow and Hale [5], Chow and Hale [6]) that a necessary and sufficient condition for an orbit $\Gamma\left(\varepsilon_{1}, \varepsilon_{2}\right)$ of (2.11) to be periodic is that

$$
\int_{\Gamma} \dot{H} d t=0
$$

in other words

$$
\varepsilon_{1} \int_{\Gamma} v\left(u^{2}-v^{2}\right)^{p-1} d u+\varepsilon_{2} \int_{\Gamma} u^{2} v\left(u^{2}-v^{2}\right)^{p-1} d u=0
$$

Next it is shown that if $\varepsilon_{1} / \varepsilon_{2}$ is in the range of the strictly monotone function $\tilde{Q}(h)$, (2.11) has, for $\varepsilon_{1}, \varepsilon_{2}$ small enough, precisely one periodic orbit, where

$$
\begin{equation*}
\tilde{Q}(h)=\frac{\int_{\gamma(h)} u^{2} v\left(u^{2}-v^{2}\right)^{p-1} d u}{\int_{\gamma(h)} v\left(u^{2}-v^{2}\right)^{p-1} d u} \tag{2.12}
\end{equation*}
$$

Here $\gamma(h)$ is a periodic orbit of the unperturbed vectorfield. More precisely $\gamma(h)$ is a smooth compact connected component of the level set $H^{-1}(h)$. When $p>0, h$ takes values in the set $\left(0, h_{H}\right)$ and when $-\frac{1}{2}<p<0, h$ takes values in the set $\left(h_{H}, \infty\right)$ where

$$
\begin{equation*}
h_{H}=\left[\left(\frac{p}{2 p+1}\right)^{2}\right]^{p} \frac{1}{2 p+1} . \tag{2.13}
\end{equation*}
$$

In other words, $h_{H}$ is the value of $H$ where the periodic orbit arises from the center. $\gamma(h)$ is sketched in Fig. 2.


Fig. 2. Sketch of the level sets of $H^{-1}(h)$.
In § 4 we will prove the monotonicity of $\tilde{Q}(h)$. This result is a first step in verifying the bifurcation diagrams given in Guckenheimer and Holmes [8].

Definition 2.1. For $-\frac{1}{2}<p<0(p>0)$ let $I_{p}$ denote the interval $\left[h_{H}, \infty\right)\left(\left[0, h_{H}\right]\right)$. The following result is the main theorem of this paper.
Theorem 2.1. For $p \in\left(-\frac{1}{2}, \infty\right) \backslash\{0\}, \tilde{Q}(h)$ is strictly monotone.
Sketch of the proof. For $n \in \mathbb{N} \cup\{0\}$ and $m \in \mathbb{N} \cup\{-1,0\}$ let

$$
\delta_{m}^{n}(h)=\int_{\gamma(h)} \frac{u^{n} v^{m}}{(1-2 u)^{p-1 / p}} d u .
$$

It is clear from (2.10), (2.12) that

$$
\tilde{Q}(h)=\delta_{1}^{2} / \delta_{1}^{0} .
$$

In Lemma 4.3 we show that $\delta_{1}^{0}$ and $\delta_{1}^{1}$ are related by $\delta_{1}^{1}=p /(2 p+1) \delta_{1}^{0}$. Therefore in place of $\tilde{Q}$ we may equally well consider

$$
Q(h)=\delta_{1}^{2} / \delta_{1}^{1}=\frac{2 p+1}{p} \tilde{Q}(h) .
$$

Lemma 4.4 states that $\delta_{1}^{2}, \delta_{1}^{1}$ satisfy an inhomogeneous nonautonomous linear differential equation:

$$
2 p h \dot{\delta}_{1}^{1}=\delta_{1}^{1}-\delta_{-1}^{3}, \quad 2 p h \dot{\delta}_{1}^{2}=-\frac{2 p}{2 p+1} \delta_{1}^{1}+\frac{6 p+2}{2 p+1} \delta_{1}^{2}-\frac{p}{2 p+1} \delta_{-1}^{3} .
$$

These equations fit into the framework of the next section. We can apply Theorem 2.1 for $p \in\left(-\frac{1}{3}, \infty\right) \backslash\{0\}$ directly to obtain a priori bounds for $Q(h)$. For $-\frac{1}{2}<p \leqq-\frac{1}{3}$ we will have to add some more arguments to obtain:

$$
\begin{aligned}
& \left.\begin{array}{l}
p \in(0, \infty) \\
h \in\left[0, h_{H}\right]
\end{array}\right\} \Rightarrow \frac{3 p}{6 p+2}=Q(0) \geqq Q(h) \geqq Q\left(h_{H}\right)=\frac{p}{2 p+1}, \\
& \left.\begin{array}{l}
p \in\left(-\frac{1}{3}, 0\right) \\
h \in\left[h_{H}, \infty\right)
\end{array}\right\} \Rightarrow \frac{p}{2 p+1}=Q\left(h_{H}\right) \geqq Q(h) \geqq \frac{3 p}{6 p+2}=Q(\infty), \\
& \left.\begin{array}{l}
p \in\left(-\frac{1}{2},-\frac{1}{3}\right] \\
h \in\left[h_{H}, \infty\right)
\end{array}\right\} \Rightarrow \frac{p}{2 p+1}=Q\left(h_{H}\right) \geqq Q(h)>-\infty=Q(\infty) .
\end{aligned}
$$

Using these bounds on $Q$ we prove that the second derivative of $Q$ is of one sign at critical points of $Q$. More precisely, in Theorem 3.3 we prove that $\dot{Q}=0$ implies that

$$
\frac{h \delta_{1}^{1}}{p /(2 p+1)-Q} \bar{Q}=h \bar{\delta}_{1}^{1}+\left(1-\frac{h \dot{\delta}_{1}^{1}}{\delta_{1}^{1}}\right) \dot{\delta}_{1}^{1} .
$$

The hardest part of the argument is Lemma 4.6, where we prove the inequality $\operatorname{sign}(p)\left\{h \ddot{\delta}_{1}^{1}+\left(1-\left(h \dot{\delta}_{1}^{1} / \delta_{1}^{1}\right)\right) \dot{\delta}_{1}^{1}\right\}<0$ at critical points. Consequently, $\operatorname{sign}(p) \ddot{Q}>0$ at points where $\dot{Q}$ vanishes. This shows that $Q$ is monotone.
3. A useful framework. In this section we explain some of the structure behind the computations in the paper of Carr, Chow and Hale [5]. We formulate two theorems which apply to both the problem considered in [5] as well as to ours.

Assume that $\alpha_{0}, \alpha_{1}, q$ and $R$ are real valued smooth functions, defined on $I=$ [ $h_{0}, h_{1}$ ), $h_{0} \in \mathbb{R}, h_{0}<h_{1} \leqq \infty$. Furthermore suppose that on $I$ the differential equations

$$
\begin{equation*}
q \dot{\alpha}_{0}=a \alpha_{0}+b \alpha_{1}+e R, \quad q \dot{\alpha}_{1}=c \alpha_{0}+d \alpha_{1}+f R \tag{3.1}
\end{equation*}
$$

where

$$
a, b, c, d, e, f \in \mathbb{R}
$$

hold. Let

$$
Q=\alpha_{1} / \alpha_{0}, \quad \Delta_{1}=a f-e c, \quad \Delta_{2}=e d-b f, \quad \Delta_{3}=a d-b c .
$$

Then we have
Theorem 3.1. Suppose that the following conditions hold:

$$
\begin{equation*}
\alpha_{1}\left(h_{0}\right)=\alpha_{0}\left(h_{0}\right)=0, \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
e \neq 0, \quad \Delta_{2} \neq 0, \quad \frac{f}{e}-\frac{\Delta_{1}}{\Delta_{2}} \neq 0, \quad R\left(h_{0}\right) \neq 0 \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{h \rightarrow h_{1}} Q(h)=\Delta_{1} / \Delta_{2} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{sign}\left\{q(h) \frac{\dot{\alpha}_{0}(h)}{\alpha_{0}(h)}\right\} \neq \operatorname{sign} \frac{\Delta_{2}}{e} \text { on } I, \tag{iv}
\end{equation*}
$$ $Q(h)$ is bounded on $I$,

then,
( $\alpha$ )

$$
Q\left(h_{0}\right)=f / e,
$$

$$
\left.\forall h \in I: \quad \min (f / e), \Delta_{1} / \Delta_{2}\right) \leqq Q(h) \leqq \max \left(f / e, \Delta_{1} / \Delta_{2}\right) .
$$

Proof. To prove $(\alpha)$ observe that

$$
Q\left(h_{0}\right)=\frac{\alpha_{1}\left(h_{0}\right)}{\alpha_{0}\left(h_{0}\right)}=\frac{\dot{\alpha}_{1}\left(h_{0}\right)}{\dot{\alpha}_{0}\left(h_{0}\right)}=\frac{q\left(h_{0}\right) \dot{\alpha}_{1}\left(h_{0}\right)}{q\left(h_{0}\right) \dot{\alpha}_{0}\left(h_{0}\right)}=\frac{f}{e} .
$$

Suppose that for some $\bar{h} \in I, \dot{Q}(\bar{h})=0$. Then at $h=\bar{h}$

$$
\begin{equation*}
q \frac{\dot{\alpha}_{0}}{\alpha_{0}}\left(Q-\frac{f}{e}\right)=\frac{\Delta_{2}}{e}\left(Q-\frac{\Delta_{1}}{\Delta_{2}}\right), \tag{3.2}
\end{equation*}
$$

which follows from

$$
q \frac{\dot{\alpha}_{0}}{\alpha_{0}} Q=q \frac{\dot{\alpha}_{1}}{\alpha_{0}}=c+d Q+\frac{f}{e}\left(q \frac{\dot{\alpha}_{0}}{\alpha_{0}}-a-b Q\right) .
$$

Combining (3.2) with (iii) - (v) gives ( $\beta$ ).
Remark. The third hypothesis in the theorem is equivalent to

$$
\lim _{h \rightarrow h_{1}} q(h) \dot{\alpha}_{i}(h)=0, \quad i=1,2 .
$$

It will be useful to have an expression for $\dot{Q}\left(h_{0}\right)$ in terms of the coefficients in the right-hand side of (3.1). This is given in the next lemma. We omit the proof.

Lemma 3.2. Suppose that $q\left(h_{0}\right) \neq 0, e \neq 0$, then

$$
2 q\left(h_{0}\right) \dot{Q}\left(h_{0}\right)=-b\left(\frac{f}{e}\right)^{2}+(d-a) \frac{f}{e}+c .
$$

The next theorem gives an expression for the second derivative of $Q$ at a critical point of $Q$.

Theorem 3.3. Suppose that for some $\bar{h} \in I, \dot{Q}(\bar{h})=0$. Furthermore suppose that $e \neq 0, f / e \neq \Delta_{1} / \Delta_{2}$. Then at $h=\bar{h}$ :

$$
\frac{q \alpha_{0}}{f / e-Q} \ddot{Q}=q \ddot{\alpha}_{0}+\left(\dot{q}-\frac{q \dot{\alpha}_{0}}{\alpha_{0}}\right) \dot{\alpha}_{0} .
$$

Proof. We will assume that all relations given above are evaluated at $h=\bar{h}$. To keep the notation simple we will suppress the argument $\bar{h}$. From (3.1) we infer that

$$
q \ddot{\alpha}_{0}=(a-\dot{q}) \dot{\alpha}_{0}+\dot{b} \alpha_{1}+e \dot{R}, \quad q \ddot{\alpha}_{1}=c \dot{\alpha}_{0}+(d-\dot{q}) \dot{\alpha}_{1}+f \dot{R} .
$$

Thus after eliminating $\dot{R}$ we obtain

$$
q \ddot{\alpha}_{1}=c \dot{\alpha}_{0}+(d-\dot{q}) \dot{\alpha}_{1}+\frac{f}{e}\left(q \ddot{\alpha}_{0}-(a-\dot{q}) \dot{\alpha}_{0}-b \dot{\alpha}_{1}\right) .
$$

Because $\dot{Q}=0$ both the relations

$$
\dot{\alpha}_{0} Q=\dot{\alpha}_{1}, \quad \ddot{\alpha}_{0} Q+\alpha_{0} \ddot{Q}=\ddot{\alpha}_{1},
$$

hold. Straightforward calculation gives:

$$
\begin{aligned}
q \alpha_{0} \ddot{Q} & =-q \ddot{\alpha}_{0} Q+q \ddot{\alpha}_{1} \\
& =-q \ddot{\alpha}_{0} Q+c \dot{\alpha}_{0}+(d-\dot{q}) \dot{\alpha}_{0} Q+\frac{f}{e} q \ddot{\alpha}_{0}-\frac{a f}{e} \dot{\alpha}_{0}+\frac{f}{e} \dot{q} \dot{\alpha}_{0}-\frac{b f}{e} \dot{\alpha}_{0} Q \\
& =q\left(\frac{f}{e}-Q\right) \ddot{\alpha}_{0}+\frac{\dot{\alpha}_{0}}{e}\left(-\Delta_{1}+f \dot{q}+\left(\Delta_{2}-\dot{q} e\right) Q\right) .
\end{aligned}
$$

Dividing by $f / e-Q$ gives

$$
\begin{equation*}
\frac{q \alpha_{0}}{f / e-Q} \ddot{Q}=q \ddot{\alpha}_{0}+\dot{\alpha}_{0}\left\{\frac{f \dot{q}-\Delta_{1}+\left(\Delta_{2}-\dot{q} e\right) Q}{f / e-Q}\right\} . \tag{3.3}
\end{equation*}
$$

If we define $\beta=q \dot{\alpha}_{0} / \alpha_{0}$ then (3.2) reads $Q\left(e \beta-\Delta_{2}\right)=\beta f-\Delta_{1}$. Plugging this relation into the right-hand side of (3.3) gives the desired result.
4. Monotonicity. In this section we will fill in the details of the sketch of the proof of Theorem 2.1. To do this we derive a differential equation for $\delta_{1}^{2}, \delta_{1}^{1}$ which fits into the framework of the previous section.

For $n \in \mathbb{N} \cup\{0\}$ and $m \in \mathbb{N} \cup\{-1,0\}$ let

$$
\begin{equation*}
\delta_{m}^{n}(h)=\int_{\gamma(h)} \frac{u^{n} v^{m}}{(1-2 u)^{p-1 / p}} d u, \tag{4.1}
\end{equation*}
$$

where $\gamma(h)$ is as in (2.12). From (2.10) and (2.12) we have

$$
\begin{equation*}
\tilde{Q}(h)=\delta_{1}^{2} / \delta_{1}^{0} . \tag{4.2}
\end{equation*}
$$

The next two lemmas give a recursion relation and a differential equation which are satisfied by the functions $\delta_{m}^{n}$.

Lemma 4.1. Let $(m+3) / 2 \in \mathbb{N}$ and $n \in \mathbb{N} \cup\{0\}$, then

$$
R(m, n): \quad m(2 p+1) \delta_{m-2}^{n+2}=m p \delta_{m-2}^{n+1}+(m-2 p n-2) \delta_{m}^{n}+p n \delta_{m}^{n-1} .
$$

Proof. Differentiate (2.10) with respect to $u$ to obtain

$$
\begin{equation*}
0=p u-(2 p+1) u^{2}+v^{2}-p v \frac{\partial v}{\partial u}(1-2 u) \tag{4.3}
\end{equation*}
$$

Multiplying this identity with $u^{n} v^{m-2} /(1-2 u)^{p-1 / p}$ and integrating along $\gamma(h)$ yields

$$
0=p \delta_{m-2}^{n+1}-(2 p+1) \delta_{m-2}^{n+2}+\delta_{m}^{n}-p \int(1-2 u)^{1 / p} u^{n} v^{m-1} d v
$$

Integrating the last integral by parts gives

$$
\begin{aligned}
-\frac{p}{m} \int(1-2 u)^{1 / p} u^{n} d v^{m} & =\frac{p}{m} \int \frac{d}{d u}\left\{(1-2 u)^{1 / p} u^{n}\right\} v^{m} d u \\
& =-\frac{2}{m} \int(1-2 u)^{1 / p-1} u^{n} v^{m} d u+\frac{p n}{m} \int(1-2 u)^{1 / p} u^{n-1} v^{m} d u \\
& =-\frac{2}{m} \int \frac{u^{n} v^{m}}{(1-2 u)^{p-1 / p}} d u+\frac{p n}{m} \int \frac{(1-2 u) u^{n-1} v^{m}}{(1-2 u)^{p-1 / p}} d u
\end{aligned}
$$

Therefore, by definition of $\boldsymbol{\delta}_{\boldsymbol{m}}^{\boldsymbol{n}}$

$$
0=p \delta_{m-2}^{n+1}-(2 p+1) \delta_{m-2}^{n+2}+\delta_{m}^{n}-\frac{2}{m} \delta_{m}^{n}+\frac{p n}{m} \delta_{m}^{n-1} .
$$

Multiplying this result by $m$ gives the desired result.
Lemma 4.2. Let $m, n \in \mathbb{N} \cup\{0\}$, then

$$
2 p h \frac{d}{d h} \delta_{m}^{n}=m\left(\delta_{m}^{n}-\delta_{m-2}^{n+2}\right) .
$$

Proof. Introducing the value of $H$ in (2.10) as a variable and differentiating (2.10) with respect to $h$ gives

$$
\begin{equation*}
\frac{\partial v}{\partial h}=\frac{v^{2}-u^{2}}{2 p v h} . \tag{4.4}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\frac{d}{d h} \delta_{m}^{n} & =\frac{d}{d h} \int_{\gamma(h)} \frac{u^{n} v^{m}}{(1-2 u)^{p-1 / p}} d u \\
& =m \int_{\gamma(h)} \frac{u^{n} v^{m-1}}{(1-2 u)^{p-1 / p}} \frac{\partial v}{\partial h} d u=\frac{m}{2 p h} \int_{\gamma(h)} \frac{u^{n} v^{m-2}}{(1-2 u)^{p-1 / p}}\left(v^{2}-u^{2}\right) d u \\
& =\frac{m}{2 p h}\left(\delta_{m}^{n}-\delta_{m-2}^{n+2}\right) .
\end{aligned}
$$

Lemma 4.3. $p /(2 p+1) \delta_{1}^{0}=\delta_{1}^{1}$.

Proof. Combining Lemma 4.2 with $R(1,1)$ gives

$$
\begin{aligned}
& 2 p h \frac{d}{d h} \delta_{1}^{0}=\delta_{1}^{0}-\delta_{-1}^{2}, \\
& 2 p h \frac{d}{d h} \delta_{1}^{1}=-\frac{p}{2 p+1} \delta_{1}^{0}+2 \delta_{1}^{1}-\frac{p}{2 p+1} \delta_{-1}^{2} .
\end{aligned}
$$

Therefore,

$$
2 p h \frac{d}{d h}\left(\frac{p}{2 p+1} \delta_{1}^{0}-\delta_{1}^{1}\right)=2\left(\frac{p}{2 p+1} \delta_{1}^{0}-\delta_{1}^{1}\right)
$$

At $h=h_{H}$ both $\delta_{1}^{0}$ and $\delta_{1}^{1}$ vanish. This implies the result.
Lemma 4.4. Let $R=R(h)=-\delta_{-1}^{3}$. Then

$$
\begin{align*}
& 2 p h \frac{d}{d h} \delta_{1}^{1}=\delta_{1}^{1}+R \\
& 2 p h \frac{d}{d h} \delta_{1}^{2}=-\frac{2 p}{2 p+1} \delta_{1}^{1}+\frac{6 p+2}{2 p+1} \delta_{1}^{2}+\frac{p}{2 p+1} R \tag{4.5}
\end{align*}
$$

Proof. Combine Lemma 4.2 with $R(2,1), R(1,1)$.
To simplify notation we will write

$$
\alpha_{0}=\delta_{1}^{1}, \quad \alpha_{1}=\delta_{1}^{2}
$$

Note that the differential equation (4.5), which $\alpha_{0}, \alpha_{1}$ satisfy, fits into the framework of the previous section with $q(h)=2 p h$. As in $\S 2$ the quotient of $\alpha_{1}$ and $\alpha_{0}$ will be denoted by $Q$.

The next lemma gives some useful properties of $\alpha_{0}$ and $Q$.
Lemma 4.5. (See Definition 2.1 for $I_{p}$ ).
(i) For $h \in I_{p}, \operatorname{sign}(p) \alpha_{0}(h) \geqq 0$;
(ii) for $h \in I_{p}, \dot{\alpha}_{0}(h) \leqq 0$;
(iii) $\operatorname{sign}(p) \frac{d}{d h} Q\left(h_{H}\right)>0 ;$
(iv) for each $p \in(0, \infty)$ and $h \in\left[0, h_{H}\right]$ :

$$
\frac{3 p}{6 p+2}=Q(0) \geqq Q(h) \geqq Q\left(h_{H}\right)=\frac{p}{2 p+1}
$$

(v) for each $p \in\left(-\frac{1}{3}, 0\right)$ and $h \in\left[h_{H}, \infty\right)$ :

$$
\frac{p}{2 p+1}=Q\left(h_{H}\right) \geqq Q(h) \geqq \frac{3 p}{6 p+2}=Q(\infty)
$$

(vi) for each $p \in\left(-\frac{1}{2},-\frac{1}{3}\right]$ and $h \in\left[h_{H}, \infty\right)$ :

$$
\frac{p}{2 p+1}=Q\left(h_{H}\right) \geqq Q(h) \geqq-\infty=Q(\infty) ;
$$

(vii) suppose that $\dot{Q}(\bar{h})=0$ for some $\bar{h} \in I_{p}$, then at $h=\bar{h}$ :

$$
\begin{equation*}
\frac{\bar{h} \alpha_{0}}{(p / 2 p+1)-Q} \ddot{Q}=\bar{h} \ddot{\alpha}_{0}+\left(1-\frac{\bar{h} \dot{\alpha}_{0}}{\alpha_{0}}\right) \dot{\alpha}_{0} . \tag{4.6}
\end{equation*}
$$

Proof. Recall the definition of $\alpha_{0}$ :

$$
\alpha_{0}=\int_{\gamma(h)} \frac{u v}{(1-2 u)^{p-1 / p}} d u
$$

where $\gamma(h)$ is the level curve $H^{-1}(h), h \in I_{p}$ (see Fig. 2). Observe that $\operatorname{sign}(u)=$ $\operatorname{sign}(p), 1-2 u \geqq 0$. This gives (i). By Lemma 4.2

$$
2 p h \dot{\alpha}_{0}(h)=\int_{\gamma(h)} \frac{u\left(v^{2}-u^{2}\right)}{v(1-2 u)^{p-1 / p}} d u
$$

On $\gamma(h), v^{2}-u^{2} \leqq 0$. This gives (ii). Combining Lemma 3.2 with Lemma 4.4 gives (iii).
When $p>0$,

$$
\begin{aligned}
\delta_{1}^{n}(0) & =2 \int_{0}^{1 / 2} \frac{u^{n+1}}{(1-2 u)^{p-1 / p}} d u=\left(\frac{1}{2}\right)^{n+1} \int_{0}^{1} u^{n+1} \frac{1}{(1-u)^{p-1 / p}} d u \\
& =\left(\frac{1}{2}\right)^{n+1} B(n+2,1 / p) .
\end{aligned}
$$

Therefore $Q(0)=3 p /(6 p+2)=\Delta_{1} / \Delta_{2}$. The fact that the value of $Q$ at the Hopf point $h_{H}$ equals $p /(2 p+1)$ is a consequence of Stokes' theorem. Consequently when $p>0$ all the hypotheses of Theorem 3.1 are satisfied and therefore (iv) holds.

Suppose that $-\frac{1}{2}<p<0$ and let $u_{ \pm}(h)$ be the two real roots of the equation $u^{2}(1-2 u)^{1 / p}=h^{1 / p}$. Then

$$
\delta_{1}^{n}(h)=2 \int_{u_{-}(h)}^{u_{+}(h)} \frac{u^{n} \sqrt{u^{2}-\left(h^{1 / p} /(1-2 u)^{1 / p}\right)}}{(1-2 u)^{p-1 / p}} d u .
$$

Observe that $\left.\int_{-\infty}^{0} u^{n}(1-2 u)^{1 / p}=\left(\frac{1}{2}\right)^{n+1}(-1)^{n} B(n+1),-1 / p-n-1\right)$, which is convergent for $-1 / p>n+1>0$. Furthermore, $u_{-}(h), u_{+}(h)$ goes to $-\infty, 0$, respectively, as $h$ goes to infinity. Thus we conclude that

$$
\lim _{h \rightarrow \infty} Q(h)= \begin{cases}-\infty, & -\frac{1}{2}<p \leqq-\frac{1}{3} \\ \frac{3 p}{6 p+2}=\frac{\Delta_{1}}{\Delta_{2}}, & -\frac{1}{3}<p<0\end{cases}
$$

So (v) is a consequence of Theorem 3.1. For the values of $p$ between $-\frac{1}{2}$ and $-\frac{1}{3}$ we cannot directly apply Theorem 3.1. In this case we argue as follows. For $-\frac{1}{2}<p<-\frac{1}{3}$ we know that $\dot{Q}(h)=0$ implies that (compare (3.2))

$$
\begin{equation*}
(Q-p / 2 p+1)=\frac{6 p+2}{2 p+1} \frac{\alpha_{0}}{2 p h \dot{\alpha}_{0}}\left(Q-\frac{3 p}{6 p+2}\right) \tag{*}
\end{equation*}
$$

where $((6 p+2) /(2 p+1))\left(\alpha_{0} / 2 p h \dot{\alpha}_{0}\right)>0$. Suppose that $Q(\bar{h})>p / 2 p+1$ for some $\bar{h}>$ $h_{H}$. Then as $Q(\infty)=-\infty$ and $Q \leqq 0$ there exists a $\overline{\bar{h}}>h_{H}$ such that $0 \geqq Q(\overline{\bar{h}}) \geqq p / 2 p+1$ and $\dot{Q}(\bar{h})=0$. But this contradicts $(*)$. If $p=-\frac{1}{3}$ then (3.2) reads: $\dot{Q}(\bar{h})=0$ implies that

$$
(Q-p / 2 p+1)=--\frac{\alpha_{0}}{2 p h \dot{\alpha}_{0}} \frac{3 p}{2 p+1} .
$$

Thus the same reasoning as above leads to the desired result. This completes (vi). The last assertion is a direct consequence of Theorem 3.3.

It is our goal to show that the right-hand side of (4.6) is sign definite. To reach this goal we introduce a function $J(h)$ which serves a twofold purpose. First, $J(h)$ gives an $h$-dependent estimate of the quotient $h \dot{\alpha}_{0} / \alpha_{0}$; and second, $J(h)$ gives rise to an integral representation for $\ddot{\alpha}_{0}$.

Lemma 4.6. Suppose that $\dot{Q}(\bar{h})=0$ for some $\bar{h} \in I$. Then, at $h=\bar{h}, \operatorname{sign}(p)\left\{\bar{h} \ddot{\alpha}_{0}+\right.$ $\left.\left(1-\left(\bar{h} \dot{\alpha}_{0} / \alpha_{0}\right)\right) \dot{\alpha}_{0}\right\}<0$.

Corollary 4.7. Suppose that $\overline{\mathrm{h}}$ is defined as in the lemma. Then

$$
\operatorname{sign}(p) \ddot{Q}(\bar{h})>0 .
$$

Proof of the corollary. Combine Lemma 4.6 with (4.6).
Therefore, when Lemma 4.6 is proved, all the details in the proof of Theorem 2.1 have been given. Only very interested readers will appreciate the lengthy argument needed to establish Lemma 4.6.

Proof of Lemma 4.6.
Step 1. Let

$$
\begin{equation*}
J(h)=\int_{\gamma(h)}\left\{v^{2}(1-2 u)^{1 / p}-X(h)\right\} \frac{u v}{(1-2 u)^{p-1 / p}} d u, \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
X(h)=\max _{\gamma(h)} v^{2}(1-2 u)^{1 / p} . \tag{4.8}
\end{equation*}
$$

$J$ has some useful properties.

$$
\begin{equation*}
\operatorname{sign}(p) J(h) \leqq 0, \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\dot{J}(h) \geqq 0, \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\dot{J}(h)=-\left(h^{1 / p} / 2 p h\right) \alpha_{0}-X(h) \dot{\alpha}_{0} . \tag{iii}
\end{equation*}
$$

(i) is clear from the definition of $J$. By construction of $J$ the factor inside the curly brackets is independent of $h$. More precisely, from (2.10) and (4.8) it follows that

$$
\begin{equation*}
v^{2}(1-2 u)^{1 / p}-X(h)=u^{2}(1-2 u)^{1 / p}-C(p) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
C(p)=\left(\frac{p}{2 p+1}\right)^{2}\left(\frac{1}{2 p+1}\right)^{1 / p}=\max _{u \in \gamma(h)} u^{2}(1-2 u)^{1 / p} \tag{4.10}
\end{equation*}
$$

Therefore the derivative of $J$ is

$$
\begin{equation*}
\dot{J}=\frac{1}{2 p h} \int_{\gamma(h)}\left\{v^{2}(1-2 u)^{1 / p}-X(h)\right\} \frac{u\left(v^{2}-u^{2}\right)}{v(1-2 u)^{p-1 / p}} d u, \tag{4.11}
\end{equation*}
$$

and so (ii) is clear. To obtain (iii) we replace $\left(v^{2}-u^{2}\right)(1-2 u)^{1 / p}$ by $-h^{1 / p}$ in the first term of the right-hand side of (4.11). As a consequence we get

$$
\begin{equation*}
\operatorname{sign}(p)\left\{h \ddot{\alpha}_{0}+\left(1-\frac{h \dot{\alpha}_{0}}{\alpha_{0}}\right) \dot{\alpha}_{0}\right\} \leqq \operatorname{sign}(p)\left\{h \ddot{\alpha}_{0}+\left(1+\frac{h^{1 / p}}{2 p X(h)}\right) \dot{\alpha}_{0}\right\} . \tag{4.12}
\end{equation*}
$$

Step 2. Before we compute the second derivative of $J$ to obtain an integral representation for $\ddot{\alpha}_{0}$ we integrate $J$ by parts as follows: From (4.3), (4.7) and (4.9) we may write

$$
\begin{equation*}
J=\int \frac{u^{2}(1-2 u)^{1 / p}-C}{\left((2 p+1) u^{2}-p u\right)(1-2 u)^{p-1 / p}} u v^{2}\left(v-p v \frac{\partial v}{\partial u}(1-2 u)\right) d u . \tag{4.13}
\end{equation*}
$$

Let

$$
\varphi(u)=\frac{u^{2}(1-2 u)^{1 / p}-C}{((2 p+1) u-p u)(1-2 u)^{p-1 / p}} .
$$

Then integrating (4.13) by parts gives

$$
\begin{equation*}
J=\int \mathscr{F}(u) v^{3} d u \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}(u)=(1-2 p / 3) \varphi(u)+p / 3 \dot{\varphi}(u)(1-2 u) . \tag{4.15}
\end{equation*}
$$

The integral representation (4.14) differs in an essential way from the one given by (4.7). Because $v$ is raised to the power three in (4.14), we may differentiate $J$ twice without running into troubles with divergent integrals.

Step 3. We will prove that

$$
\begin{align*}
h \ddot{\alpha}_{0}+\left(1+\frac{h^{1 / p}}{2 p X(h)}\right) \dot{\alpha}_{0}= & \frac{1}{4 p^{2} h X(h)}\left\{\int_{\gamma(h)} \frac{\left(v^{2}-u^{2}\right) u}{v(1-2 u)\left((2 p+1) u^{2}-p u\right)^{2}}\right\} \\
& \cdot\left[2 C u^{2}(1-2 u)^{1 / p}((2 p+1) u-p)^{2}\right.  \tag{4.16}\\
& \left.\quad+3 h^{1 / p} \frac{\mathscr{F}(u)}{u}\left((2 p+1) u^{2}-p u\right)^{2}(1-2 u)^{p-1 / p}\right] d u .
\end{align*}
$$

From the definition of $J$ we obtain

$$
2 p h X(h) \ddot{\alpha}_{0}=(1-1 / p) \frac{h^{1 / p}}{h} \alpha_{0}+h^{1 / p} \dot{\alpha}_{0}-2 p h \ddot{J} .
$$

Consequently,

$$
\begin{aligned}
h \ddot{\alpha}_{0}+\left(1+\frac{h^{1 / p}}{2 p X(h)}\right) \dot{\alpha}_{0} & =\frac{1}{2 p X(h)}\left\{(1-1 / p) \frac{h^{1 / p}}{h} \alpha_{0}+\left(2 p X(h)+2 h^{1 / p}\right) \dot{\alpha}_{0}-2 p h \ddot{J}\right\} \\
& =\frac{1}{2 p X(h)}\left\{\left(2 X(h)+2 h^{1 / p}\right) \dot{\alpha}_{0}+2 \dot{J}-2 p \dot{J}-2 p h \ddot{J}\right\} .
\end{aligned}
$$

In the last step we have expressed $\alpha_{0}$ in terms of $\dot{\alpha}_{0}$ and $\dot{J}$ using property (iii) of $J$ (Step 1). Differentiating (4.13) twice and inserting the result in the above identity gives (4.16). This completes Step 3.

Step 4. We will prove that the integrand in (4.16) is sign definite. Let

$$
\begin{equation*}
P_{3}(u)=((2 p+1) u-p)^{2}, \quad W(u)=(1-2 u)^{1 / p}, \quad V(u)=u^{2} W \tag{4.17}
\end{equation*}
$$

and let

$$
\begin{equation*}
I=2 C V P_{3}+3 h^{1 / p} \mathscr{F}(u) u P_{3} W^{p-1} \tag{4.18}
\end{equation*}
$$

then (4.16) reads

$$
\begin{equation*}
h \ddot{\alpha}_{0}+\left(1+\frac{h^{1 / p}}{2 p X(h)}\right) \dot{\alpha}_{0}=\frac{1}{4 p^{2} X(h)} \int_{\gamma(h)} \frac{\left(v^{2}-u^{2}\right) u}{v(1-2 u)\left((2 p+1) u^{2}-p u\right)^{2}} I(u) d u \tag{4.19}
\end{equation*}
$$

Observe that on $\gamma(h)$

$$
\begin{equation*}
\operatorname{sign}\left\{\frac{\left(v^{2}-u^{2}\right) u}{v(1-2 u)\left((2 p+1) u^{2}-p u\right)^{2}}\right\}=-\operatorname{sign}(p) \tag{4.20}
\end{equation*}
$$

If we let

$$
\begin{aligned}
& P_{1}(u)=(-2 p-1) u^{2}+\left(2 p^{2}+p\right) u-p^{2} \\
& P_{2}(u)=\left(-8 p^{2}-6 p-1\right) u^{2}+\left(6 p^{2}-3 p\right) u-p^{2}
\end{aligned}
$$

then by a straightforward computation it follows that

$$
3 \mathscr{F}(u) u P_{3} W^{p-1}=V P_{1}+C P_{2} .
$$

Consequently we may rewrite (4.18) as

$$
I=2 C V P_{3}+h^{1 / p} V P_{1}+h^{1 / p} C P_{2} .
$$

We can still simplify this expression by observing that the relation $P_{1}+P_{2}=-2 P_{3}$ holds, which enables us to rewrite $I$ as

$$
\begin{equation*}
I=2 C P_{3}\left(V-h^{1 / p}\right)+h^{1 / p} P_{1}(V-C(p)) . \tag{4.21}
\end{equation*}
$$

This relation is nice because on $\gamma(h)$ both $V-h^{1 / p}$ and $C-V$ are positive (see (2.10), (4.10)). We will finish the last step by proving:

Proposition. For $p>-\frac{1}{2}$ and $u \in\left(-\infty, \frac{1}{2}\right], P_{1}(u) \leqq 0$.
Recall that

$$
P_{1}(u)=(-2 p-1) u^{2}+\left(2 p^{2}+p\right) u-p^{2} .
$$

Thus for $p>-\frac{1}{2}, p_{1}$ has a global maximum at $u=p / 2$, and $P_{1}(p / 2)=$ $\left(p^{2} / 4(2 p+1)\right)\left(p+\frac{1}{2}\right)(4 p-6)$. Therefore, for $p \in\left(-\frac{1}{2}, \frac{2}{3}\right), P_{1}$ is nonpositive on $\mathbb{R} . P_{1}\left(\frac{1}{2}\right)=-\frac{1}{4}$ and for $p>\frac{2}{3}$ the maximum of $P_{1}$ lies to the right of $\frac{1}{2}$. This proves the proposition.

Combining this with (4.21) finishes the last step.
Note. After the completion of this manuscript, the authors received a paper of Zholondek [14] which deals with the same problem. His methods differ completely from ours and he solves the problem without any restriction.
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# PERIODIC ORBITS IN SLOWLY VARYING OSCILLATORS* 
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#### Abstract

We develop a global perturbation technique for the study of periodic orbits in threedimensional, time dependent and independent, perturbations of planar Hamiltonian differential equations. We give existence, stability and bifurcation theorems and illustrate our results with examples that exhibit saddle-node and Hopf bifurcations of periodic orbits.
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1. Introduction. In this and the following paper we develop tools for the study of periodic and homoclinic orbits occurring in a class of third order systems that arise in mechanical and other applications. We call these systems slowly varying oscillators; they take the general form

$$
\left.\begin{array}{rl}
\dot{x} & =f_{1}(x, y, z)+\varepsilon g_{1}(x, y, z, t ; \boldsymbol{\mu})  \tag{1.1}\\
\dot{y} & =f_{2}(x, y, z)+\varepsilon g_{2}(x, y, z, t ; \boldsymbol{\mu}) \\
\dot{z} & =\varepsilon g_{3}(x, y, z, t ; \boldsymbol{\mu})
\end{array}\right\} \text { or } \dot{\mathbf{q}}=\mathbf{f}(\mathbf{q})+\varepsilon \mathbf{g}_{\mu}(\mathbf{q}, t)
$$

where the $g_{i}$ are $T$-periodic in $t$ and depend upon parameter $(\mathrm{s}) \boldsymbol{\mu} \in \mathbb{R}^{k}$. Additional structural assumptions on the unperturbed and perturbed phase spaces are given in § 2.

Earlier work on systems with slowly varying parameters includes that of Baker et al. [1971] and Marzec and Spiegel [1980], who pointed out that "strange attractors" similar to the Hénon attractor (Hénon [1976]) apparently arise from the Poincaré maps of such systems. In particular, Marzec and Spiegel [1980] studied two systems with fourth order potentials, similar to (1.2), below. Robinson [1983] and Robbins [1979] also worked on three-dimensional systems with a slow dependent variable; in fact the famous Lorenz model (Lorenz [1963]) can be put into such a form for high Rayleigh numbers (also see Sparrow [1982]). However, our immediate reason for studying such systems is that they occur as models of simple nonlinear elastic structures subject to feedback control when there is a nonnegligible time constant in the control process. (In a "rigid" control system the parameter $\varepsilon$ would be very large, so that a singularly perturbed system would result.) See Sparrow [1981], Holmes [1983], [1985], and Moon and Rand [1984] for examples.

An example of such a system is the Duffing equation with slowly varying stiffness and weak linear dissipation:

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=x-x^{3}-z-\varepsilon \delta y,  \tag{1.2}\\
& \dot{z}=\varepsilon(-\alpha z+g(x, y)),
\end{align*}
$$

[^55]where $g$ is a feedback control function. F. Moon's numerical integration of a fifth order system similar in form to (1.2) revealed chaotic solutions that appear to wind back and forth among a set of unstable periodic orbits, the shapes of which approximate those of certain orbits of the corresponding unperturbed Hamiltonian system. Baker et al. [1971] had made similar observations considerably earlier.

Our main analytical tool is a three-dimensional generalization of the computational method of Melnikov [1963]. The method utilizes the integrable structure of the unperturbed phase space as a framework on which to construct tools for the analysis of the perturbed phase space. See Greenspan and Holmes [1983] and Guckenheimer and Holmes [1983, Chap. 4] for details of the two-dimensional theory. Generalizations to $2 n$-dimensional Hamiltonian systems have been made (Holmes and Marsden [1982a], [1982b], [1983]), as well as to homoclinic orbits for general $n$-dimensional systems (Gruendler [1985]).

The paper is organized as follows: in § 2 we describe the geometrical structure of the phase space and thus motivate our construction of the Melnikov functions. In § 3 we show that zeros of Melnikov functions imply the existence of periodic orbits; in $\S \S 4$ and 5 we give stability and bifurcation results. In § 6 we illustrate our results with two examples. In the companion paper (Wiggins and Holmes [1987]) we consider the related problem of homoclinic orbits in slowly varying oscillators. Although, for simplicity, we restrict ourselves to three-dimensional systems in these papers, our methods generalize to arbitrary perturbations of $2 n$-dimensional slowing varying Hamiltonian systems (Wiggins [1986]).
2. The phase space of slowly varying oscillators. We consider systems of the form

$$
\left.\begin{array}{l}
\dot{x}=f_{1}(x, y, z)+\varepsilon g_{1}(x, y, z, t ; \boldsymbol{\mu})  \tag{2.1}\\
\dot{y}=f_{2}(x, y, z)+\varepsilon g_{2}(x, y, z, t ; \boldsymbol{\mu}) \\
\dot{z}=\varepsilon g_{3}(x, y, z, t ; \boldsymbol{\mu})
\end{array}\right\} \text { or } \quad \dot{\mathbf{q}}=\mathbf{f}(\mathbf{q})+\varepsilon \mathbf{g}(\mathbf{q}, t ; \boldsymbol{\mu}),
$$

with $0<\varepsilon \ll 1, \mathbf{f}$ and g sufficiently smooth ( $C^{r}, r \geqq 4$ ), $\mathbf{g}$ periodic in $t$ with period $T$ and $\boldsymbol{\mu} \in R^{k}$ a vector of parameters. We write $\mathbf{g}(\mathbf{q}, t ; \boldsymbol{\mu})=\mathbf{g}_{\boldsymbol{\mu}}(\mathbf{q}, t)$ and frequently drop the explicit dependence on $\mu$. We make the following assumptions on the unperturbed system.
(A1) For $\varepsilon=0$, (2.1) reduces to a one parameter family of planar Hamiltonian systems with Hamiltonian $H(x, y ; z)$,

$$
\begin{align*}
& \dot{x}=f_{1}(x, y, z)=\frac{\partial H}{\partial y}, \\
& \dot{y}=f_{2}(x, y, z)=-\frac{\partial H}{\partial x},  \tag{2.2}\\
& (\dot{z}=0) .
\end{align*}
$$

(A2) For each value of $z$ in some open interval $J \subset \mathbb{R}$ the "planar" system (2.2) possesses a one parameter family of periodic orbits, $q^{\alpha, z}(t-\theta), \alpha \in L(z)$, where $L(z)$ is an open interval in $\mathbb{R}$ and $\theta$ denotes the "phase" or starting point of the orbit. We denote the period of $q^{\alpha, z}(t-\theta)$ by $T(\alpha, z)$ and assume that it is a differentiable function of $\alpha$ and $z$. Thus, when viewed in the full $x, y, z$ phase, system (2.2) possesses a smooth family of invariant cylinders. (See Fig. 1.)


Fig. 1. Structure of the unperturbed phase space.

It will be convenient to think of (2.1) as an autonomous differential equation. This is accomplished by defining the function $\phi(t)=t, \bmod T$; by $T$-periodicity of the $g_{i}$ we then have

$$
\begin{align*}
& \dot{x}=f_{1}(x, y, z)+\varepsilon g_{1}(x, y, z, \phi), \\
& \dot{y}=f_{2}(x, y, z)+\varepsilon g_{2}(x, y, z, \phi), \quad(x, y, z, \phi) \in R^{3} \times S^{1}, \\
& \dot{z}=\varepsilon g_{3}(x, y, z, \phi),  \tag{2.3}\\
& \dot{\phi}=1 .
\end{align*}
$$

We remark that this suspension makes sense even when the $g_{i}$ are independent of $\phi$, although it then becomes trivial. The main point to note is that all the results developed below in the context of $\phi$-dependent perturbations also hold good for $\phi$-independent (i.e., autonomous) perturbations, although there are sometimes differences in interpretation.

The following perturbation results will be useful. Consider a subset of the two parameter family of periodic orbits whose period is uniformly bounded above. Let $\tilde{L}(z) \subset L(z)$ denote the set of $\alpha$ such that on a fixed $z=$ constant plane the periods $T(\alpha, z)$ of the periodic orbits are uniformly bounded above, say by a constant $K$.

Proposition 2.1. Let $\mathbf{q}_{0}^{\alpha, z}\left(t-\theta_{0}\right)$ be a periodic orbit of the unperturbed system with period $T(\alpha, z)<K$. Then there exists a perturbed orbit $\mathbf{q}_{\varepsilon}^{\alpha, z}(t, \theta)$, not necessarily periodic, which can be expressed as

$$
\begin{equation*}
\mathbf{q}_{\varepsilon}^{\alpha, z}(t, \theta)=\mathbf{q}_{0}^{\alpha, z}(t-\theta)+\varepsilon \mathbf{q}_{1}^{\alpha, z}(t, \theta)+\mathscr{O}\left(\varepsilon^{2}\right) \tag{2.4}
\end{equation*}
$$

uniformly in $t \in\left[t_{0}, t_{0}+T(\alpha, z)\right]$ for $\varepsilon$ sufficiently small and all $\alpha \in \tilde{L}(z)$.
Remarks. This result follows directly from regular perturbation theory and Gronwall estimates (e.g., Hartman [1964]). The restriction to $\tilde{L}(z)$ avoids problems that arise when periodic orbits limit on homoclinic orbits and the period becomes unbounded. Furthermore, $\mathbf{q}_{0}^{\alpha, z}(t, \theta)$ may be found by solving the first variational equation

$$
\begin{equation*}
\dot{\mathbf{q}}_{1}^{\alpha, z}=\mathbf{D} f\left(\mathbf{q}_{0}^{\alpha, z}\right) \mathbf{q}_{1}^{\alpha, z}+\mathbf{g}\left(\mathbf{q}_{0}^{\alpha, z}, t\right) . \tag{2.5}
\end{equation*}
$$

The main question which we ask is the following: Do any of the two parameter family of periodic orbits in the unperturbed system remain in the perturbed system? In order to answer this question we will reduce the study of the four-dimensional problem (2.3) to a three-dimensional Poincaré map. We define a global cross section transverse to the vector field $(2,3)$

$$
\Sigma^{0}=\{(x, y, z, \phi) \mid \phi=0\}
$$

and define a mapping of $\Sigma^{0}$ into itself by letting orbits which start on $\boldsymbol{\Sigma}^{0}$ evolve for time $T$ until they return to $\Sigma^{0}$. Thus fixed points of the map correspond to periodic orbits of the vector field. (Note: the construction of the cross section and associated Poincaré map is different when the perturbation is autonomous, for then the problem is three-, not four-dimensional. However, we will see that formally the calculations are identical in both cases.) Although our Poincaré map is three-dimensional we will see that extending an idea due to Melnikov [1963] enables us to eliminate one component.

We now describe the geometric and intuitive notions which motivate the construction of the Melnikov functions. The structure of the unperturbed phase space will form the framework for the analysis of the system. Since the unperturbed system is autonomous, on each cross section, $\Sigma^{0}$, we have identical copies of the unperturbed phase space. In addition, the system possesses two constants of the motion, $H(x, y ; z)$ and $z$ itself. These constants are used to construct a moving system of "orbit coordinates" along the unperturbed orbits on the cross section $\Sigma^{0}$. Taking the gradient of the two constants of the motion we obtain the vectors $(\partial H / \partial x, \partial H / \partial y, 0)$ and $(0,0,1)$, which span a plane, $\Pi$. These vectors are evaluated on the unperturbed orbits on the cross section $\Sigma^{0}$, denoted $\mathbf{q}_{0}^{\alpha, z}(-\theta)$. Thus varying $\theta$ moves our two-dimensional plane $\Pi$ around the unperturbed orbits on the cross section $\Sigma^{0}$ (see Fig. 2).


Fig. 2. The orbit coordinate system on $\Sigma^{0}$.
In order to study periodic orbits in resonance with a time-periodic perturbation, we introduce the following two component vector valued function:

$$
\begin{align*}
\mathbf{d}(\alpha, \theta, z) & =\frac{\left(\left[q_{\varepsilon}^{\alpha, z}(m T, \theta)-q_{\varepsilon}^{\alpha, z}(0, \theta)\right] \cdot\left(\frac{\partial H}{\partial x}, \frac{\partial H}{\partial y}, 0\right),\left[q_{\varepsilon}^{\alpha, z}(m T, \theta)-q_{\varepsilon}^{\alpha, z}(m T, \theta)\right] \cdot(0,0,1)\right)}{\left\|f\left(q_{0}^{\alpha, z}(-\theta)\right)\right\|} \\
2.6) \quad & =\frac{\varepsilon\left(\left[q_{1}^{\alpha, z}(m T, \theta)-q_{1}^{\alpha, z}(0, \theta)\right] \cdot\left(\frac{\partial H}{\partial x}, \frac{\partial H}{\partial y}, 0\right),\left[q_{1}^{\alpha, z}(m T, \theta)-q_{1}^{\alpha, z}(m T, \theta)\right] \cdot(0,0,1)\right)}{\left\|f\left(q_{0}^{\alpha, z}(-\theta)\right)\right\|}+\mathcal{O}\left(\varepsilon^{2}\right)  \tag{2.6}\\
& \stackrel{\operatorname{def}}{=} \varepsilon \mathbf{M}^{m / n}(\alpha, \theta, z)+\mathcal{O}\left(\varepsilon^{2}\right),
\end{align*}
$$

where $\mathbf{M}^{m / n}(\alpha, \theta, z) \equiv\left(M_{1}^{m / n}(\alpha, \theta, z), M_{3}^{m / n}(\alpha, \theta, z)\right)$ is defined to be the subharmonic Melnikov function, "\| \|" denotes the Euclidean norm, "." is the vector dot product, and $m T=n T(\alpha, z)$, where $T(\alpha, z)$ is the period of the unperturbed periodic orbit $\mathbf{q}_{0}^{\alpha, z}(t-\theta)$ and $m, n$ are relatively prime integers.

The intuition behind the definition of $\mathbf{d}(\alpha, \theta, z)$ is the following: on the cross section $\Sigma^{0}$ we have the plane $\Pi$ normal to the vector $f\left(\mathbf{q}_{0}^{\alpha, z}(-\theta)\right)$ at the point $\mathbf{q}_{0}^{\alpha, z}(-\theta)$. If a perturbed orbit has its initial value on this plane and evolves for time $m T$, after which it has returned to within $\mathcal{O}(\varepsilon)$ of the plane $\Pi, M^{m / n}$ is a measure of the "push" or "shear" the orbit undergoes due to the perturbation in directions transverse to the unperturbed vector field. Thus we expect that if the "push" is zero at some point, an orbit of period $m T / n$ will be preserved in the perturbed flow. These heuristic notions are made precise in $\S 3$, where we show that nondegenerate zeros of $\mathbf{M}^{m / n}$ correspond to isolated fixed points of a Poincaré mapping of $\Sigma^{0} \rightarrow \Sigma^{0}$. Another important consequence of the definition of $\mathbf{M}^{m / n}$ is the fact that an explicit, computable expression may be obtained for $\mathbf{M}^{m / n}$.

$$
\begin{align*}
& \mathbf{M}^{m / n}(\alpha, \theta, z)=\frac{1}{\left\|\mathbf{f}\left(\mathbf{q}_{0}^{\alpha, z}(-\theta)\right)\right\|}\left[\int_{0}^{m T}\left(\frac{\partial H}{\partial x} g_{1}+\frac{\partial H}{\partial y} g_{2}+\frac{\partial H}{\partial z} g_{3}\right)\left(\mathbf{q}_{0}^{\alpha, z}(t), t+\theta\right) d t\right. \\
&-\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}^{\alpha, z}\left(\frac{m T}{2}\right)\right) \int_{0}^{m T} g_{3}\left(\mathbf{q}_{0}^{\alpha, z}(t), t+\theta\right) d t  \tag{2.7}\\
&\left.\int_{0}^{m T} g_{3}\left(\mathbf{q}_{0}^{\alpha, z}(t), t+\theta\right) d t\right]
\end{align*}
$$

where $q_{0}^{\alpha, z}(t-\theta)$ is an unperturbed periodic orbit of period $T(\alpha, z)=m T / n$. In the next section we derive this expression.
3. Periodic orbits. Here we study the two parameter family of periodic orbits and show how the subharmonic Melnikov function constructed in § 2 is related to a Poincare map constructed from the perturbed vector field. We will restrict ourselves to a region where the periods are uniformly bounded above by a constant $K$ (so Proposition 2.1 applies). This allows us to use the Hamiltonian structure of the unperturbed system to transform system (2.3) to action-angle variables (see Goldstein [1980] or Arnold [1978]):

$$
(x(I, \theta), y(I, \theta), z) \rightarrow(I(x, y, z), \theta(x, y, z), z) .
$$

Under the transformation, (2.3) becomes

$$
\begin{align*}
& \dot{I}=\varepsilon\left(\frac{\partial I}{\partial x} g_{1}+\frac{\partial I}{\partial y} g_{2}+\frac{\partial I}{\partial z} g_{3}\right) \equiv \varepsilon F(I, \theta, z, \phi), \\
& \dot{\theta}=\Omega(I, z)+\varepsilon\left(\frac{\partial \theta}{\partial x} g_{1}+\frac{\partial \theta}{\partial y} g_{2}+\frac{\partial \theta}{\partial z} g_{3}\right) \equiv \Omega(I, z)+\varepsilon G(I, \theta, z),  \tag{3.1}\\
& \dot{z}=\varepsilon g_{3}, \\
& \dot{\phi}=1,
\end{align*}
$$

with $F, G, g_{3} T$-periodic in $\phi$ and where $\Omega(I, z) \equiv \partial H / \partial I$ is the angular frequency of the closed orbit in the unperturbed system on the $z=$ constant plane with action $I$ and energy $H(I, z)$. So in the action-angle coordinate system the action I plays the role
of the parameter $\alpha$ in our more general notation. We note that for $\varepsilon=0$ the solution to (3.1) is given by

$$
\begin{align*}
& I=I_{0}, \\
& \theta=\Omega\left(I_{0}, z_{0}\right)\left(t-t_{0}\right)+\theta_{0},  \tag{3.2}\\
& z=z_{0} .
\end{align*}
$$

Now we will construct an approximation to the Poincaré map associated with system (3.1). The cross section to the flow defined by (3.1) is

$$
\begin{equation*}
\Sigma^{0}=\{(I, \theta, z, \phi) \mid \phi=0\} \tag{3.3}
\end{equation*}
$$

and the $m$ th iterate of the Poincare map, $P_{\varepsilon}^{m}$, is

$$
\begin{align*}
P_{\varepsilon}^{m} & :\left(I_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right), \theta_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right), z_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right)\right) \\
& \rightarrow\left(I_{\varepsilon}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right), \theta_{\varepsilon}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right), z_{\varepsilon}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right)\right), \tag{3.4}
\end{align*}
$$

where the initial conditions are chosen such that

$$
\begin{align*}
& I_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right)=I_{0}, \\
& \theta_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right)=\theta_{0},  \tag{3.5}\\
& z_{\varepsilon}\left(0,0, I_{0}, \theta_{0}, z_{0}\right)=z_{0} .
\end{align*}
$$

Using Proposition 2.1 and the solutions to the unperturbed problem given by (3.2), we can approximate the Poincaré map using regular perturbation theory.

The solution of (3.1) can be written as

$$
\begin{align*}
P_{\varepsilon}^{m}:\left(I_{0},\right. & \left.\theta_{0}, z_{0}\right) \rightarrow\left(I_{0}, \theta_{0}, z_{0}\right)+\left(0, m T \Omega\left(I_{0}, z_{0}\right), 0\right)  \tag{3.6}\\
& \quad+\varepsilon\left(I_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right), \theta_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right), z_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right)\right)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{align*}
$$

Recall that this approximation is uniformly valid for one period of an unperturbed orbit, $T(I, z)=m T$. For the case of ultrasubharmonics, $T(I, z)=m T / n, n \geqq 2, m, n$ relatively prime, the approximation is not uniformly valid since $\varepsilon$ must shrink to zero as $n$ increases.

We now compute $I_{1}, \theta_{1}$, and $z_{1}$ by solving the first variational equation. Using (3.2) we obtain

$$
\left(\begin{array}{c}
\dot{I}_{1}  \tag{3.7}\\
\dot{\theta}_{1} \\
\dot{z}_{1}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
\partial \Omega /\left.\partial I_{0}\right|_{\left(I_{0}, z_{0}\right)} & 0 & \partial \Omega /\left.\partial z_{0}\right|_{\left(I_{0}, z_{0}\right)} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
I_{1} \\
\theta_{1} \\
z_{1}
\end{array}\right)+\left(\begin{array}{c}
F\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, z_{0}, t\right) \\
G\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, z_{0}, t\right) \\
g_{3}\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, z_{0}, t\right)
\end{array}\right),
$$

and consequently

$$
\begin{aligned}
I_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right)= & \int_{0}^{m T} F\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, z_{0}, t\right) d t \equiv \bar{M}_{1}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right), \\
\theta_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right)= & \left.\frac{\partial \Omega}{\partial I_{0}}\right|_{\left(I_{0}, z_{0}\right)} \int_{0}^{m T} \int_{0}^{t} F\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) \xi+\theta_{0}, z_{0}, \xi\right) d \xi d t \\
& +\int_{0}^{m T} G\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, z_{0}, t\right) d t \\
& +\left.\frac{\partial \Omega}{\partial z_{0}}\right|_{\left(I_{0}, z_{0}\right)} \int_{0}^{m T} \int_{0}^{t} g_{3}\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) \xi+\theta_{0}, z_{0}, \xi\right) d \xi d t \\
\equiv & \bar{M}_{2}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right),
\end{aligned}
$$

$$
z_{1}\left(m T, 0, I_{0}, \theta_{0}, z_{0}\right)=\int_{0}^{m T} g_{3}\left(I_{0}, \Omega\left(I_{0}, z_{0}\right) t+\theta_{0}, t\right) d t \equiv \bar{M}_{3}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right)
$$

The Poincaré map $P_{\varepsilon}^{m}$ becomes

$$
\begin{align*}
P_{\varepsilon}^{m}:\left(I_{0},\right. & \left.\theta_{0}, z_{0}\right) \rightarrow\left(I_{0}, \theta_{0}, z_{0}\right)+\left(0, \Omega\left(I_{0}, z_{0}\right) m T, 0\right) \\
& +\varepsilon\left(\bar{M}_{1}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right), \bar{M}_{2}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right), \bar{M}_{3}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right)\right)+\mathcal{O}\left(\varepsilon^{2}\right) . \tag{3.9}
\end{align*}
$$

We will subsequently show that the first and third components of the $\mathcal{O}(\varepsilon)$ part of the Poincaré map make up the subharmonic Melnikov function which we defined in § 2, i.e., $\bar{M}_{i}^{m / n}=M_{i}^{m / n}, i=1,3$.

We define the vector $\overline{\mathbf{M}}^{m / n}$ as

$$
\begin{equation*}
\overline{\mathbf{M}}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right)=\left(\bar{M}_{1}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right), \bar{M}_{2}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right), \bar{M}_{3}^{m / n}\left(I_{0}, \theta_{0}, z_{0}\right)\right) . \tag{3.10}
\end{equation*}
$$

We remark that the superscript $m / n$ denotes our search for periodic orbits (which we will frequently omit) which satisfy the resonance relation $T(I, z)=m T / n, m, n$ relatively prime integers.

We now state our main theorem.
Theorem 3.1. Suppose $\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)$ is a point where $T\left(I_{0}^{*}, z_{0}^{*}\right)=m T / n$ and the following condition is satisfied:

$$
\begin{aligned}
& \left.\frac{\partial \Omega}{\partial I_{0}}\right|_{\left(I_{0}^{*}, z_{0}^{*}\right)} \neq 0 \text { or }\left.\quad \frac{\partial \Omega}{\partial z_{0}}\right|_{\left(I_{0}^{*}, z_{0}^{*}\right)} \neq 0, \\
& {\left.\left[\frac{\partial \Omega}{\partial I_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial z_{0}}-\frac{\partial \bar{M}_{1}}{\partial z_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}\right)+\frac{\partial \Omega}{\partial z_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial I_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}-\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial I_{0}}\right)\right]\right|_{\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)} \neq 0}
\end{aligned}
$$

and

$$
\bar{M}_{1}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)=\bar{M}_{3}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)=0 .
$$

Then for $0<\varepsilon \leqq \varepsilon(n)$ the Poincaré map, $P_{\varepsilon}^{m}$, has a fixed point of period $m$. If $n=1$ the result is uniformly valid in $0<\varepsilon \leqq \varepsilon(1)$.

We remark that the conditions

$$
\frac{\partial \Omega}{\partial I_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial z_{0}}-\frac{\partial \bar{M}_{1}}{\partial z_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}\right)+\frac{\partial \Omega}{\partial z_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial I_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}-\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial I_{0}}\right) \neq 0
$$

is a sufficient condition for the Poincaré map minus the identity map to be invertible in each case and for the fixed point to be isolated. We also call attention to the fact that no knowledge of $\bar{M}_{2}^{m / n}$ is needed. Thus evaluation of the double integrals of (3.8) is unnecessary.

Proof. We note that by hypothesis the resonance relation, $T\left(I_{0}, z_{0}\right)=m T / n$, is satisfied so that $m T \Omega\left(I_{0}^{*}, z_{0}^{*}\right)=2 \pi n=0$ since $m T \Omega$ is an angular variable. For definiteness we assume $\partial \Omega /\left.\partial z_{0}\right|_{\left(I_{0}^{*}, z_{0}^{*}\right)} \neq 0$ (the case with $\partial \Omega /\left.\partial I_{0}\right|_{\left(I_{0}^{*}, z_{0}^{*}\right)} \neq 0$ is proved similarly). Let us perturb the point $\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)$ to $\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)$. Then at this point the Poincaré map takes the form

$$
\begin{aligned}
& \mathbf{P}_{\varepsilon}^{m}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)-\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right) \\
& \quad=\left(0,\left.m T \frac{\partial \Omega}{\partial z_{0}}\right|_{\left(I_{0}^{*}, z_{0}\right)} \Delta z+\varepsilon \bar{M}_{2}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)+\mathcal{O}\left(\Delta z^{2}\right)+\mathscr{O}(\Delta z \varepsilon), 0\right)+\mathcal{O}\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Now if we choose

$$
\Delta z=-\varepsilon \frac{\bar{M}_{2}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)}{\left.m T \frac{\partial \Omega}{\partial z_{0}}\right|_{\left(I_{0}^{*}, z_{0}^{*}\right)}}
$$

we have

$$
\begin{aligned}
& \mathbf{P}_{\varepsilon}^{m}\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)-\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)=\mathcal{O}\left(\varepsilon^{2}\right), \\
&\left.\operatorname{det}\left|\mathbf{D P} P_{\varepsilon}^{m}-\mathbf{i d}\right|\right|_{\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)}=\varepsilon^{2}\left[\frac{\partial \Omega}{\partial I_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial z_{0}}-\frac{\partial \bar{M}_{1}}{\partial z_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}\right)\right. \\
&\left.+\frac{\partial \Omega}{\partial z_{0}}\left(\frac{\partial \bar{M}_{1}}{\partial I_{0}} \frac{\partial \bar{M}_{3}}{\partial \theta_{0}}-\frac{\partial \bar{M}_{1}}{\partial \theta_{0}} \frac{\partial \bar{M}_{3}}{\partial I_{0}}\right)\right]\left.\right|_{\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}\right)} \\
&+\mathcal{O}\left(\varepsilon^{3}\right) \neq 0 \text { by hypothesis. }
\end{aligned}
$$

Thus, since $\left\|\mathbf{D P} P_{\varepsilon}^{m}-\mathbf{i d}\right\|=\mathscr{O}(1)$, the implicit function theorem allows us to conclude that the Poincaré map has a fixed point near $\left(I_{0}^{*}, \theta_{0}^{*}, z_{0}^{*}+\Delta z\right)$ and thus that the differential equation has an isolated periodic orbit of period $m T / n$ near this point.

We make the following remarks:
(1) Although $P_{\varepsilon}^{m}$ is a diffeomorphism of $\mathbb{R}^{3}$, in order to determine whether or not it has fixed points we need only check the first and third components of the map. This is a result of the nonzero twist condition ( $\partial \Omega / \partial I_{0}$ or $\partial \Omega / \partial z_{0} \neq 0$ ), which insures locally that we return to the correct section after time $m T$.
(2) The advantage of using action-angle variables is that they enable us to explicitly relate the subharmonic Melnikov function to a Poincaré map by allowing us to easily solve the first variational equation (3.7), which might otherwise be intractable analytically. In $\S \S 4$ and 5 this relationship is exploited by utilizing existing theorems concerning stability and bifurcations of maps in order to get similar theorems expressed entirely in terms of the subharmonic Melnikov function.
(3) Theorem 3.1 does not apply to the case of autonomous vector fields. In such cases it suffices to study a diffeomorphism of $R^{2}$ obtained by fixing $\theta=\theta_{0}$ and allowing the $I$ and $z$ variables with initial values at $\theta=\theta_{0}$ to evolve in time until they return to $\theta=\theta_{0}$. Hereafter we will delete the subscript 0 on $I, \theta$, and $z$ when there is no possibility of confusion. We have the following theorem.

Theorem 3.2. Suppose there exists a point $\left(I^{*}, z^{*}\right)$ such that
(b) $\left.\frac{\partial\left(\bar{M}_{1}, \bar{M}_{3}\right)}{\partial(I, z)}\right|_{\left(I^{*}, z^{*}\right)} \neq 0$.

Then $\left(I^{*}, z^{*}\right)+\mathscr{O}(\varepsilon)$ is an isolated fixed point for the Poincaré map that corresponds to an isolated periodic orbit for the three-dimensional flow.

We remark that $M_{1}$ and $M_{3}$ are defined exactly as in the nonautonomous case except that the limits of integration now become $0 \rightarrow T(I, z)$; hence we drop the superscript $m / n$.

Proof. The proof is very similar to that of Theorem 3.1. The details can be found in Wiggins [1985].

Finally we want to show that the subharmonic Melnikov function derived in this section using action-angle variables is identical to the expression that we gave in § 2 for an arbitrary coordinate system. We can easily see that $\bar{M}_{3}^{m / n}$ derived in action-angle variables is identical to the corresponding $M_{3}^{m / n}$ of $\S 2$ derived using the orbit coordinate system, since the functions under the integrand are the same and both are evaluated on an unperturbed periodic orbit. It makes no difference whether or not the unperturbed orbit is expressed in ( $I, \theta, z$ ) coordinates or ( $x, y, z$ ) coordinates, since the Jacobian of the transformation between the two coordinate systems is identically one and hence
does not affect the integral. The fact that the $M_{1}^{m / n}$ are the same is not as obvious, but is nevertheless true. In action angle variables $M_{1}^{m / n}$ is defined as

$$
\begin{equation*}
\bar{M}_{1}^{m / n}(I, \theta, z)=\int_{0}^{m T}\left(\frac{\partial I}{\partial x} g_{1}+\frac{\partial I}{\partial y} g_{2}+\frac{\partial I}{\partial z} g_{3}\right) d t, \tag{3.11}
\end{equation*}
$$

where the integrand is evaluated on an unperturbed periodic orbit expressed in action-angle variables. (Note: By $\partial I / \partial x$ we mean the partial derivative of $I$ with $y$ and $z$ held fixed; we denote this by $\partial I /\left.\partial x\right|_{y, z}$, similarly for $\partial I / \partial y$ and $\partial I / \partial z$. This will be important in the following.) Now using the action angle transformation we can write

$$
\begin{equation*}
H=H(I, z), \tag{3.12}
\end{equation*}
$$

and since we have assumed that we are in a region where $\partial H /\left.\partial I\right|_{z}$ is nonzero we can invert (3.12) to obtain

$$
\begin{equation*}
I=I(H, z) \tag{3.13}
\end{equation*}
$$

Differentiating (3.13) we obtain

$$
\begin{align*}
& \left.\frac{\partial I}{\partial x}\right|_{y, z}=\left.\left.\frac{\partial I}{\partial H}\right|_{z} \frac{\partial I}{\partial H}\right|_{y, z}, \\
& \left.\frac{\partial I}{\partial y}\right|_{x, z}=\left.\left.\frac{\partial I}{\partial H}\right|_{z} \frac{\partial H}{\partial y}\right|_{x, z},  \tag{3.14}\\
& \left.\frac{\partial I}{\partial z}\right|_{x, y}=\left.\left.\frac{\partial I}{\partial H}\right|_{z} \frac{\partial H}{\partial z}\right|_{x, y}+\left.\frac{\partial I}{\partial z}\right|_{H},
\end{align*}
$$

and by definition of the action-angle transformation we have

$$
\begin{equation*}
\left.\frac{\partial H}{\partial I}\right|_{z}=\Omega(I, z) \tag{3.15}
\end{equation*}
$$

Substituting (3.14) and (3.15) into (3.11) we get

$$
\begin{equation*}
\bar{M}_{1}^{m / n}=\frac{1}{\Omega(I, z)} \int_{0}^{m T}\left(\frac{\partial H}{\partial x} g_{1}+\frac{\partial H}{\partial y} g_{2}+\frac{\partial H}{\partial z} g_{3}\right) d t+\left.\frac{\partial I}{\partial z}\right|_{H} \int_{0}^{m T} g_{3} d t, \tag{3.16}
\end{equation*}
$$

where we have pulled the $\partial I /\left.\partial z\right|_{H}$ term out of the integrand since it is constant on unperturbed periodic orbits. Recall that on an unperturbed periodic orbit we have

$$
\begin{equation*}
I=I(H, z)=\text { constant } . \tag{3.17}
\end{equation*}
$$

So differentiating along this orbit we get

$$
\begin{equation*}
0=\left.\left.\frac{\partial I}{\partial H}\right|_{z} \frac{\partial H}{\partial z}\right|_{I}+\left.\frac{\partial I}{\partial z}\right|_{H} \tag{3.18}
\end{equation*}
$$

Using (3.18), (3.16) becomes

$$
\begin{equation*}
\bar{M}_{1}^{m / n}(I, \theta, z)=\frac{1}{\Omega(I, z)}\left[\int_{0}^{m T}\left(\frac{\partial H}{\partial x} g_{1}+\frac{\partial H}{\partial y} g_{2}+\frac{\partial H}{\partial y} g_{3}\right) d t-\left.\frac{\partial H}{\partial z}\right|_{I} \int_{0}^{m T} g_{3} d t\right], \tag{3.19}
\end{equation*}
$$

where the integrand is evaluated on an unperturbed periodic orbit (note: as in the case of $M_{3}^{m / n}$, it does not matter whether this periodic orbit is expressed in ( $I, \theta, z$ ) coordinates or ( $x, y, z$ ) coordinates). Finally, we note that in the action-angle coordinate system (see (3.1)) $\left\|\mathbf{f}\left(\mathbf{q}_{0}^{\alpha, z}(-\theta)\right)\right\|=\Omega(I, z)$, so we see that the expression which we have derived here in action-angle coordinates (i.e., in a region where the periods of the
unperturbed orbits are uniformly bounded) is identical to that obtained from orbit coordinates in $\S 2$, so hereafter we will drop the overbars on $\bar{M}$, and $\bar{M}_{3}$.
4. Stability. We have shown that the study of system (2.1) can be reduced to the study of a three-dimensional Poincare map in the nonautonomous case

$$
\begin{gather*}
P_{\varepsilon}^{m}(q)=q+(0, m T \Omega(I, z), 0)+\varepsilon\left(M_{1}^{m / n}(q), \bar{M}_{2}^{m / n}(q), M_{3}^{m / n}(q)\right)+\mathscr{O}\left(\varepsilon^{2}\right),  \tag{4.1}\\
q=(I, \theta, z)
\end{gather*}
$$

and a two-dimensional Poincaré map in the autonomous case

$$
\begin{equation*}
P_{\varepsilon}^{m}(q)=q+\varepsilon\left(M_{1}(q), M_{3}(q)\right)+\mathscr{O}\left(\varepsilon^{2}\right), \quad q=(I, z), \tag{4.2}
\end{equation*}
$$

and that nondegenerate fixed points of these maps correspond to isolated periodic orbits in the ordinary differential equations. We can compute the stability of these fixed points in the obvious way, namely linearize the map about the fixed point and examine the eigenvalues. After some computation, we find that the eigenvalues of (4.1) (the nonautonomous case) are given by the following cases.

Case 1. $\Delta_{2} \neq 0, \Delta_{4} \neq 0$.

$$
\begin{align*}
& \lambda_{1,2}=1 \pm \varepsilon^{1 / 2} \sqrt{\Delta_{2}}+\varepsilon / 2\left(\Delta_{1}-\frac{\Delta_{4}}{\Delta_{2}}\right)+\mathcal{O}\left(\varepsilon^{3 / 2}\right), \\
& \lambda_{3}=1+\frac{\Delta_{4}}{\Delta_{2}}+\mathscr{O}\left(\varepsilon^{2}\right) . \tag{4.3}
\end{align*}
$$

Case 2. $\Delta_{2}=0, \Delta_{4} \neq 0$.

$$
\begin{align*}
& \lambda_{1}=1+\varepsilon^{2 / 3}\left(-\Delta_{4}\right)^{1 / 3}+\varepsilon \frac{\Delta_{1}}{3}+\frac{\varepsilon^{4 / 3}}{\left(-\Delta_{4}\right)^{1 / 3}}\left[\frac{5}{9} \Delta_{1}^{2}-\Delta_{3}\right]+\mathscr{O}\left(\varepsilon^{5 / 3}\right), \\
& \lambda_{2}=1+\varepsilon^{2 / 3} e^{4 \pi i / 3}\left(-\Delta_{4}\right)^{1 / 3}+\varepsilon \frac{\Delta_{1}}{3}+\frac{\varepsilon^{4 / 3} e^{4 \pi i / 3}}{\left(-\Delta_{4}\right)^{1 / 3}}\left[\frac{5}{9} \Delta_{1}^{2}-\Delta_{3}\right]+\mathscr{O}\left(\varepsilon^{5 / 3}\right),  \tag{4.4}\\
& \lambda_{3}=1+\varepsilon^{2 / 3} e^{8 \pi i / 3}\left(-\Delta_{4}\right)^{1 / 3}+\frac{\varepsilon \Delta_{1}}{3}+\frac{\varepsilon^{4 / 3} e^{8 \pi i / 3}}{\left(-\Delta_{4}\right)^{1 / 3}}\left[\frac{5}{9} \Delta_{1}^{2}-\Delta_{3}\right]+\mathcal{O}\left(\varepsilon^{5 / 3}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{1}=\frac{\partial M_{1}}{\partial I}+\frac{\partial \bar{M}_{2}}{\partial \theta}+\frac{\partial M_{3}}{\partial z}=\operatorname{trace}[\mathrm{DM}], \\
& \Delta_{2}=m T \frac{\partial \Omega}{\partial I} \frac{\partial M_{1}}{\partial \theta}+m T \frac{\partial \Omega}{\partial z} \frac{\partial M_{3}}{\partial \theta}, \\
& \Delta_{3}=\frac{\partial\left(M_{1}, \bar{M}_{2}\right)}{\partial(I, \theta)}+\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(I, z)}+\frac{\partial\left(\bar{M}_{2}, M_{3}\right)}{\partial(\theta, z)},  \tag{4.5}\\
& \Delta_{4}=m T \frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, z)}+m T \frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(I, \theta)}, \\
& \Delta_{5}=\frac{\partial \bar{M}_{2}}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, z)}+\frac{\partial \bar{M}_{2}}{\partial \theta} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, I)}+\frac{\partial \bar{M}_{2}}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(I, \theta)}=-\operatorname{det}[\mathbf{D M}] .
\end{align*}
$$

Here all partial derivatives are evaluated at the zero of $M_{1}, M_{3}$, and

$$
\frac{\partial\left(M_{1}, \bar{M}_{2}\right)}{\partial(I, \theta)}=\frac{\partial M_{1}}{\partial I} \frac{\partial \bar{M}_{2}}{\partial \theta}-\frac{\partial M_{1}}{\partial \theta} \frac{\partial \bar{M}_{2}}{\partial I} \text {, etc. }
$$

denote Jacobian determinants. These two cases give all possible forms for the eigenvalues for the Poincaré map with $\partial \Omega / \partial I \neq 0$ or $\partial \Omega / \partial z \neq 0$. If $\Delta_{1}=0$, the eigenvalues still maintain the above forms and if $\Delta_{4}=0$ our existence theorem cannot be applied (we are at a bifurcation point). (Note: the computation of these expressions for the eigenvalues are not trivial; they involve some results from algebraic function theory along with the use of Newton diagrams (for complete details see Wiggins [1985]).) Finally, note that the eigenvalues are completely determined by $M_{1}$ and $M_{3}$ at the lowest order in $\varepsilon$ (this is a consequence of the nonzero twist condition).

In the autonomous case the situation is simpler, the eigenvalues of (4.2) are given by

$$
\begin{equation*}
\lambda_{1,2}=1+\frac{\varepsilon}{2} \operatorname{tr} D M \pm \frac{\varepsilon}{2} \sqrt{(\operatorname{tr} D M)^{2}-4 \operatorname{det} D M}+\theta\left(\varepsilon^{2}\right) \tag{4.6}
\end{equation*}
$$

where

$$
\operatorname{tr} D M=\frac{\partial M_{1}}{\partial I}+\frac{\partial M_{3}}{\partial z}, \quad \operatorname{det} D M=\frac{\partial M_{1}}{\partial I} \frac{\partial M_{3}}{\partial z}-\frac{\partial M_{1}}{\partial z} \frac{\partial M_{3}}{\partial I}
$$

and the partial derivatives are evaluated at a zero of ( $M_{1}, M_{3}$ ).
Once the eigenvalues are in hand, stability follows from the standard linearization theory.
5. Bifurcations. We now address the question of bifurcations for parameterized families of systems and restrict ourselves to codimension one bifurcations (Guckenheimer and Holmes [1983], Arnold [1982]). Thus, if the parameter is multidimensional, we fix all but one component and vary that alone. We begin with a theorem concerning saddle-node bifurcations.

Theorem 5.1. Consider the parametrized Poincaré map with the parameter $\mu \in \mathbb{R}$. Suppose there exists a point $\left(I^{*}, \theta^{*}, z^{*}, \mu^{*}\right)=\mathbf{q}^{*}$ such that $m T \Omega\left(I^{*}, z^{*}\right)=2 \pi n$ and

$$
M_{1}^{m / n}\left(\mathbf{q}^{*}\right)=M_{3}^{m / n}\left(\mathbf{q}^{*}\right)=0,\left.\quad\left[\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}\right]\right|_{\mathbf{q}^{*}}=0,
$$

and one of the following holds:
(a)

$$
\left.\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, \mu)}\right|_{\mathbf{q}^{*}} \neq 0,\left.\quad \frac{d}{d I}\left[\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}\right]\right|_{\mathbf{q}^{*}} \neq 0 ;
$$

$$
\begin{equation*}
\left.\left[\frac{\partial \Omega}{\partial I} \frac{\partial\left(\boldsymbol{M}_{1}, \boldsymbol{M}_{3}\right)}{\partial(\mu, z)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(\boldsymbol{M}_{1}, \boldsymbol{M}_{3}\right)}{\partial(I, \mu)}\right]\right|_{\boldsymbol{q}^{*}} \neq 0, \tag{b}
\end{equation*}
$$

$$
\left.\frac{d}{d \theta}\left[\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}\right]\right|_{\mathbf{q}^{*}} \neq 0
$$

(c) $\left.\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\mu, \theta)}\right|_{\mathbf{q}^{*}} \neq 0$,

$$
\left.\frac{d}{d z}\left[\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}\right]\right|_{\mathbf{q}^{*}} \neq 0 .
$$

Then near $\mathbf{q}^{*}$ there is a bifurcation point at which saddle-nodes of periodic orbits occur. Proof. The equations

$$
\begin{align*}
& M_{1}(I, \theta, z, \mu)+\mathscr{O}(\varepsilon)=0, \\
& m T \Omega(I, z)-2 \pi n+\varepsilon \bar{M}_{2}(I, \theta, z, \mu)+\mathscr{O}\left(\varepsilon^{2}\right)=0,  \tag{5.1}\\
& M_{3}(I, \theta, z, \mu)+\mathscr{O}(\varepsilon)=0
\end{align*}
$$

represent a curve in ( $I, \theta, z, \mu$ ) space corresponding to fixed points of the Poincaré map $P_{\varepsilon}^{m}$. The tangent to this curve can be computed:

$$
\begin{align*}
& \mathrm{T}=\left(\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, \mu)}+\mathscr{O}(\varepsilon), \frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(I, \mu)}+\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\mu, z)}+\mathcal{O}(\varepsilon),\right. \\
&\left.\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\mu, \theta)}+\mathscr{O}(\varepsilon), \frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}+\mathcal{O}(\varepsilon)\right)^{T} . \tag{5.2}
\end{align*}
$$

We must show that there exists a point near $\mathbf{q}^{*}=\left(I^{*}, \theta^{*}, z^{*}, \mu^{*}\right)$ such that

$$
\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}+\mathcal{O}(\varepsilon)=0
$$

at this point and the rate of change of the $\mu$ component of the tangent to the curve at this point is nonzero. This will show that the curve of fixed points is locally parabolic in the $\mu$ direction about this point and takes one of two possible forms for nondegenerate saddle-node bifurcations (Fig. 3).



Fig. 3. Locally parabolic bifurcation curves.

Let us suppose condition (a) of FP1 holds. Then since $(\partial \Omega / \partial z)\left(\partial\left(M_{1}, M_{3}\right) / \partial(\theta, \mu)\right)$ is nonzero at $\mathbf{q}^{*}$, the $I$ component of the tangent to the curve is nonzero at this point. So by the implicit function theorem we can parametrize the curve of equilibria locally in terms of $I$. To show that there exists a nearby point such that

$$
\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, \mu)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}+\mathscr{O}(\varepsilon)=0
$$

we need only show that

$$
\left.\frac{d}{d I}\left(\frac{\partial \Omega}{\partial I} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, \mu)}+\frac{\partial \Omega}{\partial z} \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\theta, I)}\right)\right|_{\mathbf{q}^{*}} \neq 0 .
$$

This follows by hypothesis and also implies that the rate of change of the $\mu$ component of the tangent to the curve of fixed points is nonzero at this point. This completes the proof of case (a). Cases (b) and (c) follow from similar arguments.

The corresponding result for the autonomous case is the following.
Theorem 5.2. Consider the parametrized Poincaré map (3.1) with the parameter $\mu \in \mathbb{R}^{1}$. Suppose that there exists a point $q^{*}=\left(I^{*}, z^{*}, \mu^{*}\right)$ such that

$$
\mathbf{M}\left(\mathbf{q}^{*}\right)=0,\left.\quad \operatorname{det} \mathbf{D} \mathbf{M}\right|_{\mathbf{q}^{*}}=\left.\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(I, z)}\right|_{\mathbf{q}^{*}}=0,\left.\quad \operatorname{tr} \mathbf{D} \mathbf{M}\right|_{\mathbf{q}^{*}} \neq 0
$$

with at least one of the following conditions satisfied

$$
\begin{align*}
& \left.\frac{\partial\left(\boldsymbol{M}_{1}, M_{3}\right)}{\partial(I, \mu)}\right|_{\mathbf{q}^{*}} \neq 0,\left.\quad \frac{d}{d z}(\operatorname{det} \mathbf{D M})\right|_{\mathbf{q}^{*}} \neq 0  \tag{1}\\
& \left.\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \mu)}\right|_{\mathbf{q}^{*}} \neq 0,\left.\quad \frac{d}{d I}(\operatorname{det} \mathbf{D M})\right|_{\mathbf{q}^{*}} \neq 0
\end{align*}
$$

Then $\mathbf{q}=\mathbf{q}^{*}+\mathscr{O}(\varepsilon)$ is a bifurcation point at which saddle-nodes of periodic orbits occur.
Proof. The proof is very similar to the proof of Theorem 5.1.
We next prove a theorem concerning Hopf bifurcations for the Poincaré map. We utilize the notation given in (3.17).

Theorem 5.3. Let $\mathbf{q}(\mu)$ be a smooth curve of fixed points for the Poincaré map, $\mu \in K$, where $K$ is some open interval in $\mathbb{R}$. Suppose there exists a $\mu_{0} \in K$ such that

$$
\left.\frac{\partial \Omega}{\partial I}\right|_{\boldsymbol{q}\left(\mu_{0}\right)} \neq 0 \quad \text { or }\left.\quad \frac{\partial \Omega}{\partial z}\right|_{\boldsymbol{q}\left(\mu_{0}\right)} \neq 0
$$

and
(1) $\Delta_{2}\left(\mathbf{q}\left(\mu_{0}\right)\right)<0$,

$$
\begin{align*}
& \left.\left(\Delta_{1}-\frac{\Delta_{4}}{\Delta_{2}}-\Delta_{2}\right)\right|_{\mathbf{q}\left(\mu_{0}\right)}=0,  \tag{2}\\
& \left.\frac{d}{d \mu}\left(\Delta_{1}-\frac{\Delta_{4}}{\Delta_{2}}-\Delta_{2}\right)\right|_{\mathbf{q}\left(\mu_{0}\right)} \neq 0, \\
& \Delta_{4}\left(\mathbf{q}\left(\mu_{0}\right)\right) \neq 0 .
\end{align*}
$$

Then near $\mu_{0}$ there is a bifurcation value for the Poincaré map (4.1) at which invariant circles occur.

Proof. The proof consists of showing that the hypotheses of this theorem imply the hypotheses of the Hopf bifurcation theorem for diffeomorphisms (see Iooss [1979] or Marsden and McCracken [1976]). It is a routine calculation using the expressions for the eigenvalues given in (4.3).

The analogous theorem in the autonomous case is the following.
Theorem 5.4. Let $\mathbf{q}(\mu)$ be a smooth curve of zeros for $\mathbf{M}, \mu \in I$, where I is an open interval in $\mathbb{R}$. Suppose there exists $\mu_{0} \in I$ such that

$$
\begin{align*}
& \left.\operatorname{tr} \mathbf{D M}\right|_{\mathbf{q}\left(\mu_{0}\right)}=0,  \tag{1}\\
& \frac{d}{d \mu}\left(\left.\operatorname{tr} \mathbf{D M}\right|_{\mathbf{q}\left(\mu_{0}\right)}\right) \neq 0, \\
& \left.\operatorname{det} \mathbf{D M}\right|_{\mathbf{q}\left(\mu_{0}\right)}>0 .
\end{align*}
$$

(We assume these three quantities to be $O(1)$.) Then, for $\varepsilon$ sufficiently small (but not zero), $\hat{\mu}=\mu_{0}+O(\varepsilon)$ is a bifurcation value for the Poincaré map (3.1) at which invariant circles occur.

Proof. Again a routine calculation using the eigenvalues of (4.6) enables one to verify the hypotheses of the (two-dimensional) Hopf bifurcation theorem.

The stability of the invariant circles (and direction of bifurcation) can be determined by computation of the quantity

$$
\begin{align*}
a= & -\frac{\varepsilon}{32 \sqrt{\operatorname{det} \mathbf{D M}}}\left\{\left(\bar{f}_{u u}+\bar{f}_{v v}\right)\left(g_{u u}-g_{v v}+2 \bar{f}_{u v}\right)+\left(g_{u u}+g_{v v}\right)\left(\bar{f}_{u u}-\bar{f}_{v v}-2 g_{u v}\right)\right\}  \tag{5.3}\\
& +\frac{\varepsilon}{16}\left\{g_{u u u}+g_{u v v}+\bar{f}_{u u v}+\bar{f}_{v v v}\right\}
\end{align*}
$$

where $\bar{f}=\frac{1}{\sqrt{\operatorname{det} \mathbf{D M}}}\left[M_{1, I} g-M_{3, I} f\right]$ and $f$ and $g$ are given by

$$
\begin{aligned}
f(h, k)=\frac{1}{2}[ & \left.M_{1, I I} h^{2}+2 M_{1, I z} h^{2} k+M_{1, z z} k^{2}\right] \\
& +\frac{1}{6}\left[M_{1, I I I} h^{3}+3 M_{1, I I z} h^{2} k+3 M_{1, I z z} h k^{2}+M_{1, z z z} k^{3}\right]+O(4), \\
g(h, k)=\frac{1}{2}[ & \left.M_{3, I I} h^{2}+2 M_{3, I z} h k+M_{3, z z} z^{2}\right] \\
& +\frac{1}{6}\left[M_{3, I I I} h^{3}+3 M_{3, I I z} h^{2} k+3 M_{3, I z z} h k^{2}+M_{3, z z z} k^{3}\right]+O(4),
\end{aligned}
$$

where all partial derivatives are evaluated at $\mathbf{q}\left(\mu_{0}\right)$. Here $h$ and $k$ are related to $u$ and $v$ via

$$
\binom{h}{k}=\left(\begin{array}{cc}
\frac{M_{1, I}}{M_{3, I}} & -\frac{\sqrt{\operatorname{det} \mathbf{D M}}}{M_{3, I}} \\
1 & 0
\end{array}\right)\binom{u}{v} .
$$

If $a>0$ (resp. <0) bifurcating circles are unstable (resp. stable). These dreadful formulae follow from application of the standard stability formula of Iooss [1979] or Guckenheimer and Holmes [1983, § 3.5].
6. Examples. In this section we give two examples, the first illustrating the autonomous case and the second illustrating the nonautonomous case.

Our first example not only illustrates how the Hopf and saddle-node bifurcations for diffeomorphisms can interact, but also how the periodic orbits detected by Melnikov theory can be connected to those created in sub- and supercritical Hopf bifurcation from an equilibrium point for the three-dimensional flow. Thus we are able to demonstrate the relationship between the global bifurcation results developed here and conventional local bifurcation methods.

We consider a modification of the van der Pol equation:

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=-x+z+\varepsilon\left(x^{2} y-\delta y\right),  \tag{6.1}\\
& \dot{z}=\varepsilon\left(\gamma-z+y^{2}\right),
\end{align*}
$$

with parameters $(\gamma, \delta) \in \mathbb{R}^{2}$. For $\varepsilon=0$, the system is Hamiltonian with energy

$$
\begin{equation*}
H(x, y ; z)=\frac{y^{2}}{2}+\frac{x^{2}}{2}-z x=h . \tag{6.2}
\end{equation*}
$$

The family of unperturbed periodic orbits in action angle variables is given by:

$$
\begin{align*}
& x=z+\sqrt{2 I} \sin \theta, \\
& y=\sqrt{2 I} \cos \theta,  \tag{6.3}\\
& z=z .
\end{align*}
$$

Computation of the Melnikov functions by substitution into (2.7) yields

$$
\mathbf{M}=\binom{M_{1}}{M_{3}}=2 \pi\left[\begin{array}{c}
I\left(z^{2}+I / 2-\delta\right)  \tag{6.4}\\
\gamma-z+I
\end{array}\right]
$$

We now have the following.
Theorem 6.1. For $\varepsilon>0$ sufficiently small the bifurcation set of (6.1) is as in Fig. 4; i.e., there exists a parabola $\gamma=\delta^{2}$ on which Hopf bifurcations to periodic orbits from the unique fixed point $(\gamma, 0, \gamma)$ occur, yielding stable orbits in the region COAD and unstable orbits in DAE, and there exists two curves within $O(\varepsilon)$ of AOB ( $16 \delta=$ $-(1+8 \gamma) ; \gamma<-1 / 4)$ and $\mathrm{CO}\left(\delta=1+(\gamma+2)^{2} ; \gamma<-9 / 4\right)$ on which saddle-nodes of periodic orbits and Hopf bifurcations to unstable invariant tori occur. The tori exist above and near CO (in COF). AOB and CO are tangent at $O(-9 / 4,17 / 16)$ and AOB and DAE are tangent at $A(-1 / 4,1 / 16)$.

Proof. The behavior of the periodic orbits is derived by verification of the hypotheses of Theorems 5.2 and 5.4, using the Melnikov function (6.4), and computation of the stability coefficient $a$ of (5.3). The local Hopf bifurcations from ( $\gamma, 0, \gamma$ ) follow from elementary linear computations and conventional center manifold and Hopf bifurcation analysis for flows, as in Carr [1981] or Guckenheimer and Holmes [1983, Chap. 3]. We remark that the parabola $\gamma=\delta^{2}$ also emerges from a study of the Melnikov function, the zeros of which are given by

$$
\begin{align*}
& I=\frac{1}{2}\left\{-\left(2 \gamma+\frac{1}{2}\right) \pm \sqrt{2 \gamma+\frac{1}{4}+4 \delta}\right]  \tag{6.5}\\
& z=I+\gamma .
\end{align*}
$$

For $\delta>\gamma^{2} \mathbf{M}$ has only one zero in $I>0$ while for $\delta<\gamma^{2}, \gamma<-1 / 4$ and $16 \delta>-(1+8 \gamma)$ $\mathbf{M}$ has two such zeros.

In Fig. 5 the results of numerical integrations of (6.1) are shown for parameter values in various regions of Fig. 4. These results clearly illustrate the periodic orbits and the invariant torus for the flow predicted by the Melnikov analysis.

To illustrate the nonautonomous theory we consider the equation governing a pendulum subject to weak damping and variable torque. The torque is supplied by a servo-motor or some other device, the dynamics of which is modeled by a first order


FIG. 4. The bifurcation set for (6.1): $\mathrm{si}=\operatorname{sink}, \mathrm{sa}=$ saddle; $\mathrm{SA}=$ saddle type periodic orbit; $\mathrm{SI}=$ attracting periodic orbit $; \mathrm{SO}=$ repelling periodic orbit $; \mathrm{TR}=$ repelling invariant torus.


Fig. 5. Numerical integrations of (6.1).
equation. The servo-motor is also driven by an external periodic perturbation. The equations of motion are

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=-\sin x+\varepsilon(z-\delta y),  \tag{6.6}\\
& \dot{z}=\varepsilon(-\gamma z+y \cos t),
\end{align*}
$$

so that the unperturbed system is Hamiltonian with energy

$$
\begin{equation*}
H(x, y)=\frac{y^{2}}{2}+(1-\cos x) \tag{6.7}
\end{equation*}
$$

We will consider the effect of the perturbation on rotational orbits (overswinging of the pendulum). Note that here $H$ does not depend on $z$ and so the unperturbed system is identical on each $z=z_{0}$ constant slice. This is unimportant in what follows but does simplify the computations somewhat. The unperturbed orbits are given by

$$
\begin{array}{ll}
x(t)=2 \sin ^{-1}\left(\operatorname{sn}\left[\frac{K(k)}{\pi}\left(t+t_{0}\right)\right]\right), \\
y(t)=\frac{2}{k} \operatorname{dn}\left[\frac{K(k)}{\pi}\left(t+t_{0}\right)\right], & k \in(0,1),  \tag{6.8}\\
z(t)=z_{0},
\end{array}
$$

where sn and dn are the Jacobi elliptic functions and $K$ is the complete elliptic integral of the first kind with modulus $k$. The resonance relation is given by

$$
\begin{equation*}
T(I)=T(k)=\frac{2 \pi m}{n}=\frac{2 \pi}{\Omega(I)}=2 k K(k), \tag{6.9}
\end{equation*}
$$

where $2 k K(k)$ is the period of the unperturbed orbit and $2 \pi$ the period of the forcing function. Note that the modulus $k$ plays essentially the same role as the action $I$ or energy $H$, since $I(k)$ and $H(k)$ are both monotonic functions (see below).

Using the remark at the end of $\S 3$, we now compute the Melnikov functions $M_{1}^{m / n}$ and $M_{3}^{m / n}$. Dropping the superscripts, we have

$$
\begin{align*}
& M_{1}=\frac{1}{\Omega(I)} \int_{0}^{2 \pi m}\left(y z-\delta y^{2}\right) d t,  \tag{6.10a}\\
& M_{3}=\int_{0}^{2 \pi m}(-\gamma z+y \cos t) d t \tag{6.10b}
\end{align*}
$$

where $\Omega(I)$ and $y$ depend implicitly on $k$, which is selected to satisfy the resonance relation (6.9). The computations are lengthy and make use of Fourier expansions of the elliptic function dn (cf. Byrd and Friedman [1971]). For the case $n=1$ we obtain

$$
\begin{align*}
& M_{1}=2 m\left[\pi z_{0}-\frac{4 \delta E(k)}{k}\right],  \tag{6.11}\\
& M_{3}=\pi m\left[-2 \gamma z_{0}+\frac{1}{k} \operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right) \cos m \theta_{0}\right],
\end{align*}
$$

where $E(k)$ is the complete elliptic integral of the second kind and $K^{\prime}(k)=K\left(\sqrt{1-k^{2}}\right)$ is the complementary complete elliptic integral of the first kind. In transforming from the initial starting time $t_{0} \in[0,2 \pi m / n]$, which appears in (6.8), to the phase $\theta_{0}$ we use the relationship $t_{0}=m \theta_{0} / n$. When $n \neq 1$ we obtain

$$
\begin{equation*}
M_{3}=-2 \pi m \gamma z_{0} \tag{6.12}
\end{equation*}
$$

and $M_{1}$ remains as in (6.10a). Thus, at first order, only "pure" $m / 1$ subharmonics are excited (cf. Greenspan and Holmes [1983], [1984]). Henceforth we drop the subscript " 0 ."

Since the frequency of the unperturbed orbits is

$$
\begin{equation*}
\Omega(k)=\frac{2 \pi}{T(k)}=\frac{\pi}{k K(k)}, \tag{6.13}
\end{equation*}
$$

we have $\partial \Omega / \partial z \equiv 0$ and

$$
\begin{equation*}
\frac{\partial \Omega}{\partial I}=\frac{\partial \Omega}{\partial k} \frac{\partial k}{\partial I}=\left(\frac{-\pi E(k)}{k^{2}(1-k)^{2} K(k)}\right)\left(\frac{-\pi k^{2}}{4 K(k)}\right)=\frac{\pi^{2} E(k)}{4(1-k)^{2} K^{2}(k)}>0 \quad \text { for } k \in(0,1), \tag{6.14}
\end{equation*}
$$

where we have used the fact that the action $I(k)$ is given by the monotonic function

$$
\begin{equation*}
I(k)=\frac{4}{\pi k} E(k) . \tag{6.15}
\end{equation*}
$$

We remark that the limits $k=0$ and 1 correspond to the Hamiltonian energies $H=\infty$ and $H=2$, the latter being the energy of the homoclinic loop (separatrix) of the unperturbed system. Thus the frequency increases monotonically with action $I$ in the range $I \in(4 / \pi, \infty)(k \in(1,0))$.

We now apply Theorem 3.1 to the example. For $n=1$, the resonance relation (6.9) becomes $\pi m=k K(k)$, which, given $m \in Z^{+}$, determines $k$ uniquely since $k K(k)$ is monotone. Then, from (6.11), for a zero of $M_{1}$ we require

$$
\begin{equation*}
z=\frac{4 \delta E(k)}{\pi k}, \tag{6.16}
\end{equation*}
$$

which determines $z$, and for a zero of $M_{3}$

$$
\begin{equation*}
\frac{8 \gamma \delta E(k)}{\pi k}=\frac{1}{k} \operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right) \cos m \theta, \tag{6.17}
\end{equation*}
$$

which determines precisely $2 m$ values of $\theta$ in the range $[0,2 \pi)$, provided that

$$
\begin{equation*}
\operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right)>\left|\frac{8 \gamma \delta E(k)}{\pi}\right| . \tag{6.18}
\end{equation*}
$$

We leave it to the reader to verify that the nondegeneracy condition of the theorem also holds.

When (6.18) is an equality we have bifurcation (the $2 m$ simple zeros degenerate into $m$ multiple roots). To verify that nondegenerate saddle-node bifurcations occur, we fix $\delta>0$ and vary $\gamma$, thus converting the problem to a one parameter system. Applying Theorem 5.1, we require a zero of $M_{1}, M_{2}$ at which, in addition,

$$
\begin{equation*}
\frac{\partial \Omega}{\partial I}\left(\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}\right)=0 \quad \text { and thus } \frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}=0 \tag{6.19}
\end{equation*}
$$

(since $\partial \Omega / \partial z \equiv 0$ and $\partial \Omega / \partial I \neq 0$ here). This implies that

$$
\begin{align*}
& {[2 m \pi] \cdot\left[\frac{\pi m^{2}}{k} \operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right) \sin m \theta\right]=0}  \tag{6.20}\\
& \quad \Rightarrow m \theta=0, \pi, \cdots \Rightarrow \theta=\frac{l \pi}{m}, \quad l=0, \cdots, 2 m-1 .
\end{align*}
$$

Note that $\sin m \theta=0, \cos m \theta= \pm 1$, which occurs precisely where (6.18) becomes an equality. Finally, nondegeneracy condition (b) of Theorem 5.1 holds, since $\partial \Omega / \partial z \equiv 0$ and $\partial \Omega / \partial I \neq 0$ and

$$
\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(\gamma, z)}=[0] \cdot[-2 \pi m \gamma]-[2 m \pi] \cdot[-2 \pi m z]=4 \pi^{2} m^{2} z \neq 0,
$$

when $z \neq 0$, and

$$
\frac{d}{d \theta}\left(\frac{\partial\left(M_{1}, M_{3}\right)}{\partial(z, \theta)}\right)=\frac{d}{d \theta}\left\{[2 \pi m] \cdot\left[\frac{\pi m^{2}}{k} \operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right) \sin m \theta\right]-[0] \cdot[-2 \pi m \gamma]\right\}
$$

$$
\begin{equation*}
=-\frac{2 \pi^{2} m^{4}}{k} \operatorname{sech}\left[\frac{\pi m K^{\prime}(k)}{K(k)}\right] \cos m \theta \neq 0 \tag{6.21}
\end{equation*}
$$

when $\cos m \theta(= \pm 1) \neq 0$. (Since $\gamma, \delta>0$ we only obtain the $\cos m \theta=+1$ case). Summarizing our results, we have the following.

Theorem 6.2. There exists a countable set of bifurcation curves in $(\gamma, \delta)$-space given by

$$
\begin{equation*}
\gamma \delta=\frac{\pi}{8 E(k)} \operatorname{sech}\left(\frac{\pi m K^{\prime}(k)}{K(k)}\right), \quad k K(k)=\pi m, \quad m=1,2, \cdots, \tag{6.22}
\end{equation*}
$$

near which, for $\varepsilon$ sufficiently small (depending on $m$ ), saddle-node bifurcations to pairs of $2 \pi m$-periodic orbits occur for the Poincaré map of (6.6).

Eigenvalue computations as outlined in $\S 4$ reveal that each pair of subharmonics consists of a stable sink and a saddle. The requirement that $M_{1}=0$ (see (6.16)) together with the monotonicity of $k K(k)$ shows that these periodic points all lie near a bowl-like surface of revolution in $(\theta, I, z)$ (or $(x, y, z)$ ) space. Figure 6 gives our impression of the situation. Note how the periodic points accumulate near $z=4 \delta / \pi(k=1 ; H=2)$. In this connection, we note that the curves (6.22) accumulate on the curve $\gamma \delta=$ $\pi / 8 \operatorname{sech}(\pi / 2)$ as $k \rightarrow 1^{-}\left(H \rightarrow 2^{+}\right)$. We plan to study questions relating to the resulting chaotic invariant sets in a subsequent paper.


Fig. 6. Subharmonics for the perturbed pendulum.

We end our discussion of this example by remarking that since $M_{3}$ has no zeros (other than $z=0$ ) unless $n=1$ or $\gamma=0$, no other periodic orbits exist near the unperturbed rotational solutions for $\delta, \gamma>0$. We also note that the "bowl" of $m / 1$ subharmonics created in ( $x, y, z$ ) space (Fig. 6) has a similar structure to the unfolding of a Hopf bifurcation for diffeomorphisms of $\mathbb{R}^{2}$ recently studied by Chenciner [1983], [1985a], [1985b].
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# HOMOCLINIC ORBITS IN SLOWLY VARYING OSCILLATORS* 
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#### Abstract

We obtain existence and bifurcation theorems for homoclinic orbits in three-dimensional flows that are perturbations of families of planar Hamiltonian systems. The perturbations may or may not depend explicitly on time. We show how the results on periodic orbits of the preceding paper are related to the present homoclinic results, and apply them to a periodically forced Duffing equation with weak feedback.
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1. Introduction. In the preceding paper we developed perturbation methods based on ideas of Melnikov [1963] that permit us to approximate Poincaré maps for autonomous and periodically forced slowly varying oscillators, the flows of which are close to those of families of planar Hamiltonian systems. We obtained existence, stability and bifurcation results for periodic orbits in such systems. In the present paper we extend these results to deal with homoclinic orbits and show how the periodic results are related to them.

In § 2 we outline the geometry of the phase space and we describe basic perturbation results. The computational tools and existence and bifurcation theorems are developed in $\S \S 3$ and 4 , and the relationship between periodic and homoclinic orbits is discussed in $\S 5$. The example and conclusions follow in $\S \S 6$ and 7.
2. Structure of the phase space. As in Wiggins and Holmes [1987] we will consider systems of the form

$$
\left.\begin{array}{rl}
\dot{x} & =f_{1}(x, y, z)+\varepsilon g_{1}(x, y, z, t, \boldsymbol{\mu})  \tag{2.1}\\
\dot{y} & =f_{2}(x, y, z)+\varepsilon g_{2}(x, y, z, t ; \boldsymbol{\mu}) \\
\dot{z} & =\varepsilon g_{3}(x, y, z, t ; \boldsymbol{\mu})
\end{array}\right\} \quad \text { or } \quad \dot{\mathbf{q}}=\mathbf{f}(\mathbf{q})+\varepsilon \mathbf{g}_{\boldsymbol{\mu}}(\mathbf{q}, t)
$$

with $0<\varepsilon \ll 1$, $\mathbf{f}$ and $\mathbf{g}$ sufficiently smooth ( $C^{r}, r \geqq 2$ ), $\mathbf{g}$ periodic in $t$ with period $T$ and $\boldsymbol{\mu} \in R^{k}$ a vector of parameters. We will write $\mathbf{g}(\mathbf{q}, t ; \boldsymbol{\mu})=\mathbf{g}_{\boldsymbol{\mu}}(\mathbf{q}, t)$ and frequently drop the explicit dependence on $\mu$. We make the following assumptions on the unperturbed system:
(A1) For $\varepsilon=0$, (2.1) reduces to a one-parameter family of planar Hamiltonian systems with Hamiltonian $H(x, y, z)$ :

$$
\begin{align*}
& \dot{x}=f_{1}(x, y, z)=\frac{\partial H}{\partial y}, \\
& \dot{y}=f_{2}(x, y, z)=-\frac{\partial H}{\partial x},  \tag{2.2}\\
& \dot{z}=0 .
\end{align*}
$$

[^56](A2) For each value of $z$ in some open interval $J \subseteq \mathbb{R}$ the "planar" system (2.2) possesses a homoclinic orbit to a hyperbolic saddle point. Thus, when viewed in the full three-dimensional phase space, system (2.2) possesses a normally hyperbolic invariant one-dimensional manifold, $\mathcal{N}$, given by the union of saddle points of the one-parameter family of planar systems. $\mathcal{N}$ has two-dimensional stable and unstable manifolds (denoted by $W^{s}(\mathcal{N}), W^{u}(\mathcal{N})$, respectively), such that their intersection $W^{s}(\mathcal{N}) \cap W^{u}(\mathcal{N}) \stackrel{\text { def }}{=} \Gamma$ is made up of the union of the homoclinic orbits of the oneparameter family of planar systems. Henceforth we assume that $\mathcal{N}$ is connected; if not, the theory is applied separately to each connected component of $\mathcal{N}$.
(A3) The interior of $\Gamma$ contains a two-parameter family of periodic orbits, which we denote by $\mathbf{q}_{0}^{\alpha, z}(t-\theta)$ for $z \in J$ and $\alpha \in L(z)$, where for each $z \in J, L(z)$ is an open interval in $R$. We denote $L(z)$ by ( $\left.\alpha(z), \alpha_{0}(z)\right)$ and assume that $\lim _{\alpha \rightarrow \alpha_{0}} T(\alpha, z)=\infty$, where $T(\alpha, z)$ denotes the period of $\mathbf{q}_{0}^{\alpha, z}(t-\theta)$ and that $T(\alpha, z)$ is a differentiable function of $\alpha$ and $z$ with $d T(\alpha, z) / d \alpha \neq 0$ for $(\alpha, z) \in(L(z), J)$.

Note that the assumptions of Wiggins and Holmes [1987] are included in the above. As before we suspend (2.1) over the space $R^{3} \times S^{1}$ where $S^{1}=R / T$ is the circle of length $T$ by defining the function $\phi(t)=t, \bmod T$ and then by $T$-periodicity of the $g_{i}$ we have

$$
\begin{align*}
& \dot{x}=f_{1}(x, y, z)+\varepsilon g_{1}(x, y, z, \phi ; \mu), \\
& \dot{y}=f_{2}(x, y, z)+\varepsilon g_{2}(x, y, z, \phi ; \mu), \quad(x, y, z, \phi) \in R^{3} \times S^{1}, \\
& \dot{z}=\varepsilon g_{3}(x, y, z, \phi ; \mu), \\
& \dot{\phi}=1 .
\end{align*}
$$

Again we note that this suspension makes sense even when the $g_{i}$ are independent of $\phi$. At $\varepsilon=0$, for the suspended system we denote the normally hyperbolic invariant set by $\mathcal{M} \equiv(\mathcal{N}, \phi)=\mathcal{N} \times S^{1}$. See Fig. 1 .

For computations it is convenient to have $\mathcal{M}$ in an explicit form. Recall from assumption (A2) that $\mathcal{N}$ is a one-manifold of equilibrium points for the unperturbed system such that on each $z=$ constant plane the equilibrium point of the associated planar system is hyperbolic. Since we have assumed that the unperturbed vector field is Hamiltonian, a simple computation of the eigenvalues of the linearized vector field at this point shows that $\partial\left(f_{1}, f_{2}\right) / \partial(x, y)<0$. Thus, by the implicit function theorem,


FIG. 1. The unperturbed phase space.
$\mathcal{M}$ can be represented as a graph over the $z$ variables:

$$
\begin{align*}
\mathscr{M}=\left\{(\gamma(z), \phi) \mid \gamma(z)=(x(z), y(z), z), f_{1}(x, y, z)=f_{2}(x, y, z)=0,\right. \\
\left.\left.\frac{\partial\left(f_{1}, f_{2}\right)}{\partial(x, y)}\right|_{\gamma(z)}<0, \phi \in S^{1}, z \in J\right\} . \tag{2.4}
\end{align*}
$$

The following results give us information about the perturbed phase space.
Proposition 2.1. There exists $\varepsilon_{0}>0$ such that for $0<\varepsilon<\varepsilon_{0} \ll 1$ there exists a normally hyperbolic invariant one-manifold

$$
\begin{equation*}
\mathcal{M}_{\varepsilon}=\left\{(\gamma(z, \phi ; \varepsilon), \phi)=(\gamma(z)+\mathcal{O}(\varepsilon), \phi) \mid \phi \in S^{1}, z \in J\right\}, \tag{2.5}
\end{equation*}
$$

where $\gamma(z, \phi ; \varepsilon)$ is a $C^{r}$ function of $z$ and $\varepsilon$. Moreover, $\mathcal{M}_{\varepsilon}$ has local stable and unstable manifolds. $W_{\mathrm{loc}}^{s}\left(\mathcal{M}_{\varepsilon}\right), W_{\mathrm{loc}}^{u}\left(\mathcal{M}_{\varepsilon}\right)$, which are $C^{r}$-close to the local stable and unstable manifolds of $\mathcal{M}$, denoted by $W_{\mathrm{loc}}^{s}(\mathcal{M})$ and $W_{\mathrm{loc}}^{u}(\mathcal{M})$, respectively.

Remark. $\mathcal{M}_{\varepsilon}$ is an invariant manifold in the weaker sense in that solutions may leave $\mathscr{M}_{\varepsilon}$ by virtue of their $z$ values crossing the boundary of $J$. This will occur on a time scale $\mathcal{O}(1 / \varepsilon)$ since motion along $\mathcal{M}_{\varepsilon}$ has a speed $\mathcal{O}(\varepsilon)$.

Proof. The existence of $\mathscr{M}_{\varepsilon}, W_{\text {loc }}^{s}\left(\mathcal{M}_{\varepsilon}\right)$, and $W_{\text {loc }}^{u}\left(\mathcal{M}_{\varepsilon}\right)$ follows from the persistence of normally hyperbolic invariant sets and their stable and unstable manifolds (see Hirsch, Pugh and Shub [1977] or Fenichel [1971]), with some slight technical modifications. The usual theorem requires $\mathcal{M}$ to be compact and boundaryless. However, there are two ways to get around these requirements. One, due to Robinson [1983], involves mapping $\mathcal{M}$ into a compact space (e.g. a sphere) and smoothly extending the vector field to a neighborhood of $\mathcal{M}$ via the use of bump functions, the conclusions then follow from the Hirsch, Pugh and Shub [1977] theory. The second method is due to Kopell [1985] and involves the use of the invariant manifold theory of Fenichel [1971]. Briefly, the vector field on the boundary of $\mathcal{M}$ is zero, $\mathcal{M}$ is then perturbed in a neighborhood of its boundary via a bump function in such a manner that it becomes "overflowing" (resp. "underflowing") invariant (see Fenichel [1971] for precise definitions). The existence of the perturbed manifold and its local unstable (resp. stable) manifold then follows from the Fenichel invariant manifold theorem. Furthermore, the modification of the vector field near the boundary of $\mathcal{M}$ does not affect the dynamics of our original system in the sense that, although now $\mathcal{M}_{\varepsilon}$ and $W_{\text {loc }}^{s, u}\left(\mathcal{M}_{\varepsilon}\right)$ may depend on the specific modification, asymptotic expansions of these manifolds agree to all orders for arbitrary modifications (Kopell [1985]). (Note: the situation is the same as that which arises in applications of center manifold theory, where the nonuniqueness of the center manifold does not effect recurrent motions.) $\quad \square$

On $\mathcal{M}$ all points are fixed, there is no motion. However, on $\mathcal{M}_{\varepsilon}$ this need not be the case. The following result gives us information concerning the flow on $\mathcal{M}_{\varepsilon}$.

Proposition 2.2. Let $\overline{g_{3}(\gamma(z))}=1 / T \int_{0}^{T} g_{3}(\gamma(z), \phi) d \phi$ and suppose there exists $z_{0} \in J$ such that $\overline{g_{3}\left(\gamma\left(z_{0}\right)\right)}=0, \quad(d / d z) \overline{g_{3}\left(\gamma\left(z_{0}\right)\right)} \neq 0$. Then $\left(\gamma\left(z_{0}, \phi, \varepsilon\right), \phi\right)=$ $\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon), \phi\right)$ is a hyperbolic periodic orbit on $\mathcal{M}_{\varepsilon}$ with period $T$.

Proof. This is a straightforward application of the averaging theorem (see Hale [1969] or Guckenheimer and Holmes [1983]) restricted to $\mathcal{M}_{\varepsilon}$.

Remark. If $g_{3}$ is not explicitly time dependent, then $g_{3} \equiv \overline{g_{3}}$ and averaging is unnecessary, so the proof goes through without appeal to the averaging theorem.

In order to visualize the situation we take the following cross section to the flow induced by (2.3):

$$
\begin{equation*}
\Sigma^{t_{0}}=\left\{(x, y, z, \phi) \in R^{3} \times S^{1} \mid \phi=t_{0} \in[0, T)\right\} . \tag{2.6}
\end{equation*}
$$

If there exists a hyperbolic periodic orbit on $\mathscr{M}_{\varepsilon}$ there are two possible situations (see Fig. 2).

In these pictures the solid lines are to be interpreted as initial conditions for solutions of the perturbed equation, while the dotted lines can be thought of as actual solutions of the unperturbed equation, since the unperturbed equation is autonomous.


Fig. 2. The perturbed manifolds. (a) $\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)$ has 1-d unstable and 2-d stable manifolds. (b) $\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)$ has 1-d stable and 2-d unstable manifolds.

The following perturbation results allows us to approximate certain solutions in the stable and unstable manifolds of $\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon), \phi\right)$ for arbitrarily long time intervals. This is necessary since we wish to find homoclinic, rather than periodic, orbits.

Proposition 2.3. Suppose there exists $z_{0} \in J$ such that $\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)=$ $\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon), \phi\right)$ is a hyperbolic periodic orbit on $\mathcal{M}_{\varepsilon}$. Then, for each $\varepsilon$ sufficiently small, there exists $C>0, K=\left\{z: z_{0}-C \varepsilon<z<z_{0}+C \varepsilon\right\}$ and solutions $\mathbf{q}_{\varepsilon}^{s}(t, \theta), \mathbf{q}_{\varepsilon}^{u}(t, \theta)$ lying in the stable and unstable manifolds of $\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)$ with the following representations valid in the indicated time intervals:

Case (a) $\operatorname{dim} W^{s}\left[\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)\right]=3, \quad \operatorname{dim} W^{u}\left[\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)\right]=2:$

$$
\begin{array}{lll}
\mathbf{q}_{\varepsilon}^{s}(t, \theta)=\mathbf{q}_{0}(t-\theta)+\varepsilon \mathbf{q}_{1}^{s}(t, \theta)+\mathscr{O}\left(\varepsilon^{2}\right), & z_{\varepsilon}^{s}\left(t_{0}, \theta\right) \in K, & t \in\left[t_{0}, \infty\right) . \\
\mathbf{q}_{\varepsilon}^{u}(t, \theta)=\mathbf{q}_{0}(t-\theta)+\varepsilon \mathbf{q}_{1}^{u}(t, \theta)+\mathscr{O}\left(\varepsilon^{2}\right), & t \in\left(-\infty, t_{0}\right] ; &
\end{array}
$$

Case (b) $\operatorname{dim} W^{s}\left[\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)\right]=2, \quad \operatorname{dim} W^{u}\left[\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)\right]=3$ :

$$
\begin{array}{ll}
\mathbf{q}_{\varepsilon}^{s}(t, \theta)=\mathbf{q}_{0}(t-\theta)+\varepsilon \mathbf{q}_{1}^{s}(t, \theta)+\mathcal{O}\left(\varepsilon^{2}\right), & t \in\left[t_{0}, \infty\right), \\
\mathbf{q}_{\varepsilon}^{u}(t, \theta)=\mathbf{q}_{0}(t-\theta)+\varepsilon \mathbf{q}_{1}^{u}(t, \theta)+\mathscr{O}\left(\varepsilon^{2}\right), & z_{\varepsilon}^{u}\left(t_{0}, \theta\right) \in K, \quad t \in\left(-\infty, t_{0}\right],
\end{array}
$$

where $\mathbf{q}_{0}(t-\theta)$ is the solution of the unperturbed equation that connects the point $\gamma\left(z_{0}\right)$ on $\mathcal{M}$ to itself, i.e., the homoclinic orbit on the $z=z_{0}$ plane.

Proof. See Wiggins [1985].
Remarks. (1) $\mathbf{q}_{1}^{s}(t, \theta)$ and $\mathbf{q}_{1}^{u}(t, \theta)$ may be obtained by solving the first variational equations

$$
\begin{aligned}
\dot{\mathbf{q}}_{1}^{s}=\mathbf{D f}\left(\mathbf{q}_{0}\right) \mathbf{q}_{1}^{s}+\mathbf{g}\left(\mathbf{q}_{0}, t\right), & t \in\left[t_{0}, \infty\right), \\
\dot{\mathbf{q}}_{1}^{u}=\mathbf{D}\left(\mathbf{q}_{0}\right) \mathbf{q}_{1}^{u}+\mathbf{g}\left(\mathbf{q}_{0}, t\right), & t \in\left(-\infty, t_{0}\right] .
\end{aligned}
$$

(2) We note that in the (suspended) unperturbed system, $\operatorname{dim} W^{s}\left[\gamma\left(z_{0}\right), \phi\right]=$ $\operatorname{dim} W^{u}\left[\left(\gamma\left(z_{0}\right), \phi\right)\right]=2$ and that for the perturbed system the dimensions of $W^{s}\left[\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon), \phi\right)\right]$ or $W^{u}\left[\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon), \phi\right)\right]$ may increase by one (Cases (a) and (b)). So in order to uniformly approximate solutions in the unperturbed manifolds by
solutions in the unperturbed manifolds for arbitrarily long time intervals, these solutions must initially start out close together. This is the reason for the requirements $z_{\varepsilon}^{s, u}\left(t_{0}, \theta\right) \in$ $K$ in Cases (a) and (b).
(3) For the stable manifold in Case (a) and the unstable manifold in Case (b), the theorem does not tell us explicitly which solution in the manifolds we are on, only that all solutions with initial $z$ values in $K$ are approximated uniformly by a corresponding solution to the unperturbed equation. Consequently we are no longer able to follow individual solutions in these manifolds during their time evolutions.

In § 5 we will be concerned with periodic orbits limiting on $\Gamma$. In this situation we need to approximate perturbed solutions arbitrarily close to $\Gamma$ by unperturbed periodic orbits so we need some kind of control on the flow on $\mathcal{M}_{\varepsilon}$.

Proposition 2.4. Let $\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon), \phi\right)$ be a hyperbolic periodic orbit on $\mathcal{M}_{\varepsilon}$ and let $\mathbf{q}^{\alpha, z_{0}}(t-\theta)$ be a periodic orbit of the unperturbed system with period $T\left(\alpha, z_{0}\right)$. Then there exists a perturbed orbit $\mathbf{q}_{\varepsilon}^{\alpha, z_{0}}(t, \theta)$, not necessarily periodic, which can be expressed as

$$
\mathbf{q}_{\varepsilon}^{\alpha, z_{0}}(t, \theta)=\mathbf{q}_{0}^{\alpha, z_{0}}(t-\theta)+\varepsilon \mathbf{q}_{1}^{\alpha, z_{0}}(t, \theta)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

uniformly in $t \in\left[t_{0}, t_{0}+T\left(\alpha, z_{0}\right)\right]$, for $\varepsilon$ sufficiently small and all $\alpha \in L\left(z_{0}\right)$.
Proof. See Wiggins [1985].
We will remark that Proposition 2.4 only allows us to approximate perturbed orbits by unperturbed orbits for one passage through a neighborhood of $\mathcal{M}_{\varepsilon}$. This is due to the fact that orbits take arbitrarily long to pass through the neighborhood and therefore the slightest error may be magnified greatly over the long time of passage. Consequently for periodic orbits near $\Gamma$ we are limited to the study of resonant orbits satisfying $m T=n T\left(\alpha, z_{0}\right), n=1$. However, since we can pick $T\left(\alpha, z_{0}\right)$ at will, and by (A3) $T \rightarrow \infty$ as $\alpha \rightarrow \alpha_{0}, m$ can be arbitrarily large.
3. Existence of homoclinic orbits. We now turn our attention to the homoclinic manifold $\Gamma$. By Proposition 2.3, in order to approximate to $\mathcal{O}(\varepsilon)$ orbits in the stable and unstable manifolds of $\mathcal{M}_{\varepsilon}$ by orbits in the stable and unstable manifolds of $\mathcal{M}$ it is necessary that there exist a point $z_{0} \in J$ such that $\left(\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)$ is a hyperbolic periodic orbit on $\mathcal{M}_{\varepsilon}$. Now a hyperbolic periodic orbit on $\mathcal{M}_{\varepsilon}$ will have either a three-dimensional stable manifold and a two-dimensional unstable manifold or vice versa. Thus in the four-dimensional phase space we expect the intersection to be generically one-dimensional. In measuring distances between manifolds of solutions in phase space it is only necessary to explore the directions transverse to the manifolds, so the number of measurements necessary in order to determine whether or not the manifolds intersect should be equal to the minimum codimension of the manifolds. In our case that number is one and we expect a single (scalar) measurement to suffice.

Now on the cross section $\Sigma^{0}$ the hyperbolic periodic orbit for the flow, ( $\left.\gamma\left(z_{0}, \phi ; \varepsilon\right), \phi\right)$, corresponds to a hyperbolic fixed point, $\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)$, for the Poincaré map $P_{\varepsilon}$, which has either a two-dimensional stable manifold and a one-dimensional unstable manifold (Case (a) of Proposition 2.3) or a one-dimensional stable manifold and a two-dimensional unstable manifold (Case (b) of Proposition 2.3). For definiteness, in the following we assume that Case (a) holds, since the argument and conclusions for Case (b) are identical.

We develop a measure for the distance between the stable manifold $W^{s}\left(\gamma\left(z_{0}\right)+\right.$ $\mathcal{O}(\varepsilon))$ and the unstable manifold $W^{u}\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)\right)$ on the cross-section $\Sigma^{0}$. Let $\alpha_{0}=$ $\alpha\left(z_{0}\right)$ denote the value of $\alpha$ on the $z=z_{0}$ level that corresponds to the unperturbed homoclinic orbit on that $z$-level, and denote this orbit $\mathbf{q}_{0}(t-\theta)$, where we have dropped the explicit ( $\alpha, z$ ) dependence for ease of notation.

At the point $\mathbf{q}_{0}(-\theta)$ on the cross-section $\Sigma^{0}$ we consider the plane $\Pi$ normal to the vector $\mathbf{f}\left(\mathbf{q}_{0}(-\theta)\right)$. There exists a unique point $\mathbf{q}_{\varepsilon}^{u}(-\theta)$ in $W^{u}\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)\right) \cap \Pi$ which is "closest" to $\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)$ in the sense of elapsed time for a solution leaving the neighborhood of $\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)$. Similarly, there exists a curve on the plane $\Pi$, namely the intersection $W^{s}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right) \cap \Pi$, which is closest to $\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)$ in the sense of elapsed time. We choose the unique point $\mathbf{q}_{\varepsilon}^{s}(0, \theta)$ on this curve such that $\mathbf{q}_{\varepsilon}^{u}(0, \theta)-$ $\mathbf{q}_{\varepsilon}^{s}(0, \theta)$ is parallel to $\left(-f_{2}\left(\mathbf{q}_{0}(-\theta)\right), f_{1}\left(\mathbf{q}_{0}(-\theta)\right), 0\right)$. Thus we require $z_{1}^{s}(0, \theta)=z_{1}^{u}(0, \theta)$. We are guaranteed that such a choice of points can be made for each $\theta$ by Proposition 2.3 which says that the local perturbed manifolds are $C^{r} \varepsilon$-close to the local unperturbed manifolds in a neighborhood of $\left(\gamma\left(z_{0}\right)+O(\varepsilon), \phi\right)$. Thus their tangent spaces are $\varepsilon$-close. Outside of this neighborhood, solutions remain $\varepsilon$-close to unperturbed solutions for finite times, hence their maximum movement in the $z$-direction is $\mathcal{O}(\varepsilon)$. See Fig. 3.


Fig. 3. Intersections of the stable and unstable manifolds with $\Pi$.

Clearly $\left|\mathbf{q}_{\varepsilon}^{u}(0, \theta)-\mathbf{q}_{\varepsilon}^{s}(0, \theta)\right|$ is a measure of the distance between $W^{s}\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)\right)$ and $W^{u}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right)$. However, for easier computation and in order to account for the relative orientations between $W^{s}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right)$ and $W^{u}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right)$, we prefer to use the following distance measurement:

$$
\begin{align*}
d\left(\alpha_{0}, \theta, z_{0}\right) & =\frac{\left(\partial H / \partial x\left(\mathbf{q}_{0}(-\theta)\right), \partial H / \partial y\left(\mathbf{q}_{0}(-\theta)\right), 0\right) \cdot\left(\mathbf{q}_{\varepsilon}^{u}(0, \theta)-\mathbf{q}_{\varepsilon}^{s}(0, \theta)\right)}{\left\|\mathbf{f}\left(\mathbf{q}_{0}(-\theta)\right)\right\|} \\
& =\frac{\varepsilon\left[\left(\partial H / \partial x\left(\mathbf{q}_{0}(-\theta)\right), \partial H / \partial y\left(\mathbf{q}_{0}(-\theta)\right), 0\right) \cdot\left(\mathbf{q}_{1}^{u}(0, \theta)-\mathbf{q}_{1}^{s}(0, \theta)\right)\right]}{\left\|\mathbf{f}\left(\mathbf{q}_{0}(-\theta)\right)\right\|}+\mathcal{O}\left(\varepsilon^{2}\right)  \tag{3.1}\\
& \stackrel{\text { def }}{=} \varepsilon \frac{M(\theta)}{\left\|\mathbf{f}\left(\mathbf{q}_{0}(-\theta)\right)\right\|}+\mathcal{O}\left(\varepsilon^{2}\right)
\end{align*}
$$

where "." is the usual vector dot product, $\|\cdot\|$ is the Euclidean norm, and $M(\theta)$ is defined to be the homoclinic Melnikov function.

We now develop a computable expression for $M(\theta)$. Recall that geometrically $M(\theta)$ is the lowest order term in an asymptotic expansion for the distance between the stable and unstable manifolds of a hyperbolic fixed point of a Poincaré map. We shall derive and solve a simple differential equation for a time dependent version of $M$, as in the standard planar Melnikov calculation.

Letting

$$
\begin{align*}
\Delta(t, \theta) & =f_{1}\left(\mathbf{q}_{0}(-\theta)\right)\left(y_{1}^{u}(t, \theta)-y_{1}^{s}(t, \theta)\right)-f_{2}\left(\mathbf{q}_{0}(t-\theta)\right)\left(x_{1}^{u}(t, \theta)-x_{1}^{s}(t, \theta)\right)  \tag{3.2}\\
& \stackrel{\text { def }}{=} \Delta^{u}(t, \theta)-\Delta^{s}(t, \theta)
\end{align*}
$$

we compute

$$
\begin{align*}
& \dot{\Delta}^{u}(t, \theta)=\left(\frac{\partial f_{1}}{\partial x}\left(\mathbf{q}_{0}(t-\theta)\right)+\frac{\partial f_{2}}{\partial y}\left(\mathbf{q}_{0}(t-\theta)\right)\right) \Delta^{u}(t, \theta) \\
&+f_{1}\left(\mathbf{q}_{0}(t-\theta)\right) g_{2}\left(\mathbf{q}_{0}(t-\theta, t)\right)-f_{2}\left(\mathbf{q}_{0}(t-\theta)\right) g_{1}\left(\mathbf{q}_{0}(t-\theta, t)\right)  \tag{3.3}\\
&+\left[f_{1}\left(\mathbf{q}_{0}(t-\theta)\right) \frac{\partial f_{2}}{\partial z}\left(\mathbf{q}_{0}(t-\theta)\right)\right. \\
&\left.-f_{2}\left(\mathbf{q}_{0}(t-\theta)\right) \frac{\partial f_{1}}{\partial z}\left(\mathbf{q}_{0}(t-\theta)\right)\right] z_{1}^{u}(t, \theta) .
\end{align*}
$$

Henceforth we suppress the arguments of the $f_{i}, g_{i}$ and their partial derivatives. We have assumed the unperturbed vector field to be Hamiltonian, so that $\left(\partial f_{1} / \partial x\right)+$ $\left(\partial f_{2} / \partial y\right)=0$, and (3.3) becomes

$$
\begin{equation*}
\dot{\Delta}^{u}(t, \theta)=f_{1} g_{2}-f_{2} g_{1}+\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) z_{1}^{u}(t, \theta), \tag{3.4}
\end{equation*}
$$

where $z_{1}^{u}(t, \theta)$ is obtained by solving the $z$ component of the first variational equation:

$$
\begin{equation*}
\dot{z}_{1}^{u}(t, \theta)=g_{3}\left(\mathbf{q}_{0}(t-\theta), t\right), \quad t \in(-\infty, 0] . \tag{3.5}
\end{equation*}
$$

Equation (3.4) can be integrated immediately to give

$$
\begin{equation*}
\Delta^{u}(0, \theta)-\Delta^{u}(-\infty, 0)=\int_{-\infty}^{0}\left[f_{1} g_{2}-f_{2} g_{1}+\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) z_{1}^{u}(t, \theta)\right] d t . \tag{3.6}
\end{equation*}
$$

Similarly, we obtain an expression for $\dot{\Delta}^{s}(t, \theta)$, which leads to

$$
\begin{equation*}
\Delta^{s}(\infty, \theta)-\Delta^{s}(0, \theta)=\int_{0}^{\infty}\left[\left(f_{1} g_{2}-f_{2} g_{1}\right)+\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) z_{1}^{s}(t, \theta)\right] d t \tag{3.7}
\end{equation*}
$$

Now $\Delta^{s}(\infty, \theta)$ and $\Delta^{u}(-\infty, \theta)$ are both zero since $q_{1}^{u, s}(t, \theta)$ is bounded for all time (Proposition 2.3) and the unperturbed vector field goes to zero exponentially fast as $\gamma\left(z_{0}\right)$ is approached. Similarly, the improper integrals converge and we have

$$
\begin{gather*}
M(\theta)=\int_{-\infty}^{-\infty}\left(f_{1} g_{2}-f_{2} g_{1}\right) d t+\int_{-\infty}^{0}\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) z_{1}^{u}(t, \theta) d t \\
+\int_{0}^{\infty}\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) z_{1}^{s}(t, \theta) d t . \tag{3.8}
\end{gather*}
$$

Since we assume that the unperturbed vector field is Hamiltonian, the reader can easily verify that

$$
\begin{equation*}
f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}=\frac{\partial H}{\partial y} \frac{\partial^{2} H}{\partial x \partial z}+\frac{\partial H}{\partial x} \frac{\partial^{2} H}{\partial y \partial x}=-\frac{d}{d t}\left(\frac{\partial H}{\partial z}\right)+\frac{\partial^{2} H}{\partial z^{2}} \dot{z}, \tag{3.9}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right)\left(\mathbf{q}_{0}(t-\theta)\right)=-\frac{d}{d t}\left(\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(t-\theta)\right)\right) \tag{3.10}
\end{equation*}
$$

since $z=$ constant on an unperturbed orbit. Using this fact and integrating by parts
once, we find

$$
\begin{align*}
& \int_{-\infty}^{0}\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right)\left(\mathbf{q}_{0}(t-\theta), t\right) z_{1}^{u}(t, \theta) d t \\
&=\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(-\infty)\right) z_{1}^{u}(-\infty, \theta)-\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(-\theta)\right) z_{1}^{u}(0, \theta)  \tag{3.11}\\
&+\int_{-\infty}^{0} \frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(t-\theta)\right) g_{3}\left(\mathbf{q}_{0}(t-\theta), t\right) d t
\end{align*}
$$

and similarly

$$
\begin{align*}
\int_{0}^{\infty}\left(f_{1} \frac{\partial f_{2}}{\partial z}-f_{2} \frac{\partial f_{1}}{\partial z}\right) & \left(\mathbf{q}_{0}(t-\theta)\right) z_{1}^{s}(t, \theta) d t \\
= & \frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(-\theta)\right) z_{1}^{s}(0, \theta)-\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(\infty)\right) z_{1}^{s}(\infty, \theta)  \tag{3.12}\\
& +\int_{0}^{\infty} \frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(t-\theta)\right) g_{3}\left(\mathbf{q}_{0}(t-\theta), t\right), d t .
\end{align*}
$$

Thus we have

$$
\begin{array}{r}
M(\theta)=\int_{-\infty}^{+\infty}\left(f_{1} g_{2}-f_{2} g_{1}+\frac{\partial H}{\partial z} g_{3}\right)\left(\mathbf{q}_{0}(t-\theta), t\right) d t+\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(-\infty)\right) z_{1}^{u}(-\infty, \theta)  \tag{3.13}\\
-\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(\infty)\right) z_{1}^{s}(\infty, \theta)+\frac{\partial H}{\partial z}\left(\mathbf{q}_{0}(-\theta)\right)\left(z_{1}^{s}(0, \theta)-z_{1}^{u}(0, \theta)\right)
\end{array}
$$

We note that $(\partial H / \partial z)\left(\mathbf{q}_{0}(-\infty)\right)=(\partial H / \partial z)\left(\mathbf{q}_{0}(\infty)\right)$, since the unperturbed orbit approaches $\gamma\left(z_{0}\right)$ for $t \rightarrow \pm \infty$, and that $z_{1}^{u}(-\infty, \theta)$ and $z_{1}^{s}(\infty, \theta)$ converge to the saddle point on the section $\Sigma^{0}$. See Robinson [1985] or Wiggins [1985] for a discussion of this limit process. It follows that

$$
\begin{equation*}
\frac{\partial H}{\partial z}(q(-\infty)) z_{1}^{u}(-\infty, \theta)-\frac{\partial H}{\partial z}(q(\infty)) z_{1}^{s}(\infty, \theta)=0 \tag{3.14}
\end{equation*}
$$

and by our original choice of $q_{\varepsilon}^{s}(0, \theta)$ and $q_{\varepsilon}^{u}(0, \theta)$ we have $z_{1}^{s}(0, \theta)-z_{1}^{u}(0, \theta)=0$; thus we arrive at an expression for the Melnikov function:

$$
\begin{equation*}
M(\theta)=\int_{-\infty}^{\infty}\left(f_{1} g_{2}-f_{2} g_{1}+\frac{\partial H}{\partial z} g_{3}\right)\left(q_{0}(t-\theta), t\right) d t \tag{3.15}
\end{equation*}
$$

Finally, using $f_{1}=\partial H / \partial y, f_{2}=-\partial H / \partial x$, and transforming $t \rightarrow t+\theta$, (3.15) can be rewritten in the compact form

$$
\begin{equation*}
M(\theta)=\int_{-\infty}^{\infty}(\nabla H \cdot g)\left(\mathbf{q}_{0}(t), t+\theta\right) d t \tag{3.16}
\end{equation*}
$$

Now on the cross-section $\Sigma^{0}$, the distance between the stable and unstable manifolds of $\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)$ is measured by $d(\theta)=\varepsilon\left(M(\theta) /\left\|f\left(\mathrm{q}_{0}(-\theta)\right)\right\|\right)+\mathscr{O}\left(\varepsilon^{2}\right)$, so if $M(\theta)$ has a simple zero at $\hat{\theta}(M(\hat{\theta})=0,(d M / d \theta)(\hat{\theta}) \neq 0)$, then by the implicit function theorem, $d(\theta)$ also has a zero near $\hat{\theta}$. We have now proved the following.

Theorem 3.1. Suppose $M(\theta)$ has at least one simple zero; then for $\varepsilon$ sufficiently small, near this point $W^{s}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right)$ and $W^{u}\left(\gamma\left(z_{0}\right)+\mathscr{O}(\varepsilon)\right)$ intersect transversely. On the other hand, if $M(\theta)$ is bounded away from zero for all $\theta$ then $W^{s}\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)\right) \cap$ $W^{u}\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)\right)=\varnothing$.

This result is important since it allows us to test for transverse homoclinic points in the Poincaré map of specific differential equations. Thus, by the Smale-Birkhoff homoclinic theorem, we know that some iterate of the Poincaré map, $\left(P_{\varepsilon}\right)^{N}$, has an invariant hyperbolic set near such a point; i.e., a Smale horseshoe with its attendant chaotic dynamics (Guckenheimer and Holmes [1983, Chapter 5]).

Remark. In the formulation (3.14) $f_{1} g_{2}-f_{2} g_{1} \stackrel{\text { def }}{=}(f \wedge g)_{1,2}$ is the usual planar Melnikov function, while $(\partial H / \partial z) g_{3}$ is the additional contribution due to the slow variation of $z$. We note that analogous expressions involving such extra terms occur in multidegree of freedom Hamiltonian examples, of Koiller [1984], Holmes and Marsden [1983] and Holmes [1986]. Also see Robinson [1983] and Gruendler [1985]. We remark that, if $g$ is a time-independent perturbation, then, as formulation (3.16) makes clear, $M=\int_{-\infty}^{\infty}(\nabla H \cdot g)\left(\mathbf{q}_{0}(t)\right) d t$ is $\theta$-independent and thus simple zeros cannot occur and transversal intersections cannot be found. This is not surprising, since in that case we have an autonomous three-dimensional vector field and $\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)$ is a fixed point with a one-dimensional unstable manifold and a two-dimensional stable manifold (or vice versa). If such manifolds intersect, they necessarily do so along a solution curve and thus the intersection cannot be transversal (cf. Guckenheimer and Holmes [1983, $\S 1.8]$ ). However, if $g$ depends upon parameters, then such "autonomous" homoclinic orbits can occur naturally as a parameter varies (see Theorem 4.2 below).
4. Bifurcations. In this section we give two theorems relevant to the case where the slowly varying oscillator depends upon a parameter $\mu \in R$.

Theorem 4.1. (Nonautonomous). Consider system (2.1) depending on a scalar parameter $\mu \in K$, where $K$ is some open interval in $R$. Suppose there exists a point $\left(\theta_{0}, \mu_{0}\right)$ such that
(a) $M\left(\theta_{0}, \mu_{0}\right)=0$,
(b) $\left.\frac{\partial M}{\partial \theta}\right|_{\left(\theta_{0}, \mu_{0}\right)}=0$.
(c) $\left.\frac{\partial^{2} M}{\partial \theta^{2}}\right|_{\left(\theta_{0}, \mu_{0}\right)} \neq 0$,
(d) $\left.\frac{\partial M}{\partial \mu}\right|_{\left(\theta_{0}, \mu_{0}\right)} \neq 0$.

Then, for $\varepsilon \neq 0$ sufficiently small, near $\mu_{0}$ there is a bifurcation value $\hat{\mu}$ at which quadratic homoclinic tangencies occur.

As we have noted, if $g$ is time-independent then $M$ is necessarily $\theta$-independent. Hence hypothesis (c) of Theorem 4.1 cannot be satisfied, and Theorem 3.1 cannot be applied. However, in this case we have the following.

Theorem 4.2. (Autonomous). Consider system (2.1), where $\mathbf{g}(\mathbf{q} ; \mu)$ is time independent but depends on a scalar parameter $\mu \in K \subseteq \mathbb{R}$. Suppose there exists a point $\mu_{0} \in K$ such that

$$
\begin{align*}
& M\left(\mu_{0}\right)=0,  \tag{a}\\
& \left.\frac{\partial M}{\partial \mu}\right|_{\mu=\mu_{0}} \neq 0 . \tag{b}
\end{align*}
$$

Then, for $\varepsilon \neq 0$ sufficiently small, near $\mu_{0}$ there is a bifurcation value $\mu$ at which (nontransverse) homoclinic orbits occur.

Proofs. These two results are proved by straightforward Taylor series expansion of $M$ about the point $\left(\theta_{0}, \mu_{0}\right)$ (resp. $\mu_{0}$ ) and application of the implicit function theorem. See Guckenheimer and Holmes [1983, § 4.5].

We remark that in the autonomous case it does not immediately follow that homoclinic orbits imply horseshoes, although that conclusion does follow for certain types of saddle-point with complex eigenvalues and in some cases with real eigenvalues (Silnikov [1965], [1967], [1970], Devaney [1976], Holmes [1980], Sparrow [1982]).
5. Interaction of periodic and homoclinic orbits. In the preceding paper (Wiggins and Holmes [1987]) we studied the two parameter family of periodic orbits inside $\Gamma$ which remain bounded away from $\Gamma$, i.e., their periods were uniformly bounded above by some constant.

Now we will relate the periodic Melnikov theory to the homoclinic results of the present paper. From Wiggins and Holmes [1987, (2.7) and (3.11)-(3.19)], we have, omitting the arguments $\mathbf{q}_{0}^{\alpha, z}(t)$

$$
\begin{align*}
\mathbf{M}^{m / n}(I, \theta, z) & =\left[\frac{1}{\Omega(1, Z)}\left\{\int_{0}^{m T}(\nabla H \cdot \mathbf{g}) d t-\left.\frac{\partial H}{\partial z}\right|_{I} \int_{0}^{m T} g_{3} d t\right\}, \int_{0}^{m T} g_{3} d t\right]  \tag{5.1}\\
& \stackrel{\text { def }}{=}\left(M_{1}^{m / n}, M_{3}^{m / n}\right) .
\end{align*}
$$

In that paper (5.1) was obtained by a computation involving action angle variables; however, a cartesian $(x, y, z)$ computation analogous to that of $\S 3$ above yields precisely the same expression. To see this, refer to (3.13) of the present paper, use periodicity of $\mathbf{q}_{0}^{\alpha, z}(t)$, change the limits of integration to $-m T / 2 \rightarrow m T / 2$ and observe that $\Omega(I, z)=\| \mathbf{f}\left(\mathbf{q}_{0}^{\alpha, z}(-\theta) \|\right.$. Finally, in dealing with periodic orbits the term $(\partial H / \partial z)\left(\mathbf{q}_{0}(-\infty)\right) z_{1}^{u}(-\infty, \theta)-(\partial H / \partial z)\left(\mathbf{q}_{0}(\infty)\right) z_{1}^{s}(\infty, \theta)$ becomes

$$
\left.\frac{\partial H}{\partial z}\right|_{I=\text { const }}\left(z_{1}\left(\frac{-m T}{2}, \theta\right)-z_{1}\left(\frac{m T}{2}, \theta\right)\right)\left|=\frac{-\partial H}{\partial z}\right|_{I} \int_{-m T / 2}^{m T / 2} g_{3} d t,
$$

as required, and the other boundary term of (3.13) vanishes.
We now show that the limit of $\mathbf{M}^{m / 1}$ exists on the homoclinic manifold and give an interpretation of that limit in terms of the dynamics of the slowly varying oscillators. It is clear that the homoclinic manifold cannot be approached in an arbitrary manner, since not all solutions in the perturbed manifolds can be uniformly approximated by solutions in the unperturbed manifolds for arbitrarily long time intervals: by Propositions 2.3 and 2.4 this can be done only for perturbed solutions with initial $z$ values in $O(\varepsilon)$ neighborhood of a point $z_{0} \in J$ such that $\left(\gamma\left(z_{0}\right)+O(\varepsilon), \phi\right)$ is a hyperbolic periodic orbit (or fixed point in the autonomous case) on $M_{\varepsilon}$. However, we have the following result.

Proposition 5.1. Suppose that there exists a point $z_{0} \in J$ such that $\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon), \phi\right)$ is a hyperbolic periodic orbit on $\mathscr{M}_{\varepsilon}$. Then

$$
\begin{equation*}
\lim _{\substack{m \rightarrow \infty \\ z \rightarrow z_{0}}} M_{3}^{m / 1}=\int_{-\infty}^{\infty} g_{3}\left(q_{0}(t), t+\theta\right) d t=0, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{\substack{m \rightarrow \infty \\ z \rightarrow z_{0}}} M_{1}^{m / 1}=\frac{1}{\left\|\mathbf{f}\left(\mathbf{q}_{0}(-\theta)\right)\right\|} \int_{-\infty}^{\infty}(\nabla H \cdot \mathbf{g})\left(\mathbf{q}_{0}(t), t+\theta\right) d t=M(\theta), \tag{2}
\end{equation*}
$$

where the integrands are evaluated on the unperturbed homoclinic orbit with $z=z_{0}$.
Proof. The proof of (1) follows by integrating the $z_{1}$ component of the first variational equation and examining the limiting behavior as $t \rightarrow \pm \infty$.

The proof of (2) involves a straightforward modification of arguments given in Theorem 4.6.4 of Guckenheimer and Holmes [1983].

This proposition shows that the periodic Melnikov functions have a meaning on the homoclinic manifold, although the dynamical interpretations are very different. Inside the homoclinic manifold, a simple zero of ( $\boldsymbol{M}_{1}^{m / 1}, \boldsymbol{M}_{3}^{m / 1}$ ) implies the existence of an isolated periodic orbit of period $m T$. On the homoclinic manifold, a simple zero of $M_{3}$ implies a hyperbolic periodic orbit, $\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon), \phi\right)$, on $\mathcal{M}_{\varepsilon}$ and a simple zero of $M_{1}$ implies a transversal intersection between the stable and unstable manifolds of $\left(\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon), \phi\right)$. However, note that Proposition 5.1 allows us to think of $M_{1}$ and $M_{3}$ as functions of $(\alpha, z, \theta)$ with $\theta \in R, z \in J$ and $\alpha \in L(z)=\left[\alpha(z), \alpha_{0}(z)\right]$, where $\alpha_{0}(z)$ is the value of $\alpha$ which gives an orbit on the homoclinic manifold for that particular $z$-value.

We end this section by remarking on the case where the system (2.1) is autonomous. In this case the limits of integration for the subharmonic Melnikov vector are $-T(\alpha, z) / 2 \rightarrow T(\alpha, z) / 2$ where $T(\alpha, z)$ is the period of an unperturbed orbit. In showing that the subharmonic Melnikov vector has a meaning on the homoclinic manifold in this case we take limits as $\alpha \rightarrow \alpha_{0}, z \rightarrow z_{0}$, where $\alpha_{0}$ is the value of $\alpha$ on the homoclinic manifold and $z_{0}$ is a $z$ value such that $\gamma\left(z_{0}\right)+\mathcal{O}(\varepsilon)$ is a hyperbolic fixed point on $\mathscr{M}_{\varepsilon}$.

Now we will show that the hypotheses of the homoclinic bifurcation Theorems 4.1 and 4.2 also imply the existence of nearby families of periodic orbits, which converge to the homoclinic orbits as $\mu \rightarrow \hat{\mu}$.
$M^{m / 1}(I, z, \mu)$ and $M^{m / 1}(I, \theta, z, \mu)$ denote the autonomous and nonautonomous subharmonic Melnikov vectors respectively (we will drop the superscript $m / 1$ for notational convenience), unless $(I(\theta), z)$ belongs to the homoclinic orbit, in which case they denote the homoclinic Melnikov functions of Proposition 5.1. In that case, the requirement of a hyperbolic set in $\mathcal{M}_{\varepsilon}$ fixes $z=z_{0}$ (via $\bar{g}_{3}\left(\gamma\left(z_{0}\right)=0\right.$ ) and $I=I_{0}$ is fixed by the unperturbed homoclinic orbit on the plane $z=z_{0}$. Thus, in $\S 4$ we merely wrote $M(\mu)$ for $M_{1}\left(I_{0}, z_{0}, \mu\right)$ and $M(\theta, \mu)$ for $M_{1}\left(I_{0}, \theta, z_{0}, \mu\right)$.

We remark that we have replaced the parameter $\alpha$ with $I$, the action. This is convenient since we are interested in periodic orbits limiting on homoclinic orbits and is justifiable by Proposition 5.1 and the fact that $I$ represents the area bounded by an orbit on a fixed $z$ plane, and this area is defined even for the homoclinic orbit.

Our two main results are the following.
Theorem 5.2 (Autonomous). Consider the parametrized Melnikov functions $\mathbf{M}(I, z, \mu)$ for a parameter $\mu \in R$. Suppose there exists $z_{0}=z_{0}(\mu) \in J$ such that $\gamma\left(z_{0}(\mu), \mu\right)+\mathcal{O}(\varepsilon)$ is a hyperbolic fixed point on $\mathscr{M}_{\varepsilon}$ for each $\mu$ in an open interval $K$ containing a value $\mu_{0}$ and let $I=I_{0}$ be the value of the action corresponding to the homoclinic orbit on the $z=z_{0}(\mu)$ level at which

$$
\begin{align*}
& M_{1}\left(I_{0}, z_{0}, \mu_{0}\right)=0,  \tag{a}\\
& \frac{\partial M_{1}}{\partial \mu}\left(I_{0}, z_{0}, \mu_{0}\right) \neq 0,  \tag{b}\\
& \frac{\partial g_{1}}{\partial x}\left(\gamma\left(z_{0}, \mu_{0}\right)\right)+\frac{\partial g_{2}}{\partial y}\left(\gamma\left(z_{0}, \mu_{0}\right)\right) \neq 0,  \tag{c}\\
& \frac{\partial g_{3}}{\partial z}\left(\gamma\left(z_{0}, \mu_{0}\right)\right) \neq 0 . \tag{d}
\end{align*}
$$

Then for $\varepsilon \neq 0$ sufficiently small the solutions of (2.1) contain a family $\Lambda(\mu)$, of periodic orbits $(\mu \in K)$, which converge on the homoclinic orbit with periods approaching infinity as $\mu \rightarrow \hat{\mu}=\mu_{0}+\mathcal{O}(\varepsilon)$, where $\hat{\mu}$ is the homoclinic bifurcation value.

Theorem 5.3 (Nonautonomous). Consider the parametrized Melnikov functions $\mathbf{M}(I, \theta, z, \mu)$ for a parameter $\mu \in R$. Suppose there exists $z_{0}=z_{0}(\mu) \in J$ such that $\left(\gamma\left(z_{0}(\mu), \mu\right)+\mathcal{O}(\varepsilon), \phi\right)$ is a hyperbolic periodic orbit on $\mathscr{M}_{\varepsilon}$ for each $\mu$ in an open interval $K$ containing a value $\mu_{0}$, and let $I=I_{0}$ be the value of the action corresponding to the homoclinic orbit on the $z=z_{0}(\mu)$ level such that at the point $\left(I_{0}, \theta_{0}, z_{0}\left(\mu_{0}\right), \mu_{0}\right)$ we have
(a) $\quad M_{1}\left(I_{1}, \theta_{0}, z_{0}\left(\mu_{0}\right), \mu_{0}\right)=0$,
(b) $\frac{\partial M_{1}}{\partial \theta}\left(I_{1}, \theta_{0}, z_{0}\left(\mu_{0}\right), \mu_{0}\right)=0$,
(c) $\frac{\partial^{2} M_{1}}{\partial \theta^{2}}\left(I_{1}, \theta_{0}, z_{0}\left(\mu_{0}\right), \mu_{0}\right) \neq 0$,
(d)

$$
\frac{\partial M_{1}}{\partial \mu}\left(I_{1}, \theta_{0}, z_{0}\left(\mu_{0}\right), \mu_{0}\right) \neq 0
$$

(e) $\frac{\partial \bar{g}_{3}}{\partial z}\left(\gamma\left(z_{0}\left(\mu_{0}\right), \mu_{0}\right)\right) \neq 0$.

Then, for $\varepsilon \neq 0$ sufficiently small, the homoclinic bifurcation is a countable limit of subharmonic saddle-node bifurcations to higher and higher periods.

Proofs. The proofs of Theorems 5.2 and 5.3 involve straightforward, though tedious, calculations with the Melnikov functions. The interested reader is referred to Wiggins [1985] for the details. These results generalize the autonomous planar homoclinic bifurcation theorems of Andronov et al. [1971] and the nonautonomous planar Melnikov [1963] methods of Greenspan and Holmes [1983]. We remark that the theorems can also be proved using the more "geometric" arguments of Silnikov [1965], [1967], [1970], in which a local analysis near the hyperbolic set $\gamma$ is combined with a near identity global return map (cf. Guckenheimer and Holmes [1983, §6.5]).
6. An example. In this section we apply the theory developed above to the equation

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=x-x^{3}-z-\varepsilon \delta y,  \tag{6.1}\\
& \dot{z}=\varepsilon(\gamma x-\alpha z+\beta \cos t),
\end{align*}
$$

which models a single degree of freedom nonlinear oscillator subject to weak linear damping and weak feedback control (Holmes and Moon [1983], Holmes [1983], [1985]). If $\beta=0$, the system is autonomous and, for sufficiently strong damping ( $\varepsilon \delta$ ) and feedback $(\varepsilon \gamma)$ the feedback stabilizes the equilibrium position $(0,0,0)$, which is a saddle-point for small $\varepsilon \gamma$. In Holmes [1985] local bifurcation results were obtained for a slight variant of this system and in Holmes [1983] an ad hoc perturbation method was used to argue that transverse homoclinic orbits would occur in the nonautonomous ( $\beta \neq 0$ ) case. (The term $\beta \cos t$ represents a desired response characteristic, which is relayed to the system via the feedback loop). This example therefore illustrates both the autonomous and nonautonomous theories developed above.

The unperturbed Hamiltonian corresponding to (6.1) is

$$
\begin{equation*}
H(x, y ; z)=\frac{y^{2}}{2}-\frac{x^{2}}{2}+\frac{x^{4}}{4}+x z, \tag{6.2}
\end{equation*}
$$

and straightforward analysis reveals the unperturbed phase space structure sketched in Fig. 4. A hyperbolic manifold $\mathcal{N}$, given by $x=\bar{x}(z), y=0$, where $\bar{x}$ is the intermediate size root of

$$
\begin{equation*}
x^{3}-x+z=0, \tag{6.3}
\end{equation*}
$$

exists for $-2 / 3 \sqrt{3}<z<2 / 3 \sqrt{3}$. For each $z=z_{0}$ in this range, the Hamiltonian system $H\left(x, y ; z_{0}\right)$ restricted to $z=z_{0}$ has a hyperbolic saddle-point ( $\left.\bar{x}\left(z_{0}\right), 0\right)$ with a "figure 8 " double homoclinic loop enclosing two elliptic fixed points (the other two roots of (6.3)). For $|z|>2 / 3 \sqrt{3}$ (6.3) has a single root and $H$ has a single elliptic fixed point.

First we apply Propositions 2.1 and 2.2 to this system, and seek periodic orbits for the perturbed flow in the manifold $\mathscr{M}_{\varepsilon}=(\mathcal{N}, \phi)+\mathcal{O}(\varepsilon)$. This necessitates computation of

$$
\begin{align*}
\overline{g_{3}(\gamma(z))} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}(\gamma \bar{x}(z)-\alpha z+\beta \cos t) d t  \tag{6.4}\\
& =\gamma \bar{x}(z)-\alpha z .
\end{align*}
$$

We note that the same result obtains for $\beta=0$ or $\beta \neq 0$. We also check that

$$
\begin{equation*}
\frac{\partial\left(f_{1}, f_{2}\right)}{\partial(x, y)}=3 x^{2}-1 \tag{6.5}
\end{equation*}
$$

is strictly negative on $\mathcal{N}$, since the middle root of (6.3) lies in the range $(-1 / \sqrt{3}, 1 / \sqrt{3})$ for $-2 / 3 \sqrt{3}<z<2 / 3 \sqrt{3}$.

From (6.4), for a zero of $\bar{g}_{3}$ we require $z=\gamma \bar{x}(z) / \alpha$, and thus, using (6.3), we must solve

$$
\begin{equation*}
x^{3}+\left(\frac{\gamma}{\alpha}-1\right) x=0, \quad \Rightarrow x=0 \quad \text { or } \quad x= \pm \sqrt{1-\frac{\gamma}{\alpha}}, \quad \frac{\gamma}{\alpha}<1 . \tag{6.6}
\end{equation*}
$$

Also, note that the derivative

$$
\begin{equation*}
\frac{d}{d z} \bar{g}_{3}=\gamma \bar{x}^{\prime}-\alpha=\frac{\gamma}{1-3 \bar{x}^{2}}-\alpha, \tag{6.7}
\end{equation*}
$$



Fig. 4. The unperturbed phase space of (6.1).
takes the values $\gamma-\alpha$ for $x=0$ and $2 \alpha(\alpha-\gamma) /(3 \gamma-2 \alpha)$ for $x= \pm \sqrt{1-\gamma / \alpha}$. Thus, for simple zeros we require $\gamma \neq \alpha$ at $x=0$ and $2 \alpha / 3<\gamma<\alpha$ at $x= \pm \sqrt{1-\gamma / \alpha}$. If these conditions are met, then Proposition 2.2 guarantees that the perturbed Poincare map has hyperbolic fixed points near $(0,0,0)$ and ( $\pm \sqrt{1-\gamma / \alpha}, 0, \pm(\gamma / \alpha) \sqrt{1-\gamma / \alpha})$. Examination of the sign of $d \bar{g}_{3} / d z$ shows that the dynamics on $\mathcal{M}_{\varepsilon}$ is as sketched in Fig. 5.

$\gamma>a$

$\frac{2 a}{3}<\gamma<a$

$y<\frac{2 a}{3}$

Fig. 5. Dynamics on $\mathcal{M}_{\varepsilon}, \varepsilon \neq 0$.

We next apply the perturbation theory of § 3, computing the Melnikov functions for $z=0$ and $z= \pm(\gamma / \alpha) \sqrt{1-\gamma / \alpha}$. The unperturbed solutions on these $z$-planes are given by

$$
\begin{gather*}
\mathbf{q}_{0}(t)=(x, y, z)(t)=( \pm \sqrt{2 \operatorname{sech} t}, \mp \sqrt{2} \operatorname{sech} t \tanh t, 0)  \tag{6.8}\\
\mathbf{q}_{0}^{+}(t)=\left(\frac{2 c S+a b}{2 b S-a}, \frac{-2 a d^{3} S T}{(2 b S-a)^{2}}, \frac{\gamma}{\alpha} \sqrt{1-\frac{\gamma}{\alpha}}\right) \tag{6.9a}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{q}_{0}^{-}(t)=\left(\frac{2 c S-a b}{2 b S+a}, \frac{2 a d^{3} S T}{(2 b S+a)^{2}}, \frac{\gamma}{\alpha} \sqrt{1-\frac{\gamma}{\alpha}}\right) \tag{6.9b}
\end{equation*}
$$

on the plane $z=\gamma \sqrt{1-\gamma / \alpha} / \alpha$. Here we define

$$
\begin{align*}
& a=\sqrt{\frac{2 \gamma}{\alpha}}, \quad b=\sqrt{1-\frac{\gamma}{\alpha}}, \quad c=1-\frac{2 \gamma}{\alpha}, \quad d=\sqrt{\frac{3 \gamma}{\alpha}-2}, \\
& S=\operatorname{sech}(d t) \quad \text { and } \quad T=\tanh (d t) . \tag{6.10}
\end{align*}
$$

On $z=-\gamma \sqrt{1-\gamma / \alpha} / \alpha$ we have $\overline{\mathbf{q}}_{0}^{+}=-\mathbf{q}_{0}^{+}$and $\overline{\mathbf{q}}_{0}^{-}=-\mathbf{q}_{0}^{-}$. Note that, as $\gamma / \alpha \rightarrow 1$, $(6.9 \mathrm{a}, \mathrm{b}) \rightarrow(6.8)$.

The Melnikov integral is
(6.11) $\int_{-\infty}^{\infty}(\nabla H \cdot g)\left(\mathbf{q}_{0}(t), t+\theta\right) d t=\int_{-\infty}^{\infty}\left(-\delta y^{2}+\gamma x^{2}-\alpha x z+\beta x \cos (t+\theta)\right) d t$.

In the first case this yields

$$
\begin{align*}
M & =\int_{-\infty}^{\infty}\left(-2 \delta \operatorname{sech}^{2} t \tanh ^{2} t+2 \gamma \operatorname{sech}^{2} t \pm \sqrt{2} \beta \operatorname{sech} t \cos (t+\theta)\right) d t \\
& =-\frac{4 \delta}{3}+4 \gamma \pm \sqrt{2} \beta \pi \operatorname{sech}\left(\frac{\pi}{2}\right) \cos \theta . \tag{6.12}
\end{align*}
$$

In the second case, on the plane $z=(\gamma / \alpha) \sqrt{(1-(\gamma / \alpha))}$, we obtain the expressions

$$
\begin{align*}
M= & -4 \delta\left[\frac{d^{4}}{3}+b^{2} d^{2}+\frac{\gamma b d}{\sqrt{2} \alpha}\left(\sin ^{-1} \sqrt{\frac{2 \alpha}{\gamma}} b \pm \frac{\pi}{2}\right)\right]  \tag{6.1}\\
& +2 \gamma\left[2 d+\sqrt{2} b\left(\sin ^{-1} \sqrt{\frac{2 \alpha}{\gamma}} b \pm \frac{\pi}{2}\right)\right] \mp 2 \sqrt{2} \pi \beta \frac{\sinh \left(1 / d \sin ^{-1} \sqrt{d \alpha / \gamma}\right)}{\sinh (\pi / d)} \cos \theta
\end{align*}
$$

where the upper choice of sign refers to the larger homoclinic loop $q_{0}^{+}$and the lower choice to the smaller loop, $q_{0}^{-}$(cf. Fig. 5). On $z=-(\gamma / \alpha) \sqrt{1-(\gamma / \alpha)}$, we find

$$
M=-4 \delta\left[\frac{d^{4}}{3}+b^{2} d^{2}+\frac{\gamma b d}{\sqrt{2} \alpha}\left(\sin ^{-1} \sqrt{\frac{2 \alpha}{\gamma}} b \pm \frac{\pi}{2}\right)\right]
$$

$$
\begin{equation*}
+2 \gamma\left[2 d+\sqrt{2} b\left[\left(\sin ^{-1} \sqrt{\frac{2 \alpha}{\gamma}} b \pm \frac{\pi}{2}\right)\right] \pm 2 \sqrt{2} \pi \beta \frac{\sinh \left(1 / d \sin ^{-1} \sqrt{d \alpha / \gamma}\right)}{\sinh (\pi / d)} \cos \theta\right. \tag{6.14}
\end{equation*}
$$

In all four cases the principal value $0 \leqq \sin ^{-1}(\cdot) \leqq \pi / 2$ is to be taken. We note that, when $\gamma / \alpha=1$, so that $b=0$ and $d=1$, both (6.13) and (6.14) reduce to (6.12).

We present the bifurcation results that follow from these computations and Theorem 4.2, for the autonomous case, $(\beta=0)$ in Fig. 6(a), where we show the bifurcation sets $M(\delta, \gamma)=0$ for fixed $\alpha=1$ computed from (6.12)-(6.14) using the definitions of $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ in (6.10). The linear set (6.12) $\delta=3 \gamma$ and the two curves from $(6.13)^{ \pm}$are indicated on the figure. For $\beta=0(6.14)^{ \pm}$gives curves coincident with those of (6.13) ${ }^{ \pm}$. Note that as $\gamma / \alpha \rightarrow 1^{-}$(where the three fixed points on $M_{\varepsilon}$ coalesce) all three curves meet, and also that the curves for the homoclinic orbits near $z=$ $\pm(\gamma / \alpha)(1-(\gamma / \alpha))^{1 / 2}$ go to infinity as $\gamma \rightarrow 2 / 3^{+}$(where the two nontrivial fixed points reach the boundary of $M_{\varepsilon}$ ). We remark that a branch of the curve labeled (6.13) ${ }^{-}$and $(6.14)^{-}$has not been shown in Fig. 6(a) since it assumes $\delta$ values outside the range of our graph for $\gamma$ values of physical interest. Figure 7 gives schematic phase portraits corresponding to parameter values labeled in Fig. 6(a).

In the nonautonomous case ( $\beta \neq 0$ ) we see that the effect of the nonautonomous perturbation $\beta$ cost is to open each of these curves into a band of width $\mathcal{O}(\beta)$ (see Fig. 6(b)). By Theorem 4.1 we conclude that quadratic homoclinic tangencies occur


Fig. 6. Homoclinic bifurcation sets: (a) autonomous; (b) nonautonomous.


Fig. 7. Phase portraits at points A, B, C, D of Fig. 6(a).
on the boundaries of these bands with transversal intersections inside. Therefore, from Theorem 5.3 we know that the points on the boundaries of these bands are countable limits of saddle-node bifurcation points of periodic orbits to higher and higher periods. In this case, then, we have deterministic chaos for parameter values in the bands indicated in Fig. 6(b).

We conclude this section by remarking on the situation that occurs when the gain, $\gamma$, goes to zero. From (6.1) we see that the $z$ component of the vector field decouples from the $x$ and $y$ components. Thus $z$ can be solved for as an explicit function of time which is asymptotically periodic ( $z \sim \varepsilon \beta \sin t+O\left(\varepsilon^{2}\right)$ as $t \rightarrow \infty$ ), and this solution can be substituted into the $x$ and $y$ components, resulting in an equation for a planar forced oscillator. Then one would expect to recover the usual Melnikov function for the equation

$$
\dot{x}=y, \quad \dot{y}=x-x^{3}-\varepsilon[\beta \sin t+\delta y]+O\left(\varepsilon^{2}\right)
$$

as studied by Greenspan and Holmes [1983], and inspection of (6.12) shows that this is indeed the case. In this respect, we note that the gain $\gamma$ acts as a destabilizing influence resulting in the effective damping ( $(4 \delta / 3)-4 \gamma$ ) in (6.12) in comparison with the term $4 \delta / 3$ in the uncoupled "planar" Duffing equation. Consequently the critical force level for the appearance of transverse homoclinic orbits and chaos is

$$
\beta_{\text {crit }}=\frac{((4 \delta / 3)-4 \gamma)}{\sqrt{2} \pi} \cosh \left(\frac{\pi}{2}\right)
$$

rather than

$$
\beta_{\mathrm{crit}}=\frac{4 \delta}{3 \sqrt{2} \pi} \cosh \left(\frac{\pi}{2}\right) .
$$

These results go some way in explaining the destabilizing effect of gain observed in
numerical integrations of this and similar systems by Moon (see Holmes and Moon [1983]).
7. Conclusions. In this and the preceding paper we have developed a global perturbation theory for slowly varying oscillators that collapse to one parameter families of Hamiltonian systems in the limit $\varepsilon=0$. As such, they typically possess two parameter $(\alpha, z)$ families of periodic orbits and one parameter ( $z$ ) families of homoclinic orbits to hyperbolic manifolds of equilibria. The perturbation theory we have developed uses these highly degenerate structures to seek isolated periodic and homoclinic orbits for $\varepsilon \neq 0$, small. We have given existence, stability and codimension one bifurcation theorems for periodic orbits in resonance with an external forcing and an existence theorem for transverse homoclinic orbits in the nonautonomous case and homoclinic bifurcation theorems for both cases. The hypotheses of the theorems can be checked explicitly in examples by computations involving integration around the unperturbed closed orbits. We have illustrated such computations with examples of a nonlinear oscillator subject to weak feedback control and external forcing.

In the interests of providing detailed results and specific applications, we have chosen to limit our analyses to three-dimensional systems, but we remark that the methods generalize in a natural way to systems in which $x$ and $y$ are each $n$-dimensional and $z$ is $m$-dimensional: i.e., slowly varying perturbations of $m$-parameter families of $n$-degree of freedom Hamiltonians (see Wiggins [1986]).
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#### Abstract

In this paper we use topological transversality to obtain existence theorems for certain classes of third order boundary value problems. Our analysis is based on the notions of an essential map and on a priori bounds on solutions.
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1. Introduction. In this paper we study the existence of solutions to third order boundary value problems of the form

$$
\begin{equation*}
y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], y \in B \tag{1.1}
\end{equation*}
$$

where $f:[0,1] \times R^{3} \rightarrow R$ is continuous. Here $B$ denotes suitable boundary conditions.
In $\S 2$ results of Granas, Guenther and Lee [4], [5] on second order boundary value problems are extended so that existence theorems can be obtained for a certain class of third order boundary value problems. The existence theorems obtained in § 2, however, are rather specialized. In § 3 by placing different types of monotonicity and growth conditions on the nonlinearity $f$, we obtain new and interesting existence theorems for a wide class of problems.
2. The Bernstein theory of the equation $\boldsymbol{y}^{\prime \prime \prime}=\boldsymbol{f}\left(\boldsymbol{t}, \boldsymbol{y}, \boldsymbol{y}^{\prime}, \boldsymbol{y}^{\prime \prime}\right)$. In this section we extend the Bernstein theory and results of Granas, Guenther and Lee [4] to discuss problems of the form (1.1). Fix a point $c$ in $[0,1]$. Let $B$ denote either the boundary conditions

$$
\begin{array}{ll}
y(c)=0, & y^{\prime}(0)=0,
\end{array} y^{\prime}(1)=0, ~ 子 ~=0, ~ y^{\prime \prime}(0)=0, \quad y^{\prime \prime}(1)=0
$$

or
(iii)

$$
\begin{aligned}
& s y(c)+d y^{\prime}(c)=0, \quad s \neq 0, \\
& -\alpha y^{\prime}(0)+\beta y^{\prime \prime}(0)=0, \quad \alpha, \beta>0, \\
& a y^{\prime}(1)+b y^{\prime \prime}(1)=0, \quad a, b>0 .
\end{aligned}
$$

Theorem 2.1 of [5] was proved for two point boundary value problems; however, no change in the proof is necessary if we consider multipoint boundary value problems. Hence, specializing Theorem 2.1 of [5] for the case $n=3$ we obtain the following.

Theorem 2.1. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous and $0 \leqq \lambda \leqq 1$. Suppose there is a constant $K$ independent of $\lambda$ such that $\|y\|_{3} \leqq K$ for each solution $y(t)$ to

$$
\begin{equation*}
y^{\prime \prime \prime}-y^{\prime}=\lambda\left[f\left(t, y, y^{\prime}, y^{\prime \prime}\right)-y^{\prime}\right], \quad t \in[0,1], \quad y \in B . \tag{2.1}
\end{equation*}
$$

Then the boundary value problem (1.1) has at least one solution in $C^{3}[0,1]$.
Suppose $y(t)$ is a solution to (1.1) and $\left[y^{\prime}(t)\right]^{2}$ has a maximum at $t_{0} \in(0,1)$. Then

$$
\begin{equation*}
y^{\prime \prime}\left(t_{0}\right)=0 \quad \text { and } \quad y^{\prime}\left(t_{0}\right) f\left(t_{0}, y\left(t_{0}\right), y^{\prime}\left(t_{0}\right), 0\right) \leqq 0 . \tag{2.2}
\end{equation*}
$$

[^57]Theorem 2.2. Suppose there is a constant $M \geqq 0$ such that

$$
p f(t, u, p, 0)>0 \quad \text { for }|p|>M
$$

and $(t, u)$ in $[0,1] \times R$.
Then any solution $y$ to (1.1) satisfies

$$
\left|y^{\prime}(t)\right| \leqq M \quad \text { for } t \in[0,1]
$$

Furthermore, there exists a constant $M_{1} \equiv M[1+|d / s|]$ such that

$$
|y(t)| \leqq M_{1} \quad \text { for } t \in[0,1] .
$$

Proof. Suppose first $\left|y^{\prime}\right|$ achieves a maximum at $t_{0} \in(0,1)$. Assume $\left|y^{\prime}\left(t_{0}\right)\right|>M$. Then $y^{\prime}\left(t_{0}\right) f\left(t_{0}, y\left(t_{0}\right), y^{\prime}\left(t_{0}\right), 0\right)>0$, which contradicts (2.2). Thus $\left|y^{\prime}\left(t_{0}\right)\right| \leqq M_{0}$.

Now if $y$ satisfies (i) or (iii), an easy argument shows $\left|y^{\prime}\right|$ cannot have a nontrivial maximum at 0 or 1 .

Finally, if $y$ is a solution to (ii) and if $\left|y^{\prime}\right|$ assumes its maximum at $t_{0}=0$ or $t_{0}=1$, then $\left|y^{\prime}\left(t_{0}\right)\right| \leqq M$. To see this suppose $\left|y^{\prime}(0)\right|$ is the maximum value of $\left|y^{\prime}\right|$. If we assume $\left|y^{\prime}(0)\right|>M$, then $y^{\prime}(0) y^{\prime \prime \prime}(0)>0$. Now if $y^{\prime}(0)>0$, then $y^{\prime \prime \prime}(0)>0$, so $y^{\prime \prime}(t)=\int_{0}^{t} y^{\prime \prime \prime}(z) d z$ is strictly increasing near $t=0$. We then have $y^{\prime \prime}(t)>y^{\prime \prime}(0)=0$ for $t>0$ and near zero and so $\left|y^{\prime}(0)\right|=y^{\prime}(0)$ is not the maximum of $\left|y^{\prime}\right|$ on $[0,1]$, a contradiction. We obtain a similar contradiction if we assume $y^{\prime}(0)<0$. Hence $\left|y^{\prime}(t)\right| \leqq M$ for $t \in[0,1]$. Finally, integration yields the stated bounds on $|y|$ immediately.

We couple the monotonicity condition in Theorem 2.2 with the analogue of the Bernstein growth condition to obtain our basic existence theorem.

Theorem 2.3. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
p f(t, u, p, 0)>0 \quad \text { for }|p|>M
$$

and $(t, u) \in[0,1] \times R$.
(b) Suppose that

$$
|f(t, u, p, q)| \leqq A(t, u, p) q^{2}+B(t, u, p)
$$

where $A(t, u, p), B(t, u, p) \geqq 0$ are functions bounded on bounded $(t, u, p)$ sets.
Then the boundary value problem (1.1) has at least one solution in $C^{3}[0,1]$.
Proof. Existence follows immediately from Theorem 2.1 once a priori bounds are established for solutions $y$ to $(2.1)_{\lambda}$. If $\lambda=0, y \equiv 0$. Otherwise for $0<\lambda \leqq 1$, $p f(t, u, p, 0)>0$ for $|p|>M$ implies $\lambda p f(t, u, p, 0)+(1-\lambda) p^{2}>0$ for $|p|>M$. Thus Theorem 2.2 yields a priori bounds $M, M_{1}$ for $\left|y^{\prime}\right|$ and $|y|$ respectively. Finally we obtain a priori bounds on $y^{\prime \prime}$ and $y^{\prime \prime \prime}$. Now each of the boundary conditions (i), (ii), or (iii) implies that $y^{\prime \prime}$ vanishes at least once on $[0,1]$. We also have

$$
|f(t, u, p, q)| \leqq A q^{2}+B
$$

where $A$ and $B$ denote upper bounds of $A(t, u, p), B(t, u, p)$ respectively for $(t, u, p) \in$ $[0,1] \times\left[-M_{1}, M_{1}\right] \times[-M, M]$. Now each point $t \in[0,1]$ for which $y^{\prime \prime}(t) \neq 0$ belongs to an interval $[\mu, v]$ such that $y^{\prime \prime}$ maintains a fixed $\operatorname{sign}$ on $[\mu, v]$ and $y^{\prime \prime}(\mu)$ and or $y^{\prime \prime}(v)$ is zero. Assume that $y^{\prime \prime}(\mu)=0$ and $y^{\prime \prime} \geqq 0$ on $[\mu, v]$. Now with $A_{0}=A, B_{0}=B+M$ the differential equation yields

$$
\frac{2 A_{0} y^{\prime \prime} y^{\prime \prime \prime}}{A_{0}\left(y^{\prime \prime}\right)^{2}+B_{0}} \leqq 2 A_{0} y^{\prime \prime}
$$

Integrating from $\mu$ to $t$ we obtain

$$
\left|y^{\prime \prime}(t)\right| \leqq\left[\frac{B_{0}}{A_{0}}\left(e^{4 A_{0} M}-1\right]\right]^{1 / 2} \equiv M_{2}
$$

The other cases are treated similarly and the same bound is obtained. With these bounds the differential equation yields a priori bounds independent of $\lambda$ for $\left|y^{\prime \prime \prime}\right|$.

Corollary 2.4. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
p f(t, u, p, 0) \geqq 0 \quad \text { for }|p|>M
$$

and $(t, u)$ in $[0,1] \times R$.
(b) Suppose (b) of Theorem 2.3 holds.

Then the boundary value problem (1.1) has at least one solution in $C^{3}[0,1]$.
Proof. Consider

$$
\begin{equation*}
y^{\prime \prime \prime}=f_{n}\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], \quad y \in B \tag{2.3}
\end{equation*}
$$

where $f_{n}=f+y^{\prime} / n, n$ an integer. Apply Theorem 2.3 to (2.3) to obtain solutions $y_{n}$ to (2.3) for $n=1,2, \cdots$. Now a simple compactness argument implies that a subsequence of $\left\{y_{n}\right\}$ converges to a solution of $y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), y \in B$ and the proof is complete.

To conclude this section we examine the inhomogeneous boundary value problems

$$
\begin{equation*}
y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], \quad y \in \tilde{B} \tag{2.4}
\end{equation*}
$$

where $\tilde{B}$ denotes either the boundary conditions

$$
\begin{equation*}
y(c)=r, \quad y^{\prime}(0)=l, \quad y^{\prime}(1)=T \tag{iv}
\end{equation*}
$$

or

$$
\begin{align*}
& s y(c)+d y^{\prime}(c)=r, \quad s \neq 0,  \tag{v}\\
& -\alpha y^{\prime}(0)+\beta y^{\prime \prime}(0)=l, \quad \alpha, \beta>0 \\
& a y^{\prime}(1)+b y^{\prime \prime}(1)=T, \quad a, b>0
\end{align*}
$$

Here $c$ is a fixed point of $[0,1]$.
Theorem 2.5. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous. Suppose (a) and (b) of Corollary 2.4 are also satisfied. Then the boundary value problem (2.4) has at least one solution in $C^{3}[0,1]$.

Proof. Consider the family of problems

$$
\begin{equation*}
y^{\prime \prime \prime}=\lambda f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad 0 \leqq \lambda \leqq 1, \quad y \in \tilde{B} . \tag{2.4}
\end{equation*}
$$

The existence of a solution in $C^{3}[0,1]$ follows immediately from Theorem 5.1 of [7] once a priori bounds independent of $\lambda$ are established for solutions $y$ to (2.4) ${ }_{\lambda}$. We assume at first that $p f(t, u, p, 0)>0$ for $|p|>M$ and $(t, u)$ in $[0,1] \times R$. Now if $\lambda=0$ we have a unique solution, and thus $\left|y^{\prime}(t)\right| \leqq L$ for some constant $L<\infty$. Otherwise for $0<\lambda \leqq 1$, it follows immediately from Theorem 2.2 that $\left|y^{\prime}\right| \leqq M_{0}=\max \{M,|l|,|T|\}$, if $y$ satisfies (iv) and $\left|y^{\prime}\right| \leqq M_{1}=\max \{M,|l / \alpha|,|T / a|\}$ if $y$ satisfies (v). As an example suppose $y$ satisfies (v) and $\left|y^{\prime}(t)\right|$ assumes its maximum at $t=0$. Then $y^{\prime}(0) y^{\prime \prime}(0) \leqq 0$ so

$$
0 \geqq y^{\prime}(0) \beta y^{\prime \prime}(0)=\alpha\left[y^{\prime}(0)\right]^{2}\left[\frac{l}{\alpha y^{\prime}(0)}+1\right]
$$

and consequently $\left|y^{\prime}(0)\right| \leqq|l / \alpha|$. Hence a priori bounds for $\left|y^{\prime}\right|$ and $|y|$ are immediate. A priori bounds for $y^{\prime \prime}$ and $y^{\prime \prime \prime}$ follow exactly as in the proof of Theorem 2.3 once we observe that

$$
\left|y^{\prime \prime}(\mu)\right| \leqq K,
$$

$K \geqq 0$ a fixed constant independent of $\lambda$, for some point $\mu \in[0,1]$.
Now assume $p f(t, u, p, 0) \geqq 0$ for $|p|>M$ and $(t, u)$ in $[0,1] \times R$. The existence of a solution in this case follows by an argument similar to Corollary 2.4.

Example 1. (Sandwich beam). Beams formed by a few lamina of different materials are known as sandwich beams. In the analysis of such beams Krajcinovic [9] found that the distribution of shear deformation $\psi$ is governed by the differential equation

$$
\psi^{\prime \prime \prime}-k^{2}(x, \psi) \psi^{\prime}+a(x, \psi)=0 .
$$

Here $k^{2} \neq 0$. For further information on $k^{2}$ and $a$ see Krajcinovic [9].
For the case of free ends, the condition of zero shear bimoment at both ends leads to the boundary condition $\psi^{\prime}(0)=\psi^{\prime}(1)=0$. Also symmetry considerations yields $\psi(1 / 2)=0$. Thus we are interested in solving the boundary value problem

$$
\begin{align*}
& \psi^{\prime \prime \prime}=k^{2}(x, \psi) \psi^{\prime}-a(x, \psi), \quad x \in[0,1],  \tag{2.5}\\
& \psi^{\prime}(0)=\psi^{\prime}(1)=\psi(1 / 2)=0 .
\end{align*}
$$

Now we make the following assumptions on $k$ and $a$.
Suppose $k^{2}(x, \omega)$ and $a(x, \psi)$ are continuous functions on $[0,1] \times R$. In addition, suppose there exists a constant $L<\infty$ such that

$$
\left|\frac{a(x, \psi)}{k^{2}(x, \psi)}\right| \leqq L \quad \text { for }(x, \psi) \in[0,1] \times R .
$$

Then $\psi^{\prime} f\left(x, \psi, \psi^{\prime}, 0\right)=\psi^{\prime}\left(k^{2} \psi^{\prime}-a\right)>0$ for $\left|\psi^{\prime}\right|>L$ and $(x, \psi) \in[0,1] \times R$, and so Theorem 2.3 implies that (2.5) has at least one solution in $C^{3}[0,1]$.
3. Another approach to third order boundary value problems. In this section we place essentially different types of monotonicity and growth conditions on the nonlinearity $f$ to obtain existence theorems for a wide class of third order problems. We consider problems of the form

$$
\begin{equation*}
y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], y \in B_{0} \tag{3.1}
\end{equation*}
$$

where $f:[0,1] \times R^{3} \rightarrow R$ is continuous. Here $B_{0}$ denotes either the boundary conditions

$$
\begin{array}{ll}
y(0)=0, & y(1)=0, \\
y(0)=0, & y^{\prime}(0)=0,  \tag{vii}\\
y & y^{\prime}(1)=0
\end{array}
$$

or

$$
\begin{align*}
& -\alpha y(0)+\beta y^{\prime}(0)=0, \quad \alpha, \beta>0,  \tag{viii}\\
& a y(1)+b y^{\prime}(1)=0, \quad a, b>0, \\
& y^{\prime \prime}(0)=0 .
\end{align*}
$$

Remark. It should be noted here that many of the boundary conditions in $\S 2$ will also be considered in this section. The behaviour of the nonlinearity $f$ will determine which existence theorem to use.

The following theorem, although not the main result in this section, is a powerful existence theorem in its own right.

Theorem 3.1. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous and $0 \leqq \lambda \leqq 1$. Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets. Finally, we assume that there is a constant $M$ such that

$$
|y(t)| \leqq M, \quad t \in[0,1]
$$

for each solution $y(t)$ to

$$
\begin{equation*}
y^{\prime \prime \prime}=\lambda f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], \quad y \in B_{0} . \tag{3.1}
\end{equation*}
$$

Then the boundary value problem (3.1) has at least one solution in $C^{3}[0,1]$.
Proof. To prove existence of a solution in $C^{3}[0,1]$ we apply Theorem 2.1 of [5]. To establish a priori bounds for $(3.1)_{\lambda}$, let $y(t)$ be a solution to (3.1) $)_{\lambda}$. All that remains is to obtain a priori bounds for $y^{\prime}, y^{\prime \prime}$ and $y^{\prime \prime \prime}$. We first observe that boundary conditions (vi), (vii) or (viii) imply that $y^{\prime \prime}$ vanishes at least once on $[0,1]$. We also have

$$
|f(t, u, p, q)| \leqq[A|p|+B][C|q|+D]
$$

where $A, B, C$ and $D$ denote upper bounds of $A(t, u), B(t, u), C(t, u), D(t, u)$ respectively for $(t, u) \in[0,1] \times[-M, M]$, and so

$$
\left|\lambda f\left(t, y, y^{\prime}, y^{\prime \prime}\right)\right| \leqq\left(A\left|y^{\prime}\right|+B\right)\left(C\left|y^{\prime \prime}\right|+D\right) .
$$

Now each point $t \in[0,1]$ for which $y^{\prime \prime}(t) \neq 0$ belongs to an interval $[\mu, v]$ such that $y^{\prime \prime}$ maintains a fixed sign on $[\mu, v]$ and $y^{\prime \prime}(\mu)$ and/or $y^{\prime \prime}(v)$ is zero. Assume $y^{\prime \prime}(\mu)=0$ and $y^{\prime \prime} \geqq 0$ on $[\mu, v]$. Then the differential equation yields

$$
\begin{equation*}
\frac{y^{\prime \prime \prime}}{C y^{\prime \prime}+D} \leqq A\left|y^{\prime}\right|+B . \tag{3.2}
\end{equation*}
$$

Also since $y^{\prime \prime} \geqq 0$ on $[\mu, v]$ we have $y^{\prime}$ increasing on [ $\mu, v$ ], so in particular $y^{\prime}(s) \geqq y^{\prime}(\mu)$ for $s \in[\mu, v]$. At this stage of the proof the argument breaks up into two cases, $y^{\prime}(\mu) \geqq 0$ and $y^{\prime}(\mu)<0$. Assume at first $y^{\prime}(\mu) \geqq 0$, and so $y^{\prime}(s) \geqq 0$ for $s \in[\mu, v]$. It follows from (3.2) that

$$
\frac{C y^{\prime \prime \prime}}{C y^{\prime \prime}+D} \leqq A C y^{\prime}+B C,
$$

and so integrating from $\mu$ to $t$ we obtain

$$
\left|y^{\prime \prime}(t)\right| \leqq \frac{D}{C}[\exp (2 A C M+B C)-1] \equiv M_{0} .
$$

On the other hand assume $y^{\prime}(\mu)<0$. Again the argument breaks up into two subcases, $y^{\prime}(s) \leqq 0$ for $s \in[\mu, t]$ or there exists $\zeta \in(\mu, t)$ such that $y^{\prime}(\zeta)=0$ and $y^{\prime}(s)>0$ for $s \in(\zeta, v]$. Suppose at first $y^{\prime}(s) \leqq 0$ for $s \in[\mu, t]$; then (3.2) implies

$$
\frac{C y^{\prime \prime \prime}}{C y^{\prime \prime}+D} \leqq-A C y^{\prime}+B C,
$$

and so integrating from $\mu$ to $t$ yields

$$
\left|y^{\prime \prime}(t)\right| \leqq M_{0}
$$

as before. Finally suppose there exists $\zeta \in(\mu, t)$ such that $y^{\prime}(\zeta)=0$ and $y^{\prime}(s)>0$ for $s \in(\zeta, v]$; then for $\eta \in[\mu, \zeta]$, (3.2) implies

$$
\frac{C y^{\prime \prime \prime}}{C y^{\prime \prime}+D} \leqq-A C y^{\prime}+B C,
$$

which yields $\left|y^{\prime \prime}(\zeta)\right| \leqq M_{0}$. So for $s \in[\zeta, v]$, (3.2) again implies

$$
\frac{C y^{\prime \prime \prime}}{C y^{\prime \prime}+D} \leqq A C y^{\prime}+B C,
$$

and thus

$$
\left|y^{\prime \prime}(t)\right| \leqq \frac{\left[C M_{0}+D\right] \exp (2 A C M+B C)-D}{C} \equiv M_{1} .
$$

Thus $\left|y^{\prime \prime}(t)\right| \leqq M_{1}$. The other cases are treated similarly and the same bound $M_{1}=$ $\max \left\{M_{0}, M_{1}\right\}$ is obtained. Thus $\left|y^{\prime \prime}\right| \leqq M_{1}$ for each solution $y$ to $(3.1)_{\lambda}$. Now if $y$ satisfies (vi) then

$$
\left|y^{\prime}(t)\right|=\left|\int_{0}^{t} y^{\prime \prime}(z) d z\right| \leqq M_{1},
$$

while if $y$ satisfies (vii)

$$
\left|y^{\prime}(t)\right|=\left|\int_{t}^{1} y^{\prime \prime}(z) d z\right| \leqq M_{1} .
$$

Finally if $y$ satisfies (viii)

$$
\left|y^{\prime}(t)\right| \leqq\left|\int_{0}^{t} y^{\prime \prime}(z) d z\right|+\left|y^{\prime}(0)\right| \leqq M_{1}+\frac{\alpha M}{\beta} \equiv M_{2} .
$$

Thus $\left|y^{\prime}\right| \leqq M_{2}$ for each solution $y$ to (3.1) $)_{\lambda}$. With these bounds the differential equation yields a priori bounds independent of $\lambda$ for $\left|y^{\prime \prime \prime}\right|$ i.e. $\left|y^{\prime \prime \prime}\right| \leqq \max \{|f(t, u, p, q)|\} \equiv M_{3}$ where the maximum is computed over $[0,1] \times[-M, M] \times\left[-M_{2}, M_{2}\right] \times\left[-M_{1}, M_{1}\right]$. Thus $|y|_{3} \leqq K=\max \left\{M, M_{1}, M_{2}, M_{3}\right\}$ and the existence of a solution to (3.1) is established.

For notational purposes, let (3.1) $)_{(\mathrm{vi})}$ denote the boundary value problem $y^{\prime \prime \prime}=$ $f\left(t, y, y^{\prime}, y^{\prime \prime}\right), t \in[0,1]$, with $y$ satisfying (vi). Similarly, define (3.1) $)_{(\text {vii) }}$ and (3.1) $)_{(\text {viii) }}$. Next sufficient conditions on $f$ are given which imply a priori bounds on any solution $y(t)$ to $(3.1)_{(\text {vi) }},(3.1)_{\text {(vii) }}$ or $(3.1)_{(\text {viii) }}$. Suppose $y(t)$ is a solution to (3.1) and $[y(t)]^{2}$ has a maximum at $t_{0} \in(0,1)$. Then $y^{\prime}\left(t_{0}\right)=0$ and $y\left(t_{0}\right) y^{\prime \prime}\left(t_{0}\right) \leqq 0$.

Theorem 3.2. Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $L$ and $n>-2$ are constants, with $u \in C^{2}[0,1]$ and $u^{\prime}(0)=0$.
Then any solution y to $(3.1)_{(v i)}$ or $(3.1)_{(v i i)}$ satisfies

$$
|y(t)| \leqq M \quad \text { for } t \in[0,1] .
$$

Proof. Suppose $|y|$ achieves a positive maximum at $t_{0} \in(0,1)$, then $y^{\prime}\left(t_{0}\right)=0$. Assume $\left|y\left(t_{0}\right)\right|>M$, and so

$$
\int_{0}^{t_{0}}\left[y^{\prime}(z) y^{\prime \prime \prime}(z)+L\left(y^{\prime}(z)\right)^{n+1} y^{\prime \prime}(z)\right] d z>0 .
$$

Integration by parts together with $y^{\prime}\left(t_{0}\right)=0$ yields

$$
-\int_{0}^{t_{0}}\left(y^{\prime \prime}(z)\right)^{2} d z>0
$$

a contradiction. Thus, $\left|y\left(t_{0}\right)\right| \leqq M$.

At this stage we divide the proof into two cases. Suppose first $y$ is a solution to $(3.1)_{(\text {vi) }}$. If $|y|$ assumes its maximum value at either $t=0$ or $t=1$ then trivially $|y(t)| \leqq M$ for $t \in[0,1]$. So the conclusion of the theorem follows for (3.1) $)_{(\mathrm{vi})}$. Now suppose $y$ is a solution to $(3.1)_{(\text {vii) }}$. If $y$ assumes its maximum value at $t=0$ then trivially $|y(t)| \leqq M$ for $t \in[0,1]$. On the other hand, suppose $|y|$ achieves its maximum value at $t=1$. Suppose $|y(1)|>M$; if so,

$$
\int_{0}^{1}\left[y^{\prime}(z) y^{\prime \prime \prime}(z)+L\left(y^{\prime}(z)\right)^{n+1} y^{\prime \prime}(z)\right] d z>0
$$

which yields

$$
-\int_{0}^{1}\left[y^{\prime \prime}(z)\right]^{2} d z>0
$$

a contradiction. Thus $|y(1)| \leqq M$ and the conclusion of the theorem follows for (3.1) (vii) .
Remark. $M$ is independent of $L$ in Theorem 3.2.
An analogous theorem holds for (3.1) $)_{\text {(viii) }}$.
Theorem 3.3. Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $n$ is an even integer greater than or equal to zero and $L \geqq 0$ is a constant, with $u \in C^{2}[0,1]$ and $u^{\prime \prime}(0)=0$.

Then any solution y to ( 3.1$)_{(\text {viii }}$ satisfies

$$
|y(t)| \leqq M \quad \text { for } t \in[0,1] .
$$

Proof. Suppose $|y|$ achieves a positive maximum at $t_{0} \in(0,1)$ and assume $\left|y\left(t_{0}\right)\right|>M$. Then $y^{\prime}\left(t_{0}\right)=0$ and

$$
\int_{0}^{i_{0}}\left[y^{\prime}(z) y^{\prime \prime \prime}(z)+L\left(y^{\prime}(z)\right)^{n+1} y^{\prime \prime}(z)\right] d z>0
$$

yield

$$
-\int_{0}^{t_{0}}\left[y^{\prime \prime}(z)\right]^{2} d z-L \frac{\left(y^{\prime}(0)\right)^{n+2}}{n+2}>0
$$

a contradiction. Thus $\left|y\left(t_{0}\right)\right| \leqq M$.
On the other hand $|y|$ cannot have a nontrivial maximum at 0 or 1 . For suppose the maximum of $|y|$ occurs at 0 . Then $y(0) y^{\prime}(0) \leqq 0$. However, from (viii), $y(0) y^{\prime}(0)=$ $(\beta / \alpha)[y(0)]^{2}>0$, a contradiction. A similar argument works for the case $t=1$. Thus

$$
|y(t)| \leqq M \quad \text { for } t \in[0,1] .
$$

We are now in a position to prove our main existence theorems for this section.
Theorem 3.4. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $L$ and $n>-2$ are constants, with $u \in C^{2}[0,1]$ and $u^{\prime}(0)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets.

Then the boundary value problem (3.1) $)_{(v i)}$ and (3.1) $)_{(v i i)}$ have at least one solution in $C^{3}[0,1]$.

Proof. To prove existence of a solution in $C^{3}[0,1]$ we apply Theorem 3.1. We need to establish a priori bounds for any solution $y(t)$ to $(3.1)_{\lambda}$. Now if $\lambda=0$ we have the unique solution $y \equiv 0$. Otherwise for $0<\lambda \leqq 1$

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$ implies

$$
\int_{0}^{t} u^{\prime}(z)\left[\lambda f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+\lambda L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$. So Theorem 3.2 together with its remark implies $|y| \leqq M$ for any solution $y$ to $(3.1)_{\lambda}$. Hence the existence of a solution to $(3.1)_{(v i)}$ and (3.1) $)_{(v i i)}$ is established.

Corollary 3.5. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left[u^{\prime}(z)\right]^{n} u^{\prime \prime}(z)\right] d z \geqq 0
$$

for $|u(t)|>M$, where $L$ and $n>-2$ are constants, with $u \in C^{2}[0,1]$ and $u^{\prime}(0)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets.
Then the boundary value problem (3.1) (vi) and (3.1) $)_{\text {(vii) }}$ have at least one solution in $C^{3}[0,1]$.

Proof. Let us consider

$$
\begin{align*}
& y^{\prime \prime \prime}=f_{n}\left(t, y, y^{\prime}, y^{\prime \prime}\right), \\
& y \in(\mathrm{vi}) \text { or (vii) } \tag{3.3}
\end{align*}
$$

where $f_{n}\left(t, y, y^{\prime}, y^{\prime \prime}\right)=f\left(t, y, y^{\prime}, y^{\prime \prime}\right)+(y / n)$ for $n=1,2, \cdots$. Clearly

$$
\begin{aligned}
& \int_{0}^{t} y^{\prime}(z)\left[f_{n}\left(z, y(z), y^{\prime}(z), y^{\prime \prime}(z)\right)+L\left(y^{\prime}(z)\right)^{n} y^{\prime \prime}(z)\right] d z \\
& \quad=\int_{0}^{t} y^{\prime}(z)\left[f\left(z, y(z), y^{\prime}(z), y^{\prime \prime}(z)\right)+L\left(y^{\prime}(z)\right)^{n} y^{\prime \prime}(z)\right] d z+\frac{1}{n} \frac{y^{2}(t)}{2} \\
& \quad>0
\end{aligned}
$$

for $|y(t)|>M$ since $y(0)=0$.
Thus Theorem 3.2 implies $\left|y_{n}\right| \leqq M$ for any solution $y_{n}$ to (3.3) and $n=1,2, \cdots$. Also

$$
\left|f_{n}\left(t, y, y^{\prime}, y^{\prime \prime}\right)\right| \leqq\left[A(t, y)\left|y^{\prime}\right|+B(t, y)\right]\left[C(t, y)\left|y^{\prime \prime}\right|+D(t, y)\right]+M
$$

Now we can apply Theorem 3.4 to (3.3): If $y_{n}$ is a solution to (3.3) for $n=1,2, \cdots$ we have $\left|y_{n}\right|_{3} \leqq K$ for some constant $K$ independent of $n$. By the Arzela-Ascoli Theorem there is a subset $N$ of the natural numbers and a function $y \in C^{2}[0,1]$ so that $\left|y_{n}-y\right|_{2} \rightarrow 0$ as $n \rightarrow \infty$ in $N$. If $G(t, z)$ is the Green's function for ( $L, B_{0}$ ) where $L y=y^{\prime \prime \prime}$ and $B_{0}$ denotes the boundary conditions (vi) or (vii) then

$$
y_{n}(t)=\int_{0}^{1} G(t, z) f_{n}\left(z, y_{n}(z), y_{n}^{\prime}(z), y_{n}^{\prime \prime}(z)\right) d z
$$

Let $n \rightarrow \infty$ through $N$ to obtain

$$
y(t)=\int_{0}^{1} G(t, z) f\left(z, y(z), y^{\prime}(z), y^{\prime \prime}(z)\right) d z .
$$

Thus $y \in C_{B_{0}}^{3}$ and $y$ satisfies $y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right)$.
We can obtain a similar result to Theorem 3.4 for (3.1) (viii) .
Theorem 3.6. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $n$ is an even integer greater than or equal to zero and $L \geqq 0$ is a constant, with $u \in C^{2}[0,1]$ and $u^{\prime \prime}(0)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets.
Then the boundary value problem (3.1) (viii) has at least one solution in $C^{3}[0,1]$.
Remark. We can obtain similar results to those in Theorems 3.4 and 3.6 if the boundary conditions (vi), (vii) or (viii) are replaced by any of the following:
(ix)
(x)

$$
y(0)=0, \quad y^{\prime}(1)=0, \quad y^{\prime \prime}(0)=0
$$

$$
\begin{equation*}
y(1)=0, \quad y^{\prime}(0)=0, \quad y^{\prime}(0)=0 \tag{xi}
\end{equation*}
$$

$$
\begin{equation*}
y(0)=0, \quad y(1)=0, \quad y^{\prime}(1)=0, \tag{xii}
\end{equation*}
$$

(xiv)

$$
y(0)=0, \quad y(1)=0, \quad y^{\prime \prime}(0)=0,
$$

$$
\begin{equation*}
y(0)=0, \quad y(1)=0, \quad y^{\prime \prime}(1)=0 \tag{xiii}
\end{equation*}
$$

$$
y(1)=0, \quad y^{\prime}(0)=0, \quad y^{\prime \prime}(1)=0
$$

or

$$
\begin{align*}
& -\alpha y(0)+\beta y^{\prime}(0)=0, \quad \alpha, \beta>0,  \tag{xv}\\
& a y(1)+b y^{\prime}(1)=0, \quad a, b>0, \\
& y^{\prime \prime}(1)=0 .
\end{align*}
$$

An example of this is the following theorem.
Theorem 3.7. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\int_{t}^{1} u^{\prime}(z)\left[f\left(z, u(z), u^{\prime}(z), u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $n$ is an even integer greater than or equal to zero and $L \leqq 0$ is a constant, with $u \in C^{2}[0,1]$ and $u^{\prime \prime}(1)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets. Then the boundary value problem

$$
y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1], \quad y \in(x v)
$$

has at least one solution in $C^{3}[0,1]$.

The following example illustrates the ideas and results of this section.
Example 2. Consider the boundary value problem

$$
\begin{align*}
& y^{\prime \prime \prime}(t)=A_{0}+B_{0}[y(t)]^{p}+C_{0}[y(t)]^{m} y^{\prime}(t)+D_{0} y^{\prime \prime}(t)+E_{0} y^{\prime}(t) y^{\prime \prime}(t), \quad t \in[0,1],  \tag{BVP}\\
& y(0)=y(1)=y^{\prime}(0)=0
\end{align*}
$$

where $A_{0}, B_{0}>0, C_{0} \geqq 0, D_{0}, E_{0}$ are constants with $m \geqq 0$ even and $p>0$ odd.
We will now show that (BVP) has a solution in $C^{3}[0,1]$ via Theorem 3.4. Now if $f\left(t, y, y^{\prime}, y^{\prime \prime}\right)=A_{0}+B_{0} y^{p}+C_{0} y^{m} y^{\prime}+D_{0} y^{\prime \prime}+E_{0} y^{\prime} y^{\prime \prime}$ and $L=-E_{0}, n=1, \tilde{L}=-D_{0}, \tilde{n}=0$ we have

$$
\begin{aligned}
& \int_{0}^{t} y^{\prime}(z) {\left[f\left(z, y(z), y^{\prime}, y^{\prime \prime}\right)+L\left(y^{\prime}(z)\right)^{n} y^{\prime \prime}(z)+\tilde{L}\left(y^{\prime}(z)\right)^{\tilde{n}} y^{\prime \prime}(z)\right] d z } \\
& \quad \int_{0}^{t}\left(A_{0} y^{\prime}(z)+B_{0}[y(z)]^{p} y^{\prime}(z)+C_{0}[y(z)]^{m}\left[y^{\prime}(z)\right]^{2}\right) d z \\
& \geqq \int_{0}^{t}\left[A_{0} y^{\prime}(z)+B_{0}(y(z))^{p} y^{\prime}(z)\right] d z \\
& \quad=y(t)\left(A_{0}+\frac{B_{0}}{p+1}[y(t)]^{p}\right) \quad \text { since } y(0)=0 \\
&>0 \text { for }|y(t)|>\left[\left|\frac{-(p+1) A_{0}}{B_{0}}\right|\right]^{1 / p} .
\end{aligned}
$$

Finally it is clear that we can find constants $A, B, C, D$ such that

$$
\left|f\left(t, y, y^{\prime}, y^{\prime \prime}\right)\right| \leqq\left(A\left|y^{\prime}\right|+B\right)\left(C\left|y^{\prime \prime}\right|+D\right)
$$

for $(t, y)$ in a bounded set.
Hence all conditions in Theorem 3.4 are satisfied, so (BVP) has at least one solution in $C^{3}[0,1]$.

To conclude this section we examine the inhomogeneous boundary value problem

$$
\begin{align*}
& y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1],  \tag{3.4}\\
& y(0)=r, \quad y(1)=s, \quad y^{\prime}(0)=l,
\end{align*}
$$

or

$$
\begin{align*}
& y^{\prime \prime \prime}=f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad t \in[0,1],  \tag{3.5}\\
& y(0)=r, \quad y(1)=s, \quad y^{\prime \prime}(0)=l,
\end{align*}
$$

and establish the existence of a solution to (3.4), (3.5) in $C^{3}[0,1]$ under essentially the same hypothesis on $f$ used in Theorem 3.4.

Theorem 3.8. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z)+l z, u^{\prime}(z)+l, u^{\prime \prime}(z)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $L$ and $n>-2$ are constants with $u \in C^{2}[0,1]$ and $u^{\prime}(0)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets.

Then the boundary value problem (3.4) has at least one solution in $C^{3}[0,1]$.
Proof. Consider the family of problems

$$
\begin{align*}
& y^{\prime \prime \prime}=\lambda f\left(t, y, y^{\prime}, y^{\prime \prime}\right), \quad 0 \leqq \lambda \leqq 1, \\
& y(0)=r, \quad y(1)=s, \quad y^{\prime}(0)=l . \tag{3.4}
\end{align*}
$$

The existence of a solution in $C^{3}[0,1]$ follows immediately from Theorem 5.1 of [7] once a priori bounds independent of $\lambda$ are established for solutions $y$ to (3.4) ${ }_{\lambda}$. To establish a priori bounds for (3.4) ${ }_{\lambda}$, let $y(t)$ be a solution to (3.4) $\lambda_{\lambda}$. Now if $\lambda=0$ we have a unique solution and thus $|y(t)| \leqq M_{0}$, for some constant $M_{0}$. Otherwise for $0<\lambda \leqq 1$, let $w=y-l t$, so $w(0)=r, w(1)=s-l$ and $w^{\prime}(0)=0$. Now

$$
\int_{0}^{t} w^{\prime}(z)\left[f\left(z, w(z)+l z, w^{\prime}(z)+l, w^{\prime \prime}(z)\right)+L\left(w^{\prime}(z)\right)^{n} w^{\prime \prime}(z)\right] d z>0
$$

for $|w(t)|>M$ implies

$$
\int_{0}^{t} w^{\prime}(z)\left[\lambda f\left(z, w(z)+l z, w^{\prime}(z)+l, w^{\prime \prime}(z)\right)+\lambda L\left(w^{\prime}(z)\right)^{n} w^{\prime \prime}(z)\right] d z>0
$$

for $|\boldsymbol{w}(t)|>M$. It follows from Theorem 3.2 and its remark that

$$
|w(t)| \leqq \max \{M,|r|,|s-l|\}=\tilde{K} \quad \text { for } t \in[0,1] .
$$

Thus $|y(t)| \leqq M_{1} \equiv \max \left\{\tilde{K}+|l|, M_{0}\right\}$ for any solution $y$ to (3.4), $0 \leqq \lambda \leqq 1$. A priori bounds independent of $\lambda$ for $y^{\prime}, y^{\prime \prime}, y^{\prime \prime \prime}$ will follow from a slight modification of the proof in Theorem 3.1 once we observe that $\left|y^{\prime \prime}(\mu)\right| \leqq K, K \geqq 0$ a fixed constant independent of $\lambda$, for some $\mu \in[0,1]$. We accomplish this by letting $v(t)=$ $y(t)-\left(1-t^{2}\right) r-t^{2} s+l t^{2}$ and noticing that $v(0)=0, v(1)=l, v^{\prime}(0)=l$. Hence by the Mean Value Theorem there exists $\mu \in(0,1)$ such that $v^{\prime \prime}(\mu)=0$, i.e. $y^{\prime \prime}(\mu)=2 s-2 l-2 r$. The existence of a solution to (3.4) follows from Theorem 5.1 of [7].

We can obtain a corresponding existence theorem for (3.5).
Theorem 3.9. Let $f:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geqq 0$ such that

$$
\left.\int_{0}^{t} u^{\prime}(z)\left[f\left(z, u(z)+\frac{l z^{2}}{z}, u^{\prime}(z)+l z, u^{\prime \prime}(z)+l\right)\right)+L\left(u^{\prime}(z)\right)^{n} u^{\prime \prime}(z)\right] d z>0
$$

for $|u(t)|>M$, where $n$ is an even integer greater than or equal to zero and $L \geqq 0$ is a constant, with $u \in C^{2}[0,1]$ and $u^{\prime \prime}(0)=0$.
(b) Suppose

$$
|f(t, u, p, q)| \leqq[A(t, u)|p|+B(t, u)][C(t, u)|q|+D(t, u)]
$$

where $A(t, u), B(t, u), C(t, u), D(t, u) \geqq 0$ are functions bounded on bounded $(t, u)$ sets.
Then the boundary value problem (3.5) has at least one solution in $C^{3}[0,1]$.
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# STRICTLY COOPERATIVE SYSTEMS WITH A FIRST INTEGRAL* 
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#### Abstract

We consider systems of differential equations $d x_{i} / d t=F_{i}\left(x_{1}, \cdots, x_{n}\right)$ in the nonnegative orthant in the $n$-space satisfying the following hypotheses: i) $F(0)=0$; ii) if $x_{i}<y_{i}$ and $x_{j}=y_{j}$ for $j \neq i$ then $F_{k}(x)<F_{k}(y)$ for $k \neq i$; iii) $F$ possesses a first integral with positive gradient. We prove that every solution to such a system either converges to an equilibrium or eventually leaves any compact set.
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1. Introduction. The purpose of the present paper is to study the limiting behavior of solutions of systems of ordinary differential equations possessing a first integral, where the right sides of equations as well as the first integrals are subject to some monotonicity conditions. We prove that any solution to such a system either converges to an equilibrium or eventually leaves any compact set.

Particular classes of systems of differential equations $\dot{x}=F(x), x \in U \subset \mathbb{R}^{n}$, satisfying conditions $\partial F_{i} / \partial x_{j} \geqq 0$ for $i \neq j$, were studied by many authors (see references in [1]; see also [3, Chap. III]). Recently, in [1] and [2], M. W. Hirsch initiated investigation of systems of that type (which he calls cooperative systems), using ideas taken from the dynamical systems theory. Such systems may describe, for instance, competition between biological species or chemical reactions. In cooperative systems it is natural to expect convergence of bounded solutions to an equilibrium or to a closed orbit. A decisive step toward answering this conjecture was made by M. W. Hirsch, who in [2] proved that, for systems that are cooperative and irreducible (that is, the matrices $\left[\left(\partial F_{i} / \partial x_{j}\right)(p)\right]$ are irreducible), almost all (with respect to the Lebesgue measure) points whose forward orbits are bounded approach the equilibrium set. In [11] J. Smillie has found a class of cooperative irreducible systems for which the following holds: every solution either converges to an equilibrium or eventually leaves any compact set.

To our knowledge, a general class of first integrals for cooperative systems was considered only in [2, Thm. 4.7]. However, that result is negative: if the set of equilibria is countable then every continuous invariant function is constant. On the other side, many authors (e.g. [5], [6], [7], [9], [10]) considered cooperative (or related) systems on the nonnegative orthant $\mathbb{R}_{+}^{n}$ having $\sum_{i} x_{i}$ as a first integral. For such systems it was proved that every solution converges to an equilibrium. In [9] and [10] these results were extended to the case of nonautonomous cooperative systems periodic (resp. almost periodic) in $t$.

The results contained in the present paper are a generalization of the theorems mentioned above to the case of not necessarily linear first integral. Methods used here are geometric, and the only nonelementary tool made use of is the Brouwer fixed-point theorem. The exposition is independent of any other work on this subject; however, the idea of a Lyapunov function $L$ is taken from the author's previous work [8].
2. Definitions and preliminary lemmas. We define $\mathbb{R}_{+}^{n}=\left\{x \in \mathbb{R}^{n}: x_{i} \geqq 0\right\}$, $\partial \mathbb{R}_{+}^{n}=$ $\left\{x \in \mathbb{R}_{+}^{n}: x_{i}=0\right.$ for some $\left.i\right\}$, Int $\mathbb{R}_{+}^{n}=\mathbb{R}_{+}^{n} \backslash \partial \mathbb{R}_{+}^{n}$. Moreover, we denote $e_{i}=$ $\left(0, \cdots, 0,{ }_{i} 1,0, \cdots, 0\right)$-the $i$ th vector of the standard base in $\mathbb{R}^{n}, B=\left\{x \in \mathbb{R}^{n}: 0 \leqq x_{i} \leqq 1\right.$

[^58]for each $i\}, B_{+}=\left\{x \in B: x_{i}=1\right.$ for some $\left.i\right\}, x<y$ if $x_{i}<y_{i}$ for each $i$, and $x<{ }_{i} y$ if $x_{i}<y_{i}$ and $x_{j}=y_{j}$ for $j \neq i .\langle\cdot, \cdot\rangle$ will denote the usual inner product in $\mathbb{R}^{n},\|\cdot\|$-the corresponding norm.

Let $H: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$ be a $C^{1}$ function. By a gradient of $H$ at $p$ we mean the vector $\left(\left(\partial H / \partial x_{1}\right)(p), \cdots,\left(\partial H / \partial x_{n}\right)(p)\right)($ written $\operatorname{grad} H(p))$.

Let $F: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}^{n}$ be a vector field. By a first integral for $F$ we understand a function $H: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}_{+}$, of class $C^{1}$, such that $\operatorname{grad} H(p) \neq 0$ at each $p \in \mathbb{R}_{+}^{n}$ and $\langle\operatorname{grad} H(p), F(p)\rangle=0$.

A point $p \in \mathbb{R}_{+}^{n}$ for which $F(p)=0$ is called an equilibrium.
Let $x:[0, T) \rightarrow \mathbb{R}_{+}^{n}$ be a nonextendible solution to the initial value problem $d x / d t=$ $F(x), x(0)=x$. We say the set $\{x(t): 0 \leqq t<T\}$ is a forward orbit of $x$.

The set $\omega(x)$ consists of those points $y \in \mathbb{R}_{+}^{n}$ for which there exists a sequence $t_{k} \rightarrow T$ such that $x\left(t_{k}\right) \rightarrow y$. This set is called an $\omega$-limit set of $x$. The following facts are well known.

Theorem 2.1. If $\omega(x)=\{y\}$ then the solution $x$ is defined on $[0,+\infty)$ and converges to an equilibrium $y$.

Theorem 2.2. If $\omega(x)=\varnothing$ then $x(\cdot)$ eventually leaves any compact set.
The set $A \subset \mathbb{R}_{+}^{n}$ is called positively invariant if for each $a \in A$ its forward orbit is contained in $A$.

We consider a system of ordinary differential equations in $\mathbb{R}_{+}^{n}$ defined by a $C^{1}$ vector field $F: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}^{n}$,

$$
\begin{equation*}
\frac{d x_{i}}{d t}=F_{i}\left(x_{1}, \cdots, x_{n}\right)=F_{i}(x), \quad x \in \mathbb{R}_{+}^{n}, \quad F=\left(F_{1}, \cdots, F_{n}\right), \tag{2.1}
\end{equation*}
$$

satisfying:
(A1) $F(0)=0$;
(A2) If $x<_{i} y$ then $F_{j}(x)<F_{j}(y)$ for $j \neq i$;
(A3) There exists a first integral $H$ for $F$ such that $\operatorname{grad} H(x)>0$ for $x \in \mathbb{R}_{+}^{n}$ and (for convenience) $H(0)=0$. Systems satisfying (A2) will be called strictly cooperative.

Let $M$ denote the least upper bound of the values of $H$. From (A3) it follows that $H$ is onto $[0, M)$, where $0<M \leqq+\infty$.

By Int $H^{-1}(h)$ we denote the set $\left\{x \in \operatorname{Int} \mathbb{R}_{+}^{n}: H(x)=h\right\}$.
Lemma 2.1. Let $c$ be an equilibrium. Then $c+\mathbb{R}_{+}^{n}$ is positively invariant. Moreover, $c$ is a unique equilibrium on $c+\partial \mathbb{R}_{+}^{n}$.

Proof. By performing, if necessary, the change of coordinates $\tilde{x}_{i}=x_{i}-c_{i}$, we reduce a general case to the case $c=0$. Let $x \in \mathbb{R}_{+}^{n}$. Then let $I$ denote the subset of $\{1, \cdots, n\}$ such that $x_{i}=0$ exactly for $i \in I$. If $x \neq 0$ then $x_{j}>0$ for indices $j$ belonging to some nonvoid subset $J$ of $\{1, \cdots, n\}$. For convenience assume $I=\{1, \cdots, k\}, J=$ $\{k+1, \cdots, n\}$. By (A2) we obtain

$$
F_{i}\left(0, \cdots, 0, x_{k+1}, \cdots, x_{n}\right)>F_{i}\left(0, \cdots, 0, x_{k+2}, \cdots, x_{n}\right)>\cdots>F_{i}(0)=0 \quad \text { for } i \in I .
$$

Therefore on the boundary of $\mathbb{R}_{+}^{n}$ (except 0 ) the vector field $F$ is directed inward, which in a standard way implies that $\mathbb{R}_{+}^{n}$ is positively invariant. Q.E.D.

Lemma 2.2. Let $c$ be an equilibrium. Then for every $\varepsilon>0$ there exists $\delta>0$ such that for each $h \in[H(c)-\delta, H(c)+\delta] \cap[0, M)$ there exists an equilibrium $c_{h}$ such that $H\left(c_{h}\right)=h, c_{h}>c$ for $h>H(c)\left(r e s p . c_{h}<c\right.$ for $\left.h<H(c)\right)$ and $\left\|c_{h}-c\right\| \leqq \varepsilon$.

Proof. We consider the case $h>H(c)$. From (A3) it follows that $H\left(c+n^{-1 / 2} e_{i}\right)>$ $H(c)$. Set $\delta=\min _{i} H\left(c+n^{-1 / 2} e_{i}\right)-H(c)$. For $x \in c+n^{-1 / 2} B_{+}$we have $H(x) \geqq H(c)+\delta$. Let for a moment $h \in(H(c), H(c)+\delta)$ be fixed. By $\ell(x)$ we denote the straight line passing through $c$ and $x$. Let the mapping $K:\left(c+n^{-1 / 2} B_{+}\right) \rightarrow H^{-1}(h) \cap\left(c+\mathbb{R}_{+}^{n}\right)$ be
defined in the following way: $K(x)$ is the unique point on $\ell(x)$ at which $H(K(x))=h$. The existence and uniqueness of this point follow from (A3). Having in mind our choice of $h$, we infer that $K$ is in fact onto $H^{-1}(h) \cap\left(c+n^{-1 / 2} B\right)=H^{-1}(h) \cap\left(c+\mathbb{R}_{+}^{n}\right)$. The definition of $K$ implies that $K$ is one-to-one. Moreover, $K^{-1}$ is continuous as a "central projection" onto ( $c+n^{-1 / 2} B_{+}$). Therefore, from the compactness of the domain of $K, K$ is a homeomorphism. Thus $H^{-1}(h) \cap\left(c+\mathbb{R}_{+}^{n}\right)$ is homeomorphic to the ( $n-$ 1)-dimensional disk. This set, as an intersection of positively invariant sets, is positively invariant. The Brouwer fixed-point theorem tells us that there is an equilibrium $c_{h} \in H^{-1}(h) \cap\left(c+\mathbb{R}_{+}^{n}\right)$. From Lemma 2.1 it follows that $\left(c_{h}\right)_{i}>c_{i}$. Moreover, for every $y \in c+n^{-1 / 2} B$ we have $\|y-c\| \leqq \varepsilon$, so $\left\|c_{h}-c\right\| \leqq \varepsilon$. The case $h<H(c)$ is treated in an analogous way. Q.E.D.

Proposition 2.1. The set $S$ of equilibria is linearly ordered by $<$.
Proof. Suppose there exist $c, d \in S$ such that $c_{i}=d_{i}$ for $i \in I, c_{j}<d_{j}$ for $j \in J, c_{l}>d_{l}$ for $l \in L$ and at least two of these sets are nonempty. Consider the point $z, z_{k}=$ $\max \left\{c_{k}, d_{k}\right\}$ for $1 \leqq k \leqq n$. Proceeding as in the proof of Lemma 2.1 we obtain $F_{i}(z)>$ $F_{i}(d)=0$ for $i \in I, F_{j}(z)>F_{j}(d)=0$ for $j \in J$ and $F_{l}(z)>F_{l}(c)=0$ for $l \in L$. But from this it follows that $\langle F(z), \operatorname{grad} H(z)\rangle>0$, a contradiction. Q.E.D.

Corollary. For each $h \in[0, M)$ there is at most one equilibrium on $H^{-1}(h)$.
Proposition 2.2. There exists $U, 0<U \leqq M$, such that there is an order-preserving homeomorphism between $[0, U)$ and the set $S$ of equilibria of $F$.

Proof. The function $H \mid S$ is continuous. From the corollary and Proposition 2.1 it follows that $H \mid S$ is one-to-one, so $Z$, the function inverse to $H \mid S$, exists. Lemma 2.2 implies that $Z$ is continuous and preserves order. Therefore $Z$ is a homeomorphism. The statement on the domain of $Z$ also follows from Lemma 2.2. Q.E.D.

Let $Z$ denote, as in the above proof, the function inverse to $H \mid S$. We define the function $L: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}_{+}, L(x)=\min \left\{Z_{i}^{-1}\left(x_{i}\right): Z_{i}^{-1}\left(x_{i}\right)\right.$ is defined $\}$, where $Z_{i}^{-1}$ denotes the function inverse to the $i$ th coordinate of $Z$.

Lemma 2.3. $L$ is well defined and continuous.
Proof. Suppose that for each $i, Z_{i}(h) \rightarrow a_{i}$ as $h \rightarrow U$. Then $a=\left(a_{1}, \cdots, a_{n}\right)$ would be an equilibrium, and $H(a)=U$. But by Lemma 2.2 there would exist an equilibrium $b>a$ and $H(b)>U$. Thus for some $i, Z_{i}(h) \rightarrow \infty$ as $h \rightarrow U$, so $L$ is well defined.

In order to prove the continuity of $L$ notice that, by Lemma 2.2, the image of $Z_{i}$ is a right-open interval. Therefore if in the definition of $L(x)$ the minimum is realized exactly by indices $i \in I$ then for $y$ belonging to some sufficiently small neighborhood of $x$ the minimum is realized by indices from some subset of $I$. The minimum of a finite family of continuous functions is continuous, so we have obtained the desired result. Q.E.D.

Remark. As we have said in the Introduction, $L$ has a simple geometric interpretation. Namely, the level surface corresponding to $h$ is equal to the set $Z(h)+\partial \mathbb{R}_{+}^{n}$.

Lemma 2.4. For $h \in[0, U)$, $\sup \left\{L(x): x \in H^{-1}(h)\right\}$ is attained only at $Z(h)$. For $h \in[U, M), \sup \left\{L(x): x \in H^{-1}(h)\right\}$ is attained nowhere.

Proof. First assume $h \in[0, U)$. It is easy to check out that $L(Z(h))=h$. Suppose that for some $x \neq Z(h), x \in H^{-1}(h)$, we have $L(x) \geqq h$. From the definition of $L$ it follows that $x_{i} \geqq Z_{i}(h)$ for every $i$. But for some $j, x_{j} \neq Z_{j}(h)$. (A3) implies that $H(x)>h$, a contradiction.

Now we assume $h \in[U, M)$. Let $x$ be any point of $H^{-1}(h)$. Denote $L(x)$ by $g$. This means that $x \in Z(g)+\partial \mathbb{R}_{+}^{n}$ (of course $g<h$ ). Let $I$ stand for the set of indices $i$ for which $x_{i}=Z_{i}(g)$. Define the point $\tilde{x}$ in the following way: $\tilde{x}_{i}=x_{i}+1$ for $i \in I, \tilde{x}_{j}=x_{j}$ for $j \notin I$. From (A3) it follows that $H(\tilde{x})>h$. Considering, as in the proof of Lemma 2.2 , the straight line passing through $Z(g)$ and $x$, we can find a point $y \in Z(g)+\operatorname{Int} \mathbb{R}_{+}^{n}$
such that $H(y)=h$. But the fact that $y \in Z(g)+$ Int $\mathbb{R}_{+}^{n}$ means that $H(y)>h$, a contradiction. Q.E.D.

## 3. The main result.

Theorem 3.1. For $x \in \mathbb{R}_{+}^{n}$ we have either $\omega(x)=\{Z(H(x))\}$ or $\omega(x)=\varnothing$.
Proof. Let $I$ denote the set of indices realizing the minimum in the definition of $L(x(t))$. Analogously, as in the proof of Lemma 2.1 we can show that $\dot{x}_{i}(t)>0$ for $i \in I$. Hence $L$ is strictly increasing along the forward orbits of (2.1), except for the constant solutions. Let $x \in \mathbb{R}_{+}^{n}$ be fixed, and let $E$ denote the set $H^{-1}(H(x)) . H$ is a first integral, so the forward orbit of $x$ is contained in $E$. Furthermore, from the closedness of $E$ it follows that $\omega(x) \subset E$. Now it suffices to show that $\omega(x) \subset$ $\left\{y \in E: L(y)=\sup _{z \in E} L(z)\right\}$. Suppose not. Then there exists $y \in \omega(x)$ such that $L(y)<$ $\sup _{z \in E} L(z)$. From Lemma 2.4, $y$ is not an equilibrium, so $L$ strictly increases along the orbit of $y$. Let $v$ be any point on the forward orbit of $y$, distinct from $y$. Obviously $L(v)>L(y)$. Choose neighborhoods $V$ of $v, Y$ of $y$, such that $\inf _{z \in V} L(z)>\sup _{z \in Y} L(z)$. From the very definition of the $\omega$-limit set we can find moments $t_{1}<t_{2}$ such that $x\left(t_{1}\right) \in V, x\left(t_{2}\right) \in Y$. From this we deduce that $L\left(x\left(t_{1}\right)\right)<L\left(x\left(t_{2}\right)\right)$, which contradicts our choice of $V$ and $Y$. Q.E.D.

The following example shows that the case $\omega(x)=\varnothing$ is possible.
Example. Consider the nonnegative quadrant $\mathbb{R}_{+}^{2}$. As a first integral choose a function $H\left(x_{1}, x_{2}\right)=G_{1}\left(x_{1}\right)+G_{2}\left(x_{2}\right)$, where $G_{2}\left(x_{2}\right)=x_{2}$, and $G_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a function of class $C^{2}$ such that $G_{1}(0)=0, G_{1}^{\prime}$ is positive and $\lim _{x_{1} \rightarrow \infty} G_{1}\left(x_{1}\right)=1$. Let $W: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ be a function of class $C^{1}$ such that $W(0)=0, W^{\prime}$ is positive and $\lim _{x \rightarrow \infty} W(x)=1$. As the equilibrium set $S$ we choose the graph of $W$, i.e., $S=\left\{\left(x_{1}, x_{2}\right): x_{2}=W\left(x_{1}\right), x_{1} \in \mathbb{R}_{+}\right\}$. We define

$$
F_{2}\left(x_{1}, x_{2}\right)=W\left(x_{1}\right)-x_{2}, F_{1}\left(x_{1}, x_{2}\right)=-\left(F_{2}\left(x_{1}, x_{2}\right)\right) /\left(G_{1}^{\prime}\left(x_{1}\right)\right)=\left(x_{2}-W\left(x_{1}\right)\right) /\left(G_{1}^{\prime}\left(x_{1}\right)\right) .
$$

It is easy to check out that $F$ is $C^{1}$ and that $H$ is a first integral for our system. Moreover

$$
\left(\partial F_{2} / \partial x_{1}\right)\left(x_{1}, x_{2}\right)=W^{\prime}\left(x_{1}\right)>0, \quad\left(\partial F_{1} / \partial x_{2}\right)\left(x_{1}, x_{2}\right)=\left[G_{1}^{\prime}\left(x_{1}\right)\right]^{-1}>0,
$$

so that the system is strictly cooperative. From the choice of $W$ it follows that $\sup _{x \in S} H(x)=2$. Hence the level surface $H^{-1}(3)$ does not intersect $S$, so for each $x \in H^{-1}(3), \omega(x)=\varnothing$.

Remark. Professor Morris W. Hirsch has informed the author that he obtained the same result under slightly different hypotheses [4].
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# ON THE ASYMPTOTIC BEHAVIOR OF SOLUTIONS OF A REACTING-DIFFUSING SYSTEM: A TWO PREDATORS-ONE PREY MODEL* 
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#### Abstract

We discuss a predator-prey system consisting of two predator species and a single prey species which obeys Michaelis-Menten dynamics. We establish global existence for different initial-boundary conditions by either the semigroup approach or the comparison method. Furthermore, we investigate the asymptotic properties of the solutions.
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1. Introduction. Evolution equations of reaction-diffusion type enter a wide number of phenomena in ecology, biology, biochemistry, chemistry and physics. An important and interesting problem about these systems is the time evolution of the various density distributions and their relations to the corresponding stationary distributions. This kind of problem has been discussed quite a lot in various fields for a single reaction-diffusion equation. In recent years, attention has been given to coupled reaction-diffusion equations from various fields of applied sciences, but mostly to two equations. For instance, the question as to whether one prey can support two predators is an intriguing one in ecology. But very little theoretical work has been done on such systems, although competition between species exploiting a common prey population is of frequent occurrence in nature.

The present paper discusses a predator-prey system consisting of two predator species, $V_{1}$ and $V_{2}$, and a single prey species, $S$. We assume that the predator species compete purely exploitatively, with no interference between rivals. Both species have access to the prey and compete only by lowering the population of shared prey. For death rates it is assumed that the number dying is proportional to the number currently alive. We also assume that there are no significant time lags in the system, that growth rates are logistic in the prey species in the absence of predation, and that the predators' functional response obeys the Holling "nonlearning" curve (for an ecological problem) [5], [6], or Michaelis-Menten Dynamics (for enzyme reactions). The model is given by

$$
\begin{align*}
& \frac{\partial S}{\partial t}=k_{1} \Delta S+\gamma S\left[1-\frac{S}{K}\right]-\left(\frac{M_{1}}{y_{1}}\right)\left(\frac{V_{1} S}{a_{1}+S}\right)-\left(\frac{M_{2}}{y_{2}}\right)\left(\frac{V_{2} S}{a_{2}+S}\right), \\
& \frac{\partial V_{1}}{\partial t}=k_{2} \Delta V_{1}+\frac{M_{1} V_{1} S}{a_{1}+S}-D_{1} V_{1},  \tag{1.1}\\
& \frac{\partial V_{2}}{\partial t}=k_{3} \Delta V_{2}+\frac{M_{2} V_{2} S}{a_{2}+S}-D_{2} V_{2},
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
S(X, 0)=S_{0}(X), \quad V_{i}(X, 0)=V_{i 0}(X), \quad i=1,2, \quad X \in \Omega \tag{1.2}
\end{equation*}
$$

[^59]and boundary conditions
(1.3) $\quad$ Dirichlet conditions $\left(S, V_{1}, V_{2}\right)=(0,0,0) \quad$ on $\partial \Omega \times \mathbb{R}^{+}, \quad$ or
(1.3) $)_{\text {II }} \quad$ Neumann conditions $\left(\frac{\partial S}{\partial n}, \frac{\partial V_{1}}{\partial n}, \frac{\partial V_{2}}{\partial n}\right)=(0,0,0) \quad$ on $\partial \Omega \times \mathbb{R}^{+}$,
where $\gamma$ is the growth rate and $K$ the carrying capacity for the prey $s$, while $y_{i}, M_{i}$, $D_{i}, a_{i}$ are the yield constants, the intrinsic growth rate, the death rate and the Michaelis-Menten constant, respectively, for the $i$ th predator $V_{i}, i=1,2 . k_{1}, k_{2}, k_{3}$ are nonnegative diffusion coefficients, respectively, for $S, V_{1}$ and $V_{2} . \Omega$ is an open bounded set of $R^{3}$ with boundary $\partial \Omega$.

When the effect of diffusion is not considered, namely, $\left(k_{1}, k_{2}, k_{3}\right)=(0,0,0)$, this system (1.1) becomes an ordinary differential equation. Hsu, Hubbell and Waltman [7], [8] and Butler and Waltmann [1] analyzed the behavior of solutions of this system of ordinary differential equations in order to answer the biological question: Under what conditions would neither, one, or both species of predator survive? If only one predator survives, how do we determine the limiting behavior of the surviving predator and its prey?

In this paper we analyze the behavior of solutions of system (1.1) with (1.2), (1.3) ${ }_{\text {I }}$ (Case I) or (1.2), (1.3) ${ }_{\text {II }}$ (Case II). In § 2 we deal with Case I. As for the existence and positivity properties of the solutions of (1.1)-(1.3) we shall prove Theorems 2.1 and 2.2 by a semigroup approach. Our results on the asymptotic stability of the equilibrium solutions are summarized in Theorems 2.3-2.6. In § 3 we consider Case II. By employing a monotonicity argument we establish existence-comparison Theorems 3.1 and 3.2. We investigate the asymptotic properties of the solution in Theorems 3.3-3.8.
2. The case of Dirichlet conditions. We are interested in the nonnegative solution of problem (1.1), (1.2), (1.3) ${ }_{\mathrm{I}}$. In view of the special form of the reaction terms in (1.1), it is easy to know that [12] (1.1) has the following invariant region $\Sigma$ :

$$
\begin{equation*}
\Sigma=\left\{\left(S, V_{1}, V_{2}\right): S \geqq 0, V_{1} \geqq 0, V_{2} \geqq 0\right\} . \tag{2.1}
\end{equation*}
$$

We change the form of (1.1) into

$$
\begin{align*}
& \frac{\partial S}{\partial t}=\left(k_{1} \Delta S+\gamma S\right)+\left(-\frac{\gamma}{K} S^{2}-\frac{M_{1} V_{1} S}{y_{1}\left(a_{1}+S\right)}-\frac{M_{2} V_{2} S}{y_{2}\left(a_{2}+S\right)}\right), \\
& \frac{\partial V_{1}}{\partial t}=\left(k_{2} \Delta V_{1}+\beta_{1} V_{1}\right)+\left(-\frac{a_{1} M_{1} V_{1}}{a_{1}+S}\right),  \tag{2.2}\\
& \frac{\partial V_{2}}{\partial t}=\left(k_{3} \Delta V_{2}+\beta_{2} V_{2}\right)+\left(-\frac{a_{2} M_{2} V_{2}}{a_{2}+S}\right),
\end{align*}
$$

where $\beta_{i}=M_{i}-D_{i}, i=1,2$.
It will be convenient to think of system (2.2) as an evolution equation for the unknown $U(t)=\left(S(t), V_{1}(t), V_{2}(t)\right)$ in a Banach space $X$.

Define $X=\left(L_{2}(\Omega)\right)^{3}$ with norm $\|U\|=\left(\|S\|_{2}^{2}+\left\|V_{1}\right\|_{2}^{2}+\left\|V_{2}\right\|_{2}^{2}\right)^{1 / 2}$ for any $U=$ $\left(S, V_{1}, V_{2}\right) \in X$, where $\|\cdot\|_{2}$ denotes the usual norm in $L_{2}(\Omega)$. Clearly, $X$ is a Banach space.

If one chooses the above Banach space $X$ to work with, system (2.2) can be rewritten as follows.

Let $S(t)=S(\cdot, t), \quad V_{1}(t)=V_{1}(\cdot, t), \quad V_{2}(t)=V_{2}(\cdot, t), \quad U(t)=\left(S(t), V_{1}(t), V_{2}(t)\right)$. Then (2.2), (1.2), (1.3) $)_{I}$ is changed into the form

$$
\begin{equation*}
\frac{d U}{d t}=A U+F(U), \quad U(0)=U_{0} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{gather*}
A=\left(\begin{array}{ccc}
A_{1} & 0 & 0 \\
0 & A_{2} & 0 \\
0 & 0 & A_{3}
\end{array}\right)=\left(\begin{array}{ccc}
k_{1} \Delta+\gamma & 0 & 0 \\
0 & k_{2} \Delta+\beta_{1} & 0 \\
0 & 0 & k_{3} \Delta+\beta_{2}
\end{array}\right),  \tag{2.4}\\
D\left(A_{i}\right)=\left\{u \in L^{2}(\Omega),\left.u\right|_{\partial \Omega}=0, A_{i} u \in L^{2}(\Omega)\right\}, \\
F(U)=\left(\begin{array}{c}
-\frac{r}{K} S^{2}-\frac{M_{1} V_{1} S}{y_{1}\left(a_{1}+S\right)}-\frac{M_{2} V_{2} S}{y_{2}\left(a_{2}+S\right)} \\
-\frac{M_{1} a_{1} V_{1}}{a_{1}+S} \\
-\frac{M_{2} a_{2} V_{2}}{a_{2}+S}
\end{array}\right) . \tag{2.5}
\end{gather*}
$$

It is well known that $D\left(A_{i}\right) \subseteq H_{0}^{1}(\Omega)$ and is dense in $L^{2}(\Omega)$.
Suppose $Y, Z$ are Banach spaces; we shall denote the norm of a linear bounded operator $T: Y \rightarrow Z$ by $\|T\|_{Y, Z}$. For a closed operator $T$, the spectrum, resolvent set and resolvent operator will be denoted by the usual symbols $\sigma(T), \rho(T)$ and $R(\mu, t)=$ $(T-\mu)^{-1}$.

Lemma 2.1. A generates an analytic semigroup $e^{A t}$ on $\lambda$.
Before we prove the lemma, let us recall the following definition and Theorem [4], which is written down as a proposition.

Definition 2.1. We call a linear operator $A$ in a Banach space $X$ a sectorial operator if it is a closed densely defined operator such that, for some $\theta$ in $(0,(\pi / 2))$ and some $M \geqq 1$ and real $a$, the sector

$$
S_{a, \theta}=\{\mu|\theta \leqq|\arg (\mu-a)| \leqq \pi, \mu \neq a\}
$$

is in the resolvent set of $A$ and

$$
\|R(\mu, A)\| \leqq \frac{M}{|\mu-a|} \text { for all } \mu \in S_{a, \theta}
$$

Proposition 2.1. If $A$ is a sectorial operator, then $-A$ is the infinitesimal generator of an analytic semigroup $\left\{e^{-t A}\right\}_{t \geqq 0}$, where

$$
e^{-t A}=\frac{1}{2 \pi i} \int_{\Gamma}(\mu+A)^{-1} e^{\mu t} d \mu
$$

and $\Gamma$ is a contour in $\rho(-A)$ with $\arg \mu \rightarrow \pm \theta$ as $|\mu| \rightarrow \infty$ for some $\theta$ in $((\pi / 2), \pi)$.
Furthermore, $e^{-A t}$ can be continued analytically into a sector $\{t \neq 0:|\arg t|<\varepsilon\}$ containing the positive real axis, and if $\operatorname{Re} \sigma(A)>a$; i.e., if $\operatorname{Re} \lambda>a$ whenever $\lambda \in \sigma(A)$, then for $t>0$

$$
\left\|e^{-A t}\right\| \leqq c e^{-a t}, \quad\left\|A e^{-A t}\right\| \leqq \frac{c}{t} e^{-a t}
$$

for some constant $c$.

Finally

$$
\frac{d}{d t} e^{-A t}=-A e^{-A t} \quad \text { for } t>0
$$

The proof of Lemma 2.1. Due to the above proposition, it suffices to prove that $-A$ is a sectorial operator. In view of $D\left(A_{i}\right)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$, where $H^{i}(\Omega)=W^{i, 2}(\Omega)$, $i \geqq 0 ; H_{0}^{i}(\Omega)=W_{0}^{i, 2}(\Omega)$, it follows that $D(A)=\left(H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right)^{3}$, which implies $-A$ is a closed densely defined operator on $X$. Since $-A_{i}$ is a self-adjoint densely defined operator in $L_{2}(\Omega)$ and is bounded below, it is easy to show that $-A_{i}$ is a sectorial operator on $X_{i}$. Namely, there exist $M_{i} \geqq 1, a_{i}$ and $\theta_{i}$ satisfying $0<\theta_{i}<\pi / 2$ such that

$$
\rho\left(-A_{i}\right) \supset S_{a_{i}, \theta_{i}}=\left\{\mu\left|\theta_{i} \leqq\left|\arg \left(\mu-a_{i}\right)\right| \leqq \pi\right\}\right.
$$

and

$$
\left\|R\left(\mu,-A_{i}\right)\right\|_{L^{2} ; L^{2}} \leqq \frac{M_{i}}{\left|\mu-a_{i}\right|} \quad \forall \mu \in S_{a_{i} \theta_{i}}, \quad i=1,2,3 .
$$

Clearly, $a_{i}$ can be taken as the smallest eigenvalue $\lambda_{0}^{i}$ of $\left(-A_{i}\right)$ [14]. $\left(-\lambda_{0}^{i}\right.$ is the largest eigenvalue of $\boldsymbol{A}_{i}$.)

Define $\gamma_{0}=\min \left\{\lambda_{0}^{1}, \lambda_{0}^{2}, \lambda_{0}^{3}\right\}, \theta=\max \left\{\theta_{1}, \theta_{2}, \theta_{3}\right\}$. It is easy to show, by the form (2.4) of $A$, that

$$
R(\mu,-A)=\left(\begin{array}{ccc}
R\left(\mu,-A_{1}\right) & 0 & 0  \tag{2.6}\\
0 & R\left(\mu,-A_{2}\right) & 0 \\
0 & 0 & R\left(\mu,-A_{3}\right)
\end{array}\right) \quad \forall \mu \in \rho(A) .
$$

Therefore, it can be claimed that

$$
\rho(-A) \supset S_{\gamma_{0}, \theta}
$$

and there exists $M_{0} \geqq 1$ such that

$$
\|R(\mu,-A)\| \leqq \frac{M_{0}}{\left|\mu-\gamma_{0}\right|} \quad \forall \mu \in S_{\gamma_{0}, \theta} .
$$

This means $-A$ is a sectorial operator on $X$, so that by Proposition 2.1, it follows that $A$ generates an analytic semigroup $e^{A t}$ on $X$ and satisfies

$$
\begin{equation*}
\left\|e^{A t}\right\| \leqq M e^{-\gamma_{0} t} \tag{2.7}
\end{equation*}
$$

where $\boldsymbol{M}$ denotes a suitable constant.
In order to investigate the existence and asymptotic properties of the solution to (1.1), (1.2), (1.3 $)_{\mathrm{I}}$, we recall the concepts of fractional powers of operators and some results concerned with them [4].

Definition 2.2. Suppose $T$ is a sectorial operator and $\operatorname{Re} \sigma(T)>0$, then for any $\alpha>0$

$$
T^{-\alpha}=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1} e^{-T t} d t .
$$

Definition 2.3. With $T$ as above, define $T^{\alpha}=$ inverse of $T^{-\alpha}(\alpha>0), D\left(T^{\alpha}\right)=$ $R\left(T^{-\alpha}\right) ; T^{0}=$ identity on $X$.

Definition 2.4. If $T$ is a sectorial operator in a Banach space $X$, define for each $\alpha \geqq 0$,

$$
\begin{aligned}
& X^{\alpha}=D\left(T_{1}^{\alpha}\right) \quad \text { with the graph norm } \\
& \|X\|_{\alpha}=\left\|T_{1}^{\alpha} x\right\|, \quad x \in X^{\alpha},
\end{aligned}
$$

where $T_{1}=T+a I$ with $a$ chosen so $\operatorname{Re} \sigma\left(T_{1}\right)>0$. It can be shown that different choices of $a$ give equivalent norms on $X^{\alpha}$, so we suppress the dependence on the choice of $a$.

Proposition 2.2. If $T$ is sectorial in a Banach space $X$, then $X^{\alpha}$ is a Banach space in the norm $\|\cdot\|_{\alpha}$ for $\alpha \geqq 0, X^{0}=X$, and for $\alpha \geqq \beta \geqq 0, X^{\alpha}$ is a dense subspace of $X^{\beta}$ with continuous inclusion.

Definition 2.5. Suppose there is an extension map $E: C_{c}^{m}(\bar{\Omega}) \rightarrow C_{c}^{m}\left(\mathbb{R}^{n}\right)$, so $E(\phi)$ restricted to $\bar{\Omega}$ is $\phi$, such that for the norms of any of the spaces $C^{\nu}$ or $W^{k, q}(0 \leqq \nu$, $k \leqq m$ and $1 \leqq q<\infty$ ) there is a constant $B>0$ with

$$
B^{-1}\|\phi\|_{\Omega} \leqq\|E(\phi)\|_{\mathbb{R}^{n}} \leqq B\|\phi\|_{\Omega} .
$$

When such an extension map exists, we say $\Omega$ has the $C^{m}$-extension property.
Proposition 2.3. Suppose $\Omega \subset \mathbb{R}^{n}$ is an open set having the $C^{m}$ extension property, $1 \leqq p<\infty$, and $T$ is a sectorial operator in $X=L_{p}(\Omega)$ with $D(T)=X^{1} \subset W^{m, p}(\Omega)$ for some $m \geqq 1$. Then for $0 \leqq \alpha \leqq 1$.

$$
\begin{aligned}
& X^{\alpha} \subset W^{k, q}(\Omega) \quad \text { when } k-\frac{n}{q}<m \alpha<\frac{n}{p}, \quad q \geqq p \\
& X^{\alpha} \subset C^{\nu}(\Omega) \quad \text { when } 0 \leqq \nu<m \alpha-\frac{n}{p}
\end{aligned}
$$

Furthermore, these are continuous inclusions, provided $\alpha>\theta$, where $\theta$ is the number in Nirenberg-Gagliardo inequalities.

Remark. Such an extension map is easily constructed if $\Omega$ is bounded and $\partial \Omega$ is a $C^{m}$ hypersurface separating $\Omega$ from $\mathbb{R}^{n} \backslash \Omega$ [3], and a more complicated construction shows $\partial \Omega$ needs only to be Lipschitzian [13].

Lemma 2.2. Let $0 \leqq \alpha \leqq$. Suppose $X^{\alpha}$ is a Banach space defined as Definition 2.4 with $T=-A$. Assume $\alpha=\alpha_{0}>\frac{3}{4}$. Then

$$
X^{\alpha_{0}} \subset\left(L^{\infty}(\Omega) \cap W^{1,2}(\Omega)\right)^{3}
$$

continuously.
Proof. In view of the form of $A_{i}$, it is easy to see that $D\left(A_{i}\right)=W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega)$, $i=1,2,3$. By using Proposition 2.3 for $T=-A_{i}$ with $m=2, p=2, n=3$, it follows, for $\alpha_{0}>\frac{3}{4}$ that

$$
X_{i}^{\alpha_{o}} \subset C^{\nu}(\Omega) \quad \text { when } 0 \leqq \nu \leqq \frac{4 \alpha_{0}-3}{2} .
$$

Furthermore, taking $k=1, q=2$ in Proposition 2.3, it turns out that

$$
X_{i}^{\alpha} \subset W^{1,2}(\Omega)
$$

Thus,

$$
X_{i}^{\alpha_{0}} \subset L^{\infty}(\Omega) \cap W^{1,2}(\Omega), \quad i=1,2,3
$$

The continuity is easily checked. Then, by the special form of $A$, we obtain Lemma 2.2.

Define

$$
\mathscr{D}=\mathbb{R}^{+} \times\left\{\left(S, V_{1}, V_{2}\right) \in \bar{X}^{\alpha_{0}}, S>-\frac{\min \left(a_{1}, a_{2}\right)}{2}\right\} .
$$

Lemma 2.3. The nonlinear operator $F$ is locally Lipschitz continuous on $\mathscr{D}$.
Proof. Since $F$ does not depend on $t$ explicitly, it suffices to prove that for any $U_{i}=\left\{S^{(i)}, V_{1}^{(i)}, V_{2}^{(i)}\right\}$ with

$$
\begin{equation*}
S^{i} \geqq-\frac{\min \left(a_{1}, a_{2}\right)}{2} \quad \text { and } \quad\left\|U_{i}\right\|_{\alpha_{0}} \leqq R^{*}, \quad R^{*}>0, \quad i=1,2, \tag{2.8}
\end{equation*}
$$

where $C$ depends only on $R^{*}$ and the parameters in $F$.
Set

$$
\begin{gathered}
F(U)=\left(\begin{array}{l}
f_{1}(U) \\
f_{2}(U) \\
f_{3}(U)
\end{array}\right), \\
F\left(U_{1}\right)-F\left(U_{2}\right)=\left(\begin{array}{l}
f_{1}\left(U_{1}\right)-f_{1}\left(U_{2}\right) \\
f_{2}\left(U_{1}\right)-f_{2}\left(U_{2}\right) \\
f_{3}\left(U_{1}\right)-f_{3}\left(U_{2}\right)
\end{array}\right) .
\end{gathered}
$$

By Lemma 2.2, there exists $R_{1}$ depending on $R^{*}$ such that

$$
\left|U_{i}\right|_{\infty} \leqq R_{1} .
$$

From (2.5),

$$
\begin{aligned}
\left.\left|f_{1}\left(U_{1}\right)-f_{1}\left(U_{2}\right)\right| \leqq \frac{M_{1}}{y_{1}} \right\rvert\, & \left|V_{1}^{(1)}-V_{1}^{(2)}\right|+\frac{M_{2}}{y_{2}}\left|V_{2}^{(1)}-V_{2}^{(2)}\right|+\frac{\gamma}{K}\left|S^{(1)}+S^{(2)}\right|\left|S^{(1)}-S^{(2)}\right| \\
& +\frac{M_{1} a_{1}}{y_{1}}\left|\frac{V_{1}^{(1)}}{a_{1}+S^{(1)}}-\frac{V_{1}^{(2)}}{a_{1}+S^{(2)}}\right|+\frac{M_{2} a_{2}}{y_{2}}\left|\frac{V_{2}^{(1)}}{a_{2}+S^{(1)}}-\frac{V_{2}^{(2)}}{a_{2}+S^{(2)}}\right| .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \left|\frac{V_{1}^{(1)}}{a_{1}+S^{(1)}}-\frac{V_{1}^{(2)}}{a_{1}+S^{(2)}}\right| \leqq \frac{2}{a_{1}}\left|V_{1}^{(1)}-V_{1}^{(2)}\right|+\frac{4 R_{1}}{a_{1}^{2}}\left|S^{(1)}-S^{(2)}\right|, \\
& \left|\frac{V_{2}^{(1)}}{a_{2}+S^{(1)}}-\frac{V_{2}^{(2)}}{a_{2}+S^{(2)}}\right| \leqq \frac{2}{a_{2}}\left|V_{2}^{(1)}-V_{2}^{(2)}\right|+\frac{4 R_{1}}{a_{2}^{2}}\left|S^{(1)}-S^{(2)}\right|,
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\left|f_{1}\left(U_{1}\right)-f_{1}\left(U_{2}\right)\right| \leqq \frac{3 M_{1}}{y_{1}}\{\mid & V_{1}^{(1)}-V_{1}^{(2)}\left|+\left|V_{2}^{(1)}-V_{2}^{(2)}\right|\right\} \\
& +R_{1}\left(\frac{2 \gamma}{K}+\frac{4 M_{1}}{a_{1}}+\frac{4 M_{2}}{a_{2}}\right)\left|S^{(1)}-S^{(2)}\right| .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \left|f_{2}\left(U_{1}\right)-f_{2}\left(U_{2}\right)\right| \leqq 2 M_{1}\left|V_{1}^{(1)}-V_{1}^{(2)}\right|+\frac{4 M_{1} K_{1}}{a_{1}}\left|S^{(1)}-S^{(2)}\right|, \\
& \left|f_{3}\left(U_{1}\right)-f_{3}\left(U_{2}\right)\right| \leqq 2 M_{2}\left|V_{2}^{(1)}-V_{2}^{(2)}\right|+\frac{4 M_{2} R_{1}}{a_{2}}\left|S^{(1)}-S^{(2)}\right| .
\end{aligned}
$$

Then, $\left\|F\left(U_{1}\right)-F\left(U_{2}\right)\right\|^{2} \leqq C\left\|U_{1}-U_{2}\right\|^{2}$ which, together with Proposition 2.3 , implies (2.8). Therefore, $F: \mathscr{D} \rightarrow X$ is locally Lipschitz continuous.

By Lemmas 2.1 and 2.3, the local existence result follows.
Lemma 2.4. For any $U_{0}=\left(S_{0}(x), V_{10}(x), V_{20}(x)\right) \in X^{\alpha_{0}}$, there exists $T>0$ such that a unique classical solution $t \rightarrow U(t)=\left(S(t), V_{1}(t), V_{2}(t)\right)$ of (2.3) exists in $[0, T)$.

Proof. In view of Lemmas 2.1 and 2.3, it can be proved, by local contraction arguments (cf. [4, Thm. 3.3.3]) that for any $\left(t_{0}, U_{0}\right) \in \mathscr{D}$ there exists $T\left(t_{0}, U_{0}\right)>0$ such that (2.3) has a unique solution $U(t)$ on $\left(t_{0}, t_{0}+T\right)$ with initial value $U\left(t_{0}\right)=U_{0}$, where $t_{0}=0$. Namely, $U(t)$ is a continuous function: $(0, T) \rightarrow X$ such that $U(0)=U_{0}$, and on $(0, T)$ we have $(t, U(t)) \in \mathscr{D}, U(t) \in D(A)$. $(d U(t) / d t)$ exists, $t \rightarrow F(U(t))$ is locally Hölder continuous, and $\int_{0}^{\rho}\|F(U(t))\| d t<+\infty$ for some $\rho>0$, the differential equation (2.3) is satisfied on $(0, T)$. In addition $U(t)$ can be expressed as

$$
\begin{equation*}
U(t)=\exp (A t) U_{0}+\int_{0}^{t} \exp (A(t-s)) F(U(s)) d s \tag{2.9}
\end{equation*}
$$

But, in fact; when $t>0, t \rightarrow(d U(t) / d t) \in X^{\alpha_{0}}$ is locally Hölder continuous due to Lemmas 2.1 and 2.3 (cf. [4, Thm. 3.5.2]), so $(t, x) \rightarrow U(t, x),(\partial U / \partial t)(t, x)$ are also continuous on $0<t<T$ and $x \in \bar{\Omega}$. Since $U(t) \in D(A)$ implies $U(t) \in$ $\left(W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega)\right)^{3}$, it can be shown, by the embedding theorem, that there exists $\nu>0$ such that $U(t) \in\left(C^{\nu}(\Omega)\right)^{3}$. Then, $F(U(t)) \in\left(C^{\nu}(\Omega)\right)^{3}$ follows easily. Therefore we obtain that $U(x, t) \in C^{2+\nu}(\Omega)$. Thus, for $t>0,(t, x) \rightarrow U(t, x)$ is continuously differentiable in $t$, twice continuously differentiable in $x$ and we have a classical solution.

Now, we are ready to prove the following.
Theorem 2.1. For any $U_{0} \in X^{\alpha_{0}}, U_{0} \geqq 0$, the corresponding solution exists globally and is nonnegative for any $t \geqq 0$.

Proof. Due to $U_{0} \geqq 0$ and (2.1), it follows that

$$
U(t) \geqq 0, \quad 0 \leqq t<T .
$$

In addition, since $-R\left(\mu, A_{i}\right)$ maps nonnegative elements of $X_{i}$ into themselves for real $\mu \in \rho\left(A_{i}\right),-R(\mu, A)$ does the same for real $\mu \in \rho(A)$. On the other hand, for any $t>0$

$$
\begin{equation*}
e^{A t} x=\lim _{n \rightarrow \infty}\left(I-\frac{t}{n} A\right)^{-n} x \tag{2.10}
\end{equation*}
$$

In view of $-\boldsymbol{A}$ being a sectorial operator, it can be shown that for any fixed $t>0$, $n / t \in \rho(A)$ if $n$ is sufficiently large. Then $e^{A t} \cdot U \geqq 0, t>0$, if $U \geqq 0$ by (2.10). This, combined with the fact of $F(U) \leqq 0$ for $U \geqq 0$, implies the estimate

$$
U(t) \leqq \exp (A t) U_{0} \quad \text { for all } t \in(0, T)
$$

Therefore, by (2.7), we have

$$
\begin{equation*}
\|U(t)\| \leqq M e^{-\gamma_{0} t}\left\|U_{0}\right\| \quad \text { for all } t \in(0, T) \tag{2.11}
\end{equation*}
$$

which provides an a priori estimate for $U(t)$, whence the global existence of $U(t)$ and its nonnegativity follow in a standard way, together with the validity of (2.11) on $\mathbb{R}^{+}$.

Next, we prove an existence theorem for nonnegative and bounded solutions of (1.1), (1.2), (1.3) ${ }_{\mathrm{I}}$.

Let $\lambda_{0}$ denote the principal eigenvalue of Laplace operator $\Delta$ on $\Omega \in \mathbb{R}^{2}$ with homogeneous Dirichlet boundary condition. Then $\lambda_{0}<0$. Set $\Lambda=\max \left\{k_{1} \lambda_{0}+\gamma, k_{2} \lambda_{0}+\right.$ $\left.\beta_{1}, k_{3} \lambda_{0}+\beta_{2}\right\}$.

Theorem 2.2. Suppose $\Lambda<0$. Then, for any $U_{0} \in X^{\alpha_{0}}, U_{0} \geqq 0$, there exists globally a unique classical solution to (1.1), (1.2), (1.3) $)_{\mathrm{I}}$ that is nonnegative and bounded in the sense of $L_{\infty}$.

Proof. Recalling the special form of $A$ and the property of the spectrum for the operator $A_{i}$ which is strongly elliptic, we may take $\Lambda$ as $-\gamma_{0}$ in (2.7), i.e., $-\gamma_{0}=\Lambda<0$.

From the proof of Theorem 2.1, we read off the estimate

$$
0 \leqq U(t) \leqq \exp (A t) U_{0},
$$

which implies that

$$
|U(t)|_{\left(L_{\infty}\right)^{3}} \leqq\left|\exp (A t) U_{0}\right|_{\left(L_{\infty}\right)^{3}} .
$$

For $U_{0} \in X^{\alpha_{0}}$, it has been shown that $\exp (A t) U_{0} \in X^{\alpha_{0}}$ and $U(t) \in X^{\alpha_{0}}$. By Lemma 2.2, $X^{\alpha_{0}} G\left(L_{\infty}(\Omega)\right)^{3}$ continuously. Therefore, by a known estimate with fractional powers of operators (cf. [4, Thm. 1.4.3]),

$$
\begin{align*}
|U(t)|_{\left(L_{\infty}\right)^{3}} & \leqq C\left\|\exp (A t) U_{0}\right\|_{\alpha_{0}} \leqq C\left\|(-A)^{\alpha_{0}} e^{A t}\right\|\left\|U_{0}\right\|  \tag{2.12}\\
& \leqq C_{\alpha} t^{-\alpha_{0}} e^{-\gamma_{0} t} \quad \text { for } t>0 .
\end{align*}
$$

Thus, the theorem is proved.
It is easily seen that the state $(0,0,0)$ is an equilibrium solution for $(1.1)-(1.3)_{1}$. Now, we will discuss the stability of the solution.

Theorem 2.3. Suppose $\Lambda<0$. Then the unique equilibrium solution ( $0,0,0$ ) of (1.1)-(1.3) $)_{\mathrm{I}}$ is globally stable. Namely, for any $U_{0} \in X^{\alpha_{0}}, U_{0} \geqq 0$, assume $U(t)$ is the corresponding solution of (1.1), (1.2), (1.3) $)_{I}$ as investigated in Theorem 2.2; then $\lim _{t \rightarrow \infty} U(t)=0$ in the sense of $L_{\infty}$, uniformly for $x$.

Proof. Since $-\gamma_{0}=\Lambda<0$, (2.12) gives the result.
Next, we analyze the possibility of relaxing the assumption $\Lambda<0$.
Lemma 2.5. Assume $k_{1} \lambda_{0}+\gamma<0$; then there exists a unique nonnegative equilibrium solution for (1.1)-(1.3) that is $(0,0,0)$.

Proof. Let $U^{*}=\left(s^{*}(x), V_{1}^{*}(x), V_{2}^{*}(x)\right)$ be another nonnegative equilibrium solution. Namely,

$$
\begin{align*}
& k_{1} \Delta S^{*}+S^{*}\left(\gamma-\frac{\gamma}{K} S^{*}-\frac{M_{1} V_{1}^{*}}{y_{1}\left(a_{1}+S^{*}\right)}-\frac{M_{2} V_{2}^{*}}{y_{2}\left(a_{2}+S^{*}\right)}\right)=0, \\
& k_{2} \Delta V_{1}^{*}+k_{1} \Delta V_{1}^{*}+V_{1}^{*}\left(\frac{M_{1} S^{*}}{a_{1}+S^{*}}-D_{1}\right)=0, \quad x \in \Omega,  \tag{2.13}\\
& k_{3} \Delta V_{2}^{*}+V_{2}^{*}\left(\frac{M_{2} S^{*}}{a_{2}+S^{*}}-D_{2}\right)=0, \\
& \quad S^{*}(x)=V_{1}^{*}(x)=V_{2}^{*}(x)=0, \quad x \in \partial \Omega, \tag{2.14}
\end{align*}
$$

which means $S^{*}(x)$ is a nonnegative solution of the following linear problem

$$
\begin{aligned}
& k_{1} \Delta S+a(x) S=0, \quad x \in \Omega, \\
& \left.S\right|_{\partial \Omega}=0
\end{aligned}
$$

where

$$
a(x)=\gamma-\frac{\gamma}{K} S^{*}-\frac{M_{1} V_{1}^{*}}{y_{1}\left(a_{1}+S^{*}\right)}-\frac{M_{2} V_{2}^{*}}{y_{2}\left(a_{2}+S^{*}\right)} .
$$

Due to $S^{*}(x) \geqq 0, V_{1}^{*}(x) \geqq 0, V_{2}^{*}(x) \geqq 0$, it follows that

$$
a(x) \leqq \gamma
$$

which, combining with $k_{1} \lambda_{0}+\gamma<0$, implies

$$
-\lambda_{0}>a(x) / k_{1} .
$$

Therefore, it can be shown that $S^{*}(x)=0, x \in \bar{\Omega}$. Then it turns out that $V_{i}^{*}(x)=0$, $x \in \Omega, i=1,2$.

Theorem 2.4. Assume $k_{1} \lambda_{0}+\gamma<0$. Then the unique nonnegative equilibrium state $(0,0,0)$ is globally stable in $X$; namely, for any $U_{0} \in X^{\alpha_{0}}, U_{0} \geqq 0$, suppose $U(t)$ is the corresponding solution for (1.1)-(1.3) $)_{\mathrm{I}}$, then

$$
\lim _{t \rightarrow \infty}\|U(t)\|=0
$$

Proof. In view of $k_{1} \lambda_{0}+\gamma<0$ and the fact $U(t) \geqq 0$, it is easily proved that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} S(t)=0 \quad \text { in } L_{\infty}(\Omega) \tag{2.15}
\end{equation*}
$$

Define a Lyapunov functional as

$$
\mathscr{L}(t)=L\left(V_{1}, V_{2}\right)=\frac{1}{2} \int_{\Omega}\left[V_{1}^{2}(x, t)+V_{2}^{2}(x, t)\right] d x .
$$

Then

$$
\frac{d \mathscr{L}(t)}{d t}=\int_{\Omega}\left[V_{1} \frac{\partial V_{1}}{\partial t}+V_{2} \frac{\partial V_{2}}{\partial t}\right] d x
$$

Noticing the following

$$
\begin{aligned}
& \frac{\partial V_{1}}{\partial t}=k_{2} \Delta V_{1}+V_{1}\left(\frac{M_{1} S}{a_{1}+S}-D_{1}\right), \\
& \frac{\partial V_{2}}{\partial t}=k_{3} \Delta V_{2}+V_{2}\left(\frac{M_{2} S}{a_{2}+S}-D_{2}\right), \\
& V_{1}(0)=V_{10}(x), \quad V_{2}(0)=V_{20}(x), \\
& V_{1}(t)=V_{2}(t) \quad \text { on } \partial \Omega
\end{aligned}
$$

we find that

$$
\begin{aligned}
\frac{d \mathscr{L}(t)}{d t}=\int_{\Omega} & {\left[k_{2} V_{1} \Delta V_{1}+V_{1}^{2}\left(\frac{M_{1} S}{a_{1}+S}\right)-D_{1} V_{1}^{2}\right] d x } \\
& \quad+\int_{\Omega}\left[k_{3} V_{2} \Delta V_{2}+V_{2}^{2}\left(\frac{M_{2} S}{a_{2}+S}\right)-D_{2} V_{2}^{2}\right] d x .
\end{aligned}
$$

For the first term, we have, by using the Poincaré inequality

$$
\begin{aligned}
& \int_{\Omega}\left[k_{2} V_{1} \Delta V_{1}+V_{1}^{2}\left(\frac{M_{1} S}{a_{1}+S}\right)-D_{1} V_{1}^{2}\right] d x \\
&=\left.k_{2} V_{1} \frac{\partial V_{1}}{\partial n}\right|_{\partial \Omega}-k_{2} \int_{\Omega}\left(\nabla V_{1}\right)^{2} d x-D_{1} \int_{\Omega} V_{1}^{2} d x+\int_{\Omega} V_{1}^{2}\left(\frac{M_{1} S}{a_{1}+S}\right) d x \\
& \leqq-k_{2} \int_{\Omega}\left(\nabla V_{1}\right)^{2}-D_{1} \int_{\Omega} V_{1}^{2} d x+\frac{M_{1}}{a_{1}}|S|_{L_{\infty}} \int_{\Omega} V_{1}^{2} d x \\
& \leqq\left(k_{2} \lambda_{0}-D_{1}+\frac{M_{1}}{a_{1}}|S(t)|_{L_{\infty}}\right) \int_{\Omega}\left|V_{1}\right|^{2} d x
\end{aligned}
$$

Similarly,

$$
\int_{\Omega}\left[k_{3} V_{2} \Delta V_{2}+V_{2}^{2}\left(\frac{M_{2} S}{a_{2}+S}\right)-D_{2} V_{2}^{2}\right] d x \leqq\left(k_{3} \lambda_{0}-D_{2}+\frac{M_{2}}{a_{2}} \cdot|S|_{L_{\infty}}\right) \int_{\Omega} V_{1}^{2} d x
$$

In view of $\lim _{t \rightarrow \infty} S(t)=0$ (in the sense of $L_{\infty}(\Omega)$ ), it is known that there exists $t_{0}>0$, $\sigma>0$ such that

$$
\max \left\{\left(k_{2} \lambda_{0}-D_{1}+\frac{M_{1}}{a_{1}}|S|_{L_{\infty}}\right),\left(k_{3} \lambda_{0}-D_{2}+\frac{M_{2}}{a_{2}}|S|_{L_{\infty}}\right)\right\} \leqq-\sigma \quad \text { for } t \geqq t_{0}
$$

Thus,

$$
\frac{d \mathscr{L}(t)}{d t} \leqq-2 \sigma \mathscr{L}(t) \quad \text { for } t \geqq t_{0}
$$

This implies that

$$
\mathscr{L}(t) \leqq \mathscr{L}\left(t_{0}\right) e^{-2 \sigma\left(t-t_{0}\right)}, \quad t \geqq t_{0},
$$

so

$$
\lim _{t \rightarrow \infty} \mathscr{L}(t)=\lim _{t \rightarrow \infty} L\left(V_{1}, V_{2}\right)=0
$$

which with (2.15) gives the result.
We will show that the theorem is not true, if the assumption $k_{1} \lambda_{0}+\gamma<0$ does not hold.

Theorem 2.5. Assume $k_{1} \lambda_{0}+\gamma \geqq 0$. Then there exist at least two nonnegative equilibrium solutions for (1.1)-(1.3) ${ }_{\mathrm{I}}$. Therefore it is impossible for the solution $(0,0,0)$ to be globally stable.

Proof. It suffices to prove that there exists a nontrivial nonnegative solution for the following problem:

$$
\begin{aligned}
& k_{1} \Delta S+S\left(\gamma-\frac{\gamma}{K} S-\frac{M_{1} V_{1}}{y_{1}\left(a_{1}+S\right)}-\frac{M_{2} V_{2}}{y_{2}\left(a_{2}+S\right)}\right)=0, \\
& k_{2} \Delta V_{1}+V_{1}\left(\frac{M_{1} S}{a_{1}+S}-D_{1}\right)=0, \quad x \in \Omega, \\
& k_{3} \Delta V_{2}+V_{2}\left(\frac{M_{2} S}{a_{2}+S}-D_{2}\right)=0, \\
& S(x)=V_{1}(x)=V_{2}(x)=0 \quad \text { on } \partial \Omega .
\end{aligned}
$$

In fact, we may take $V_{i}(x)$ as $V_{i}(x) \equiv 0, i=1,2$, and $S(x)$ as the nonnegative solution of the following problem:

$$
\begin{aligned}
& k_{1} \Delta S+S\left(\gamma-\frac{\gamma}{K} S\right)=0, \quad x \in \Omega \\
& \left.S\right|_{\partial \Omega}=0
\end{aligned}
$$

i.e.

$$
\begin{align*}
& -\Delta S=\frac{\gamma}{k_{1}} S\left(1-\frac{S}{K}\right),  \tag{2.16}\\
& \left.S\right|_{\partial \Omega}=0
\end{align*}
$$

Due to $k_{1} \lambda_{0}+\gamma \geqq 0$ it can be shown, by comparison theorems and monotonicity methods, (cf. [12]) that there exists a unique solution $S^{*}(x)$ for (2.16) such that $0<S^{*}(x) \leqq K, x \in \Omega$. Thus, $\left(S^{*}(x), 0,0\right)$ is a nontrivial solution for (1.1)-(1.3) which is nonnegative. Therefore, $(0,0,0)$ cannot be globally stable.

We discuss the stability of $U^{*}=\left(S^{*}(x), 0,0\right)$ now. We adopt a standard "linearization procedure" relative to the nontrivial equilibrium solution $U^{*}$. In doing so, we take the linear expansion of $F$ at $U^{*}$, i.e., $F\left(U^{*}+U\right)=F\left(U^{*}\right)+B U+g(U)$ and make a careful analysis of the spectrum of $\mathscr{U}=A+B$.

Consider

$$
F\left(U^{*}+U\right)=\left(\begin{array}{l}
f_{1}\left(U^{*}+U\right) \\
f_{2}\left(U^{*}+U\right) \\
f_{3}\left(U^{*}+U\right)
\end{array}\right)
$$

where

$$
\begin{aligned}
f_{1}\left(U^{*}+U\right)= & -\frac{M_{1} V_{1}}{y_{1}}-\frac{M_{2} V_{2}}{y_{2}}-\frac{\gamma}{K}\left(S+S^{*}\right)^{2}+\frac{M_{1} V_{1} a_{1}}{y_{1}\left(a_{1}+S+S^{*}\right)}+\frac{M_{2} V_{2} a_{2}}{y_{2}\left(a_{2}+S+S^{*}\right)} \\
= & -\frac{M_{1} V_{1}}{y_{1}}-\frac{M_{2} V_{2}}{y_{2}}-\frac{\gamma}{K} S^{2}-\frac{2 \gamma}{K} S^{*} S-\frac{\gamma}{K} S^{*}+\frac{M_{1} a_{1}}{y_{1}\left(a_{1}+S^{*}\right)} V_{1} \\
& -\frac{M_{1} a_{1}}{y_{1}\left(a_{1}+S^{*}\right)\left(a_{1}+S+S^{*}\right)} V_{1} S+\frac{M_{2} a_{2}}{y_{2}\left(a_{2}+S^{*}\right)} V_{2} \\
& -\frac{M_{2} a_{2}}{y_{2}\left(a_{2}+S^{*}\right)\left(a_{2}+S+S^{*}\right)} V_{2} S \\
= & f_{1}\left(U^{*}\right)-\frac{S^{*} M_{1} V_{1}}{y_{1}\left(a_{1}+S^{*}\right)}-\frac{S^{*} M_{2} V_{2}}{y_{2}\left(a_{2}+S^{*}\right)}-\frac{2 \gamma}{K} S^{*} S \\
& -\frac{\gamma}{K} S^{2}-\frac{M_{1} a_{1} V_{1} S}{y_{1}\left(a_{1}+S^{*}\right)\left(a_{1}+S^{*}+S\right)}-\frac{M_{2} a_{2} V_{2} S}{y_{2}\left(a_{2}+S^{*}\right)\left(a_{2}+S^{*}+S\right)}, \\
f_{2}\left(U^{*}+U\right)= & -\frac{M_{1} a_{1} V_{1}}{a_{1}+S+S^{*}}=-\frac{M_{1} a_{1}}{a_{1}+S^{*}} V_{1}+\frac{M_{1} a_{1}}{\left(a_{1}+S^{*}\right)\left(a_{1}+S^{*}+S\right)} V_{1} S, \\
f_{3}\left(U^{*}+U\right)= & -\frac{M_{2} a_{2} V_{2}}{a_{2}+S+S^{*}}=-\frac{M_{2} a_{2}}{a_{2}+S^{*}} V_{2}+\frac{M_{2} a_{2}}{\left(a_{2}+S^{*}\right)\left(a_{2}+S^{*}+S\right)} V_{2} S .
\end{aligned}
$$

Thus

$$
\begin{gather*}
B=\left[\begin{array}{ccc}
-\frac{2 \gamma}{K} S^{*} & -\frac{M_{1} S^{*}}{y_{1}\left(a_{1}+S^{*}\right)} & -\frac{M_{2} S^{*}}{y_{2}\left(a_{2}+S^{*}\right)} \\
0 & -\frac{M_{1} a_{1}}{a_{1}+S^{*}} & 0 \\
0 & 0 & -\frac{M_{2} a_{2}}{a_{2}+S^{*}}
\end{array}\right],  \tag{2.17}\\
g(U)=\left(\begin{array}{c}
-\frac{M_{2} a_{2} V_{2} S}{y_{1}\left(a_{1}+S^{*}\right)\left(a_{1}+S^{*}+S\right)}-\frac{M_{1} S}{y_{2}\left(a_{2}+S^{*}\right)\left(a_{2}+S^{*}+S\right)}-\frac{\gamma}{K} S^{2} \\
\frac{M_{1} a_{1} V_{1} S}{\left(a_{1}+S^{*}\right)\left(a_{1}+S^{*}+S\right)} \\
\frac{M_{2} a_{2} V_{2} S}{\left(a_{2}+S^{*}\right)\left(a_{2}+S^{*}+S\right)}
\end{array}\right) . \tag{2.18}
\end{gather*}
$$

Let us recall a theorem about stability by the linear approximation [4].
Let $A$ be a sectorial linear operator in a Banach space $X$, and let $f: U \rightarrow X$ where $U$ is a cylindrical neighborhood in $\mathbb{R} \times X^{\alpha}$ (for some $\alpha<1$ ) of $(\tau, \infty) \times\left\{x_{0}\right\}$. We say $x_{0}$ is an equilibrium point if $x(t) \equiv x_{0}$ is a solution of $(d x / d t)+A x=f(t, x), t>t_{0}$, i.e. if $x_{0} \in D(A)$ and $A x_{0}=f\left(t, x_{0}\right)$ for all $t>t_{0}$.

A solution $\bar{x}(\cdot)$ on [ $t_{0}, \infty$ ) is stable (in $X^{\alpha}$ ) if, for any $\varepsilon>0$, there exists $\delta>0$ such that any solution $x$ with $\left\|x\left(t_{0}\right)-\bar{x}\left(t_{0}\right)\right\|_{\alpha}<\delta$ exists on $\left[t_{0}, \infty\right)$ and satisfies $\| x(t)-$ $\bar{x}(t) \|_{\alpha}<\varepsilon$ for all $t \geqq t_{0}$; that is, if $x_{0} \mapsto x\left(t ; t_{0}, x_{0}\right)$ is continuous (in $X^{\alpha}$ ) at $x_{0}=\bar{x}\left(t_{0}\right)$, uniformly in $t \geqq t_{0}$. The solution $\bar{x}$ is uniformly stable if $x_{1} \mapsto x\left(t ; t_{1}, x_{1}\right)$ is continuous as $x_{1} \mapsto \bar{x}\left(t_{1}\right)$, uniformly in $t \geqq t_{1}$ and $t_{1} \geqq t_{0}$.

The solution $\bar{x}(\cdot)$ is uniformly asymptotically stable if it is uniformly stable and $\left\|x\left(t ; t_{1}, x_{1}\right)-\bar{x}(t)\right\| \rightarrow 0$ as $\left|t-t_{1}\right| \rightarrow+\infty$, uniformly in $t_{1} \geqq t_{0}$ and $\left\|x_{1}-\bar{x}\left(t_{1}\right)\right\|_{\alpha}<\delta$ for some constant $\delta>0$.

Proposition 2.4 (cf. [4, Thm. 5.1.1]). Let $A, f$ be as above and let $x_{0}$ be an equilibrium point. Suppose

$$
f\left(t, x_{0}+z\right)=f\left(t, x_{0}\right)+B z+g(t, z)
$$

where $B$ is a bounded linear map from $X^{\alpha}$ to $X$ and $\|g(t, z)\|=O\left(\|z\|_{\alpha}\right)$ as $\|z\|_{\alpha} \rightarrow 0$, uniformly in $t>\tau$, and $f(t, x)$ is locally Hölder continuous in $t$, locally Lipschitzian in $x$, on $U$.

If the spectrum of $A-B$ lies in $\{\operatorname{Re} \lambda>\beta\}$ for some $\beta>0$, or equivalently if the linearization

$$
\frac{d z}{d t}+A z=B z
$$

is uniformly asymptotically stable, then the original equation has the solution $x_{0}$ uniformly asymptotically stable in $X^{\alpha}$. More precisely, there exist $\rho>0, M \geqq 1$ such that if $t_{0}>\tau$ and $\left\|x_{1}-x_{0}\right\|_{\alpha} \leqq \rho / 2 M$, then there exists a unique solution of

$$
\frac{d x}{d t}+A x=f(t, x), \quad t>t_{0}, \quad x\left(t_{0}\right)=x_{1}
$$

existing on $t_{0} \leqq t<\infty$ and satisfying for $t \geqq t_{0}$

$$
\left\|x\left(t ; t_{0}, x_{1}\right)-x_{0}\right\|_{\alpha} \leqq 2 M e^{-\beta\left(t-t_{0}\right)}\left\|x_{1}-x_{0}\right\|_{\alpha} .
$$

From (2.17), (2.18), it is easy to check the validity of Proposition 2.4 for our case. Then, in order to investigate the stability property of $U^{*}$, it suffices to analyze the spectrum of $\mathscr{U}=A+B$.

Let us write down the resolvent equation for $\mathscr{U}$ :

$$
(A+B-\mu I) U=V, \quad \mu \in \mathbb{C}, \quad V \in X,
$$

where

$$
U=\left(u_{1}, u_{2}, u_{3}\right), \quad V=\left(V_{1}, V_{2}, V_{3}\right) .
$$

Namely,

$$
\begin{align*}
& \left(A_{1}-\frac{2 \gamma}{K} S^{*}-\mu\right) u_{1}-\frac{M_{1} S^{*}}{y_{1}\left(a_{1}+S^{*}\right)} u_{2}-\frac{M_{2} S^{*}}{y_{2}\left(a_{2}+S^{*}\right)} u_{3}=V_{1}, \\
& \left(A_{2}-\frac{M_{1} a_{1}}{a_{1}+S^{*}}-\mu\right) u_{2}=V_{2},  \tag{2.19}\\
& \left(A_{3}-\frac{M_{2} a_{2}}{a_{2}+S^{*}}-\mu\right) u_{3}=V_{3} .
\end{align*}
$$

As

$$
\mu \in \rho\left(A_{2}-\frac{M_{1} a_{1}}{a_{1}+S^{*}}\right) \cap \rho\left(A_{3}-\frac{M_{2} a_{2}}{a_{2}+S^{*}}\right)
$$

the system (2.19) can be written as

$$
\begin{aligned}
\left(A_{1}-\frac{2 \gamma}{K} S^{*}-\mu\right) u_{1}= & V_{1}+\frac{M_{1} S^{*}}{y_{1}\left(a_{1}+S^{*}\right)} R\left(\mu, A_{2}-\frac{a_{1} M_{1}}{a_{1}+S^{*}}\right) V_{2} \\
& \quad+\frac{M_{2} S^{*}}{y_{2}\left(a_{2}+S^{*}\right)} R\left(\mu, A_{3}-\frac{a_{2} M_{2}}{a_{2}+S^{*}}\right) V_{3}, \\
u_{2} & =R\left(\mu, A_{2}-\frac{M_{1} a_{1}}{a_{1}+S^{*}}\right) V_{2}, \\
u_{3} & =R\left(\mu, A_{3}-\frac{M_{2} a_{2}}{a_{2}+S^{*}}\right) V_{3} .
\end{aligned}
$$

Denote

$$
\bar{A}_{1}=A_{1}-\frac{2 \gamma}{K} S^{*}-\mu, \quad \bar{A}_{2}=A_{2}-\frac{M_{1} a_{1}}{a_{1}+S^{*}}, \quad \bar{A}_{3}=A_{3}-\frac{M_{2} a_{2}}{a_{2}+S^{*}} .
$$

Set $\mathscr{B}=\left\{\mu: \mu \in \rho\left(\bar{A}_{2}\right) \cap \rho\left(\bar{A}_{3}\right), \bar{A}_{1}(\mu)\right.$ is invertible in $\left.L^{2}(\Omega)\right\}$. The following lemma is easily proved.

Lemma 2.6. $\rho(\mathscr{U}) \supset \mathscr{B}$ and $R(\mu, \mathscr{U})$ is given by
$R(\mu, \mathscr{U})=$

$$
\left[\begin{array}{ccc}
\bar{A}_{1}^{-1}(\mu) & \bar{A}_{1}^{-1} \frac{M_{1} S^{*}}{y_{1}\left(a_{1}+S^{*}\right)} R\left(\mu, \bar{A}_{2}\right) & \bar{A}_{1}^{-1} \frac{M_{2} S^{*}}{y_{2}\left(a_{2}+S^{*}\right)} R\left(\mu, \bar{A}_{3}\right) \\
0 & R\left(\mu, \bar{A}_{2}\right) & 0 \\
0 & 0 & R\left(\mu, \bar{A}_{3}\right)
\end{array}\right] \text { for } \mu \in \rho(\mathscr{U}) .
$$

Thus, in order to analyze the spectrum of $\mathscr{U}$, we have to discuss the invertibility of $\bar{A}_{1}(\mu)$. Clearly, the following lemma can be obtained.

Lemma 2.7. The operator $\bar{A}_{1}(\mu), \mu \in \rho\left(\bar{A}_{2}\right) \cap \rho\left(\bar{A}_{3}\right)$ is invertible in $L^{2}(\Omega)$ if and only if zero is not an eigenvalue of $\bar{A}_{1}(\mu)$.

Set $K^{*}=\max \left\{\operatorname{Re} \lambda, \lambda \in \sigma\left(\bar{A}_{2}\right) \cup \sigma\left(\bar{A}_{3}\right)\right\}$.
Lemma 2.8. Assume $K^{*}<0$; then there exist $\theta^{*} \in(0,(\pi / 2))$ and $\gamma^{*}>0$ such that (see Fig. 1)

$$
\mathscr{B} \supset S^{*}=\left\{\mu| | \arg \left(\mu+\gamma^{*}\right) \left\lvert\, \leqq \frac{\pi}{2}+\theta^{*}\right.\right\} .
$$
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Proof. Due to Lemma 2.7, it suffices to show that there exist $\theta^{*} \in(0,(\pi / 2))$ and $\gamma^{*}>0$ such that $\bar{A}_{1}(\mu)$ does not have zero as an eigenvalue whenever $\mu$ belongs to $S^{*}$.

Denote an arbitrary eigenvalue of $\bar{A}_{1}(\mu)$ by $\zeta(\mu)$ and any eigenfunction belonging to the corresponding eigenspace $\bar{W}_{\mu}$ by $W(\mu)$, normalized to 1 in the $L^{2}$-norm. Let us put $\mu_{1}=\operatorname{Re} \mu, u_{2}=I_{m} \mu, \zeta_{1}\left(\mu_{1}, \mu_{2}\right)=\operatorname{Re} \zeta(\mu), \zeta_{2}\left(\mu_{1}, \mu_{2}\right)=\operatorname{Im} \zeta(\mu)$. Due to

$$
\begin{aligned}
& \bar{A}_{1}(\mu) W(\mu)=\zeta(\mu) W(\mu), \\
& \begin{array}{l}
\left\langle\bar{A}_{1}(\mu) W(\mu), W(\mu)\right\rangle=\zeta(\mu), \\
\left\langle\bar{A}_{1}(\mu) W(\mu), W(\mu)\right\rangle=\left\langle\left(A_{1}-\frac{\gamma}{K} S^{*}\right) W(\mu), W(\mu)\right\rangle \\
\\
\quad+\left\langle-\frac{\gamma}{K} S^{*} W(\mu), W(\mu)\right\rangle-\mu,
\end{array}
\end{aligned}
$$

it turns out that

$$
\begin{aligned}
& \zeta_{1}\left(\mu_{1}, \mu_{2}\right)=\left\langle\left(A_{1}-\frac{\gamma}{K} S^{*}\right) W(\mu), W(\mu)\right\rangle+\left\langle-\frac{\gamma}{K} S^{*} W(\mu), W(\mu)\right\rangle-\mu_{1}, \\
& \xi_{2}\left(\mu_{1}, \mu_{2}\right)=-\mu_{2}
\end{aligned}
$$

Since $S^{*}(x)>0, x \in \Omega$ satisfying $\left(A_{1}-(\gamma / K) S^{*}\right) S^{*}=0,\left.S^{*}\right|_{\partial \Omega}=0$, which means that the second order elliptic operator $A_{1}-(\gamma / K) S^{*}$ has $S^{*} \in H_{0}^{1}(\Omega)$ as positive eigenfunction with zero eigenvalue, it follows that the pure point spectrum of $A_{1}-(\gamma / K) S^{*}$ is localized on the nonpositive half-axis, and

$$
\left\langle\left(A_{1}-\frac{\gamma}{K} S^{*}\right) u, u\right\rangle \leqq 0 \quad \text { for any } u \in H_{0}^{1}(\Omega) .
$$

Therefore, $\zeta_{1}\left(\mu_{1}, \mu_{2}\right) \leqq-\mu_{1}-\left\langle(\gamma / K) S^{*} W(\mu), W(\mu)\right\rangle<0$ for any $\mu_{1} \geqq 0$. In view of the inequality $\zeta_{1}\left(0, \mu_{2}\right)<0$ and the continuous dependence of $\zeta(\mu)$ on $\mu$, it turns out that there exist $c>0, \alpha>0,-\alpha \in\left(k^{*}, 0\right)$ such that

$$
\zeta_{1}\left(\mu_{1}, \mu_{2}\right)<0 \quad \text { for any } \mu \in \rho\left(\bar{A}_{2}\right) \cap \rho\left(\bar{A}_{3}\right) \quad \text { with } \mu_{1} \in(-\alpha, 0),
$$

$\left|\mu_{2}\right| \leqq C$, while $\left|\zeta_{2}\left(\mu_{1}, \mu_{2}\right)\right|=\left|\mu_{2}\right|>C>0$ when $\left|\mu_{2}\right|>C$. These facts show that $\bar{A}_{1}(\mu)$, $\mu \in \rho\left(\bar{A}_{2}\right) \cap \rho\left(\bar{A}_{3}\right)$ has possibly zero as an eigenvalue only for such kind of $\mu$ belonging to the subset $\left\{\mu \in \rho\left(\bar{A}_{2}\right) \cap \rho\left(\bar{A}_{3}\right)\right.$ with $\left.\operatorname{Re} \mu<-\alpha,|\operatorname{Im} \mu|<C\right\}$. Then the lemma is proved for any $\theta^{*}\left(0, \operatorname{arctg}\left(\alpha-\gamma^{*} / C\right)\right), \gamma^{*} \in(0, \alpha)$. (See Fig. 2.)

It is easily seen from Lemmas 2.6-2.8, that [10]
Lemma 2.9.

$$
\sigma(\mathscr{U}) \subset\left\{\lambda \in \mathbb{C}, \operatorname{Re} \lambda<-\gamma^{*}\right\} .
$$

This implies, by Proposition 2.4, the next theorem.
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Theorem 2.6. Assume $k_{1} \lambda_{0}+\gamma \geqq 0$ and $k^{*}<0$. Then the equilibrium solution $U^{*}=$ ( $\left.S^{*}(x), 0,0\right)$ is uniformly asymptotically stable in $X^{\alpha_{0}}$. Namely, there exist $\rho>0, M \geqq 1$ such that if $\left\|U_{0}-U^{*}\right\|_{\alpha_{0}} \leqq \rho / 2 M, U_{0} \geqq 0$, then there exists a unique solution $U(t)$ of (2.3) on $0 \leqq t<+\infty$ satisfying

$$
\left\|U(t)-U^{*}\right\|_{\alpha_{0}} \leqq 2 M e^{-\gamma^{*} t}\left\|U_{0}-U^{*}\right\|_{\alpha_{0}} \rightarrow 0 \quad \text { as } t \rightarrow+\infty .
$$

3. The case of Neumann conditions. We deal with problems (1.1), (1.2) and (1.3) $)_{\text {II }}$ in this section. First, consider the following general form.

$$
\begin{align*}
& u_{1 t}-k_{1} \Delta u_{1}=f_{1}\left(u_{1}, u_{2}, u_{3}\right), \\
& u_{2 t}-k_{2} \Delta u_{2}=f_{2}\left(u_{1}, u_{2}\right), \quad \text { in } R^{+} \times \Omega,  \tag{3.1}\\
& u_{3 t}-k_{3} \Delta u_{3}=f_{3}\left(u_{1}, u_{3}\right),
\end{align*}
$$

together with the boundary and initial conditions

$$
\begin{align*}
& B_{i}\left[u_{i}\right] \equiv \alpha_{i}(x) \frac{\partial u_{i}}{\partial n}+\beta_{i}(x) u_{i}=0 \quad \text { on } \partial \Omega \times R^{+},  \tag{3.2}\\
& u_{i}(0, x)=u_{0 i}(x) \text { on } \Omega \tag{3.3}
\end{align*}
$$

where $\Omega$ is a bounded domain in $R^{n}(n=1,2, \cdots), \partial \Omega$ is the boundary of $\Omega, \alpha_{i} \geqq 0$, $\beta_{i} \geqq 0$ with $\alpha_{i}+\beta_{i}>0$ on $\partial \Omega, i=1,2,3 . \partial / \partial n$ represents the outward normal derivative at the boundary.

Assume that $\alpha_{i}, \beta_{i}, u_{0 i}$ are smooth nonnegative functions with $u_{0 i} \neq 0, f_{1}$ is continuously differentiable in $R^{+} \times R^{+} \times R^{+}$and $f_{2}, f_{3}$ is continuously differentiable in $R^{+} \times R^{+} . \Omega$ is smooth, $\partial \Omega$ belongs to $C^{1+\alpha}(\alpha>0)$. In addition, in order to employ the monotone argument to establish an existence-comparison theorem in terms of upper and lower solutions for (3.1)-(3.3), we assume

$$
\begin{align*}
& \frac{\partial f_{1}}{\partial u_{2}}\left(u_{1}, u_{2}, u_{3}\right) \leqq 0, \quad \frac{\partial f_{1}}{\partial u_{3}}\left(u_{1}, u_{2}, u_{3}\right) \leqq 0, \\
& \frac{\partial f_{2}}{\partial u_{1}} \geqq 0, \quad \frac{\partial f_{3}}{\partial u_{1}} \geqq 0 \quad \text { for } u_{i} \geqq 0, \quad i=1,2,3 . \tag{H}
\end{align*}
$$

Obviously, the reaction terms in our model (1.1) satisfy (H). The precise definition of upper and lower solutions are given as follows.

Definition 3.1. Let $\bar{U}=\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right), \underline{U}=\left(\underline{u}_{1}, \underline{u}_{2}, \underline{u}_{3}\right)$ be an ordered pair of smooth functions in $D_{T}$ satisfying the following inequalities (3.4), (3.5), (3.6). Then $\bar{U}, \underline{U}$ are called upper and lower solutions of (3.1)-(3.3), respectively.

$$
\begin{align*}
& \bar{u}_{1 t}-k_{1} \Delta \bar{u}_{1} \geqq f_{1}\left(\bar{u}_{1}, \underline{u}_{2}, \underline{u}_{3}\right), \\
& \bar{u}_{2 t}-k_{2} \Delta \bar{u}_{2} \geqq f_{2}\left(\bar{u}_{1}, \bar{u}_{2}\right), \quad(t, x) \in D_{T},  \tag{3.4}\\
& \bar{u}_{3 t}-k_{3} \Delta \bar{u}_{3} \geqq f_{3}\left(\bar{u}_{1}, \bar{u}_{3}\right), \\
& \underline{u}_{1 t}-k_{1} \Delta \underline{u}_{1} \leqq f_{1}\left(\underline{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right), \\
& \underline{u}_{2 t}-k_{2} \Delta \underline{u}_{2} \leqq f_{2}\left(\underline{u}_{1}, \underline{u}_{2}\right), \quad(t, x) \in D_{T},  \tag{3.5}\\
& \underline{u}_{3 t}-k_{3} \Delta \underline{u}_{3} \leqq f_{3}\left(\underline{u}_{1}, \underline{u}_{3}\right),
\end{align*}
$$

$$
\begin{align*}
& B_{i}\left[\bar{u}_{i}\right] \geqq 0 \geqq B_{i}\left[\underline{u}_{i}\right], \quad(t, x) \in S_{T}, \\
& \bar{u}_{i}(0, x) \geqq u_{i 0}(x) \geqq \underline{u}_{i}(0, x), \quad x \in \Omega, \quad i=1,2,3, \tag{3.6}
\end{align*}
$$

where $D_{T}=(0, T] \times \Omega, S_{T}=(0, T] \times \partial \Omega, T<\infty$ but can be arbitrarily large.
Suppose that for given reaction functions $f_{1}, f_{2}, f_{3}$ satisfying the above assumptions there exists an ordered pair of upper and lower solutions $\bar{U}=\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right), \underline{U}=$ ( $\underline{u}_{1}, \underline{u}_{2}, \underline{u}_{3}$ ). Define

$$
\mathscr{L}\left(D_{T}\right)=\left\{\left(u_{1}, u_{2}, u_{3}\right): u_{i} \in C\left(\bar{D}_{T}\right), \underline{u}_{i} \leqq u_{i} \leqq \bar{u}_{i} \text { on } \bar{D}_{T}, i=1,2,3\right\}
$$

and set

$$
\begin{equation*}
l_{i}=\sup _{\left(u_{1}, u_{2}, u_{3}\right) \in \mathscr{L}\left(D_{T}\right)}\left\{\left|\frac{\partial f_{i}}{\partial u_{i}}\right|\right\} . \tag{3.7}
\end{equation*}
$$

To establish an existence-comparison theorem we consider the sequence $\left\{U^{(k)}\right\}=$ $\left\{u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}\right\}$ obtained from the linear problem.

$$
\begin{align*}
& \left(u_{i}^{(k)}\right)_{+}-k_{i} \Delta u_{i}^{(k)}+l_{i} u_{i}^{(k)}=l_{i} u_{i}^{(k-1)}+f_{i}\left(u_{1}^{(k-1)}, u_{2}^{(k-1)}, u_{3}^{(k-1)}\right), \quad(t, x) \in D_{T},  \tag{3.8}\\
& B_{i}\left[u_{i}^{(k)}\right]=0, \quad(t, x) \in S_{T},  \tag{3.9}\\
& u_{i}^{(k)}(0, x)=u_{i 0}(x), \quad x \in \Omega \tag{3.10}
\end{align*}
$$

where $i=1,2,3$ and $k=1,2, \cdots$.
For each $k$, the above system consists of three linear uncoupled initial-boundary value problems. Therefore the existence of $\left\{u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}\right\}$ follows from the standard existence theorem for scalar systems. To ensure that $\left\{u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}\right\}$ is a monotone sequence and converges to a unique solution of (3.1)-(3.3) we use the initial iteration $\left(\bar{u}_{1}^{(0)}, \underline{u}_{2}^{(0)}, \underline{u}_{3}^{(0)}\right)=\left(\bar{u}_{1}, \underline{u}_{2}, \underline{u}_{3}\right)$ to construct the sequence $\left\{\bar{u}_{1}^{(k)}, \underline{u}_{2}^{(k)}, \underline{u}_{3}^{(k)}\right\}$ from the equations

$$
\begin{align*}
& \bar{u}_{1 t}^{(k)}-k_{1} \Delta \bar{u}_{1}^{(k)}+l_{1} \bar{u}_{1}^{(k)}=l_{1} \bar{u}_{1}^{(k-1)}+f_{1}\left(\bar{u}_{1}^{(k-1)}, \underline{u}_{2}^{(k-1)}, \underline{u}_{3}^{(k-1)}\right), \\
& \underline{u}_{2 t}^{(k)}-k_{2} \Delta \underline{u}_{2}^{(k)}+l_{2} \underline{u}_{2}^{(k)}=l_{2} \underline{u}_{2}^{(k-1)}+f_{2}\left(\underline{u}_{1}^{(k-1)}, \underline{u}_{2}^{(k-1)}\right),  \tag{3.11}\\
& \underline{u}_{3 t}^{(k)}-k_{3} \Delta \underline{u}_{3}^{(k)}+l_{3} \underline{u}_{3}^{(k)}=l_{3} \underline{u}_{3}^{(k-1)}+f_{3}\left(\underline{u}_{1}^{(k-1)}, \underline{u}_{3}^{(k-1)}\right),
\end{align*}
$$

while the sequence $\left\{\underline{u}_{1}^{(k)}, \bar{u}_{2}^{(k)}, \bar{u}_{3}^{(k)}\right\}$ with $\left(\underline{u}_{1}^{(0)}, \bar{u}_{2}^{(0)}, \bar{u}_{3}^{(0)}\right)=\left(\underline{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right)$ is determined from the equations

$$
\begin{align*}
& \underline{u}_{1 t}^{(k)}-k_{1} \Delta \underline{u}_{1}^{(k)}+l_{1} \underline{u}_{1}^{(k)}=l_{1} \underline{u}_{1}^{(k-1)}+f_{1}\left(\underline{u}_{1}^{(k-1)}, \bar{u}_{2}^{(k-1)}, \bar{u}_{3}^{(k-1)}\right), \\
& \bar{u}_{2 t}^{(k)}-k_{2} \Delta \bar{u}_{2}^{(k)}+l_{2} \bar{u}_{2}^{(k)}=l_{2} \bar{u}_{2}^{(k-1)}+f_{2}\left(\bar{u}_{1}^{(k-1)}, \bar{u}_{2}^{(k-1)}\right),  \tag{3.12}\\
& \bar{u}_{3 t}^{(k)}-k_{3} \Delta \bar{u}_{3}^{(k)}+l_{3} \bar{u}_{3}^{(k)}=l_{3} \bar{u}_{3}^{(k-1)}+f_{3}\left(\bar{u}_{1}^{(k-1)}, \bar{u}_{3}^{(k-1)}\right) .
\end{align*}
$$

In each system, the boundary and initial conditions are (3.9), (3.10). These two systems are interrelated. With this construction we prove our existence-comparison theorem.

Theorem 3.1. Suppose the pair of upper and lower solution $\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right),\left(\underline{u}_{1}, \underline{u}_{2}, \underline{u}_{3}\right)$ can be chosen. Then the sequences

$$
\left\{\bar{U}^{(k)}\right\}=\left\{\bar{u}_{1}^{(k)}, \bar{u}_{2}^{(k)}, \bar{u}_{3}^{(k)}\right\}, \quad\left\{\underline{U}^{(k)}\right\}=\left\{\underline{u}_{1}^{(k)}, \underline{u}_{2}^{(k)}, \underline{u}_{3}^{(k)}\right\}
$$

obtained from (3.11), (3.12), (3.9) and (3.10) converge monotonically from above and below, respectively, to a unique solution $\left\{u_{1}, u_{2}, u_{3}\right\}$ of (3.1)-(3.3) such that

$$
\underline{u}_{i}(t, x) \leqq u_{i}(t, x) \leqq \bar{u}_{i}(t, x), \quad(t, x) \in \bar{D}_{T}, \quad i=1,2,3 .
$$

Proof. Let $u_{1}^{*}=\bar{u}_{1}-\bar{u}_{1}^{(1)}, u_{2}^{*}=\underline{u}_{2}^{(1)}-\underline{u}_{2}, u_{3}^{*}=\underline{u}_{3}^{(1)}-\underline{u}_{3}$. Then by (3.4), (3.5), (3.6), (3.11) and (3.12), it follows that

$$
\begin{align*}
& u_{i t}^{*}-k_{i} \Delta u_{i}^{*}+l_{i} u_{i}^{*} \geqq 0,  \tag{3.13}\\
& B_{i}\left[u_{i}^{*}\right] \geqq 0,  \tag{3.14}\\
& u_{i}^{*}(0, x) \geqq 0, \quad i=1,2,3 . \tag{3.15}
\end{align*}
$$

By the maximum principle, the above inequalities imply that $u_{i}^{*} \geqq 0$ on $D_{T}, i=1,2,3$; namely, $\bar{u}_{1} \geqq \bar{u}_{1}^{(1)}, \underline{u}_{2} \leqq \underline{u}_{2}^{(1)}, \underline{u}_{3} \leqq \underline{u}_{3}^{(1)}$. Similarly, it can be shown that $\underline{u}_{1} \leqq \underline{u}_{1}^{(1)}, \bar{u}_{2} \geqq \bar{u}_{2}^{(1)}$, $\bar{u}_{3} \geqq \bar{u}_{3}^{(1)}$.

Now let $u_{i}^{*}=\bar{u}_{i}^{(1)}-\underline{u}_{i}^{(1)}$; then the assumptions (H), (3.7) and the relations in (3.11) and (3.12) imply that

$$
u_{i t}^{*}-k_{i} \Delta u_{i}^{*}+l_{i} u_{i}^{*} \geqq 0, \quad i=1,2,3 .
$$

Since $B_{i}\left[u_{i}^{*}\right]=0, u_{i}^{*}(0, x)=0$ by using the maximum principle we obtain $u_{i}^{*} \geqq 0$, i.e., $\underline{u}_{i}^{(1)} \leqq \bar{u}_{i}^{(1)}, i=1,2,3$. The above conclusions lead to the relation

$$
\underline{u}_{i}=\underline{u}_{i}^{(0)} \leqq \underline{u}_{i}^{(1)} \leqq \bar{u}_{i}^{(1)} \leqq \bar{u}_{i}^{(0)}=\bar{u}_{i}, \quad i=1,2,3 .
$$

Then, by induction, it is not difficult to show that

$$
\underline{u}_{i}^{(k-1)} \leqq \underline{u}_{i}^{(k)} \leqq \bar{u}_{i}^{(k)} \leqq \bar{u}_{i}^{(k-1)}, \quad i=1,2,3, \quad k=1,2, \cdots
$$

It follows from this monotone property that the pointwise $\operatorname{limits}_{\lim }^{k \rightarrow \infty} \bar{u}_{i}^{(k)}(t, x)=$ $\tilde{u}_{i}(t, x), \lim _{k \rightarrow \infty} \underline{u}_{i}^{(k)}(t, x)=\underline{u}_{i}(t, x), i=1,2,3$, exist and $\underline{u}_{i} \leqq \tilde{u}_{i}$ on $\bar{D}_{T}$.

By a standard regularity argument and the similar approach used by Pao in [11], it can be shown that $\left(u_{1}, u_{2}, u_{3}\right)=\left(\tilde{u}_{1}, \tilde{u}_{2}, \tilde{u}_{3}\right)=\left(u_{1}, u_{2}, u_{3}\right)$ is the unique solution of (3.1)-(3.3). Obviously, the solution ( $u_{1}, u_{2}, u_{3}$ ) satisfies $\underline{u}_{i} \leqq u_{i} \leqq \bar{u}_{i}, i=1,2,3$. Theorem 3.1 is proved.

For our problem (1.1)-(1.3) $)_{\text {II }}$, we choose the pair of upper and lower solution as follows:

Set

$$
\hat{S}=\sup _{\bar{\Omega}} S_{0}(x), \quad \hat{V}_{i}=\sup _{\bar{\Omega}} V_{i 0}(x), \quad i=1,2 .
$$

Then solving the following problem:

$$
\begin{array}{ll}
\dot{S}(t)=\gamma S-\frac{\gamma}{K} S^{2}, & S(0)=\hat{s}, \\
\dot{V}_{1}(t)=\left(\frac{M_{1} S}{a_{1}+S}-D_{1}\right) V_{1}, & V_{1}(0)=\hat{V}_{1},  \tag{3.16}\\
\dot{V}_{2}(t)=\left(\frac{M_{2} S}{a_{2}+S}-D_{2}\right) V_{2}, & V_{2}(0)=\hat{V}_{2},
\end{array}
$$

we obtain

$$
\begin{align*}
& S(t)=\frac{K}{1+\left(\frac{K-\hat{s}}{\hat{s}}\right) e^{-\gamma t}}, \\
& V_{i}(t)=\hat{V}_{i} \exp \left[\int_{0}^{t}\left(\frac{M_{i} S(\eta)}{a_{i}+S(\eta)}-D_{i}\right) d \eta\right], \quad i=1,2 . \tag{3.17}
\end{align*}
$$

Clearly, $(0,0,0)$ and $\left(S(t), V_{1}(t), V_{2}(t)\right)$ are a pair of lower and upper solutions of (1.1)-(1.3) $)_{\text {II }}$. Thus, Theorem 3.1 implies the following.

Theorem 3.2. There exists a unique solution of (1.1)-(1.3) $)_{\text {II }}$ for $(t, x) \in R^{+} \times \Omega$, such that

$$
\begin{align*}
& 0 \leqq S(t, x) \leqq K\left[1+\frac{K-\hat{s}}{\hat{s}} \exp (-\gamma t)\right]^{-1}=S(t),  \tag{3.18}\\
& 0 \leqq V_{i}(t, x) \leqq \hat{V}_{i} \exp \left[B_{i}(t)\right]
\end{align*}
$$

where

$$
B_{i}(t)=\int_{0}^{t}\left[\frac{M_{i} S(\eta)}{a_{i}+S(\eta)}-D_{i}\right] d \eta, \quad i=1,2 .
$$

We next investigate the asymptotic properties of the solution.
From (3.16), (3.17) it is easy to see that $S(t)$ is increasing with $S(t)<K$ and $S(t) \rightarrow K$ as $t \rightarrow+\infty$ if $\hat{s}<K$, while $S(t)$ is decreasing with $S(t)>K$ and $S(t) \rightarrow K$ as $t \rightarrow+\infty$ if $\hat{s}>K$.

We consider the case $\hat{s} \leqq K$ first.
Theorem 3.3. Let $M_{i} K /\left(a_{i}+K\right)<D_{i}(i=1,2)$ and $0<S_{0}(x) \leqq K$ for $x \in \bar{\Omega}$. Then the unique global solution $\left(S, V_{1}, V_{2}\right)$ to the Neumann problem (1.1)-(1.3) $)_{\text {II }}$ satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} S(t, x)=K, \quad \lim _{t \rightarrow \infty} V_{i}(t, x)=0, \quad i=1,2 . \tag{3.19}
\end{equation*}
$$

Proof. Instead of (3.16) we consider

$$
\begin{gather*}
\dot{S}(t)=0, \quad S(0)=K \\
\dot{V}_{i}(t)=\left(\frac{M_{i} K}{a_{i}+K}-D_{i}\right) \bar{V}_{i}, \quad \bar{V}_{i}(0)=\hat{V}_{i}, \quad i=1,2 . \tag{3.20}
\end{gather*}
$$

In view of $S_{0}(x) \leqq k$, the solution $\left\{K, \bar{V}_{1}(t), \bar{V}_{2}(t)\right\}$ of (3.20) is also an upper solution of (1.1), (1.2), (1.3) ${ }_{\mathrm{II}}$. This implies

$$
\lim _{t \rightarrow \infty} V_{i}(t, x)=0, \quad i=1,2 .
$$

Let $\underline{S}_{0}=\inf _{\bar{\Omega}} S_{0}(x)>0$ and define $\underline{S}(t)$ as follows

$$
\begin{align*}
& \frac{d \underline{S}(t)}{d t}=\gamma \underline{S}-\frac{\gamma}{K} \underline{S}^{2}-\frac{M_{1}}{y_{1}} \frac{\bar{V}_{1}(t) \underline{S}}{a_{1}+\underline{S}}-\frac{M_{2}}{y_{2}} \frac{\bar{V}_{2}(t) \underline{S}}{a_{2}+\underline{S}},  \tag{3.21}\\
& \underline{S}(0)=\underline{S}_{0}
\end{align*}
$$

where $\bar{V}_{1}(t)$ and $\bar{V}_{2}(t)$ are determined by (3.20).
To show the first relation in (3.19) we recall the following definition and a theorem of Markus [9].

Definition (Markus). Let $A: x_{i}^{\prime}=f_{i}(x, t)$ and $A_{\infty}: x_{i}^{\prime}=f_{i}(x)(i=1,2, \cdots, n)$ be a first order system of ordinary differential equations. The real-valued functions $f_{i}(x, t)$ and $f_{i}(x)$ are continuous in $(x, t)$ for $x \in G$, where $G$ is an open subset of $\mathbb{R}^{n}$, and for $t>t_{0}$ and they satisfy a local Lipschitz condition in $x$. $A$ is said to be asymptotic to $A_{\infty}\left(A \rightarrow A_{\infty}\right)$ in $G$ if for each compact set $K \subset G$ and for each $\varepsilon>0$, there is a $T=T(k, \varepsilon)>t_{0}$ such that $\left|f_{i}(x, t)-f_{i}(x)\right|<\varepsilon$ for all $i=1,2, \cdots, n$, all $x \in K$, and all $t>T$.

Theorem (Markus). Let $A \rightarrow A_{\infty}$ in $G$ and let $p$ be an asymptotically stable critical point of $A_{\infty}$. Then there is a neighborhood $N$ of $p$ and a time $T$ such that the omega limit set for every solution $x(t)$ of $A$ which intersects $N$ at a time later than $T$ is equal to $p$.

Now let us turn to (3.21). Since $\bar{V}_{i}(t) \rightarrow 0$ as $t \rightarrow \infty,(i=1,2)$ and $S \equiv K$ is an asymptotically stable solution of

$$
\begin{equation*}
\frac{d S}{d t}=\gamma S-\frac{\gamma}{K} S^{2} \tag{3.22}
\end{equation*}
$$

regarding the equations in (3.21) and (3.22) as $A$ and $A_{\infty}$ in Markus theorem respectively, it follows that $\underline{S}(t) \rightarrow K$ as $t \rightarrow+\infty$. On the other hand, it can be shown that $(\underline{S}(t), 0,0)$ is a lower solution, which, together with the upper solution $\left(K, \bar{V}_{1}(t), \bar{V}_{2}(t)\right)$, leads to

$$
\lim _{t \rightarrow \infty} S(t, x)=K .
$$

Now we consider the general case without the restriction $\hat{S} \leqq K$.
Theorem 3.4. Let $M_{i} K /\left(a_{i}+K\right)<D_{i} \quad(i=1,2)$ and $\inf _{\bar{\Omega}} s_{0}(x)>0$. Then the solution of $\left(S, V_{1}, V_{2}\right)$ to the Neumann problem (1.1), (1.2) and (1.3) $)_{\mathrm{II}}$ satisfies $\lim _{t \rightarrow \infty} S(x, t)=K, \lim _{t \rightarrow \infty} V_{i}(x, t)=0$.

Proof. Take a lower solution $(\underline{S}(t), 0,0)$ and the upper solution $\left(\bar{S}(t), V_{1}(t), V_{2}(t)\right)$ as follows:

$$
\begin{align*}
& \frac{d \bar{S}}{d t}=\gamma \bar{S}-\frac{\gamma}{K} \bar{S}^{2}, \quad \bar{S}(0)=\hat{S} \\
& \frac{d S}{d t}=\gamma \underline{S}-\frac{\gamma}{K} \underline{S}^{2}-\frac{M_{1}}{y_{1}} \frac{V_{1} \underline{S}}{\left(a_{1}+\underline{S}\right)}-\frac{M_{2}}{y_{2}} \frac{V_{2} \underline{S}}{\left(a_{2}+\underline{S}\right)}, \quad \underline{S}(0)=\underline{S}_{0} \\
& \frac{d V_{1}}{d t}=\left(\frac{M_{2} \bar{S}}{a_{1}+\bar{S}}-D_{1}\right) V_{1}, \quad V_{1}(0)=\hat{V}_{1},  \tag{3.23}\\
& \frac{d V_{2}}{d t}=\left(\frac{M_{2} \bar{S}}{a_{2}+\bar{S}}-D_{2}\right) V_{2}, \quad V_{2}(0)=\hat{V}_{2}
\end{align*}
$$

where the definitions of $\hat{s}, \underline{s}_{0}, \hat{V}_{i}$ are the same as before. Namely

$$
\hat{S}=\sup _{\bar{\Omega}} S_{0}(x)<+\infty, \quad S_{0}=\inf _{\bar{\Omega}} S_{0}(x)>0, \quad \hat{V}_{i}=\sup _{\bar{\Omega}} V_{i 0}(x)>0, \quad i=1,2 .
$$

Since $M_{i} K /\left(a_{i}+K\right)<D_{i}$, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\frac{M_{i}(K+\varepsilon)}{a_{i}+(K+\varepsilon)}<D_{i}, \quad i=1,2 . \tag{3.24}
\end{equation*}
$$

On the other hand, in view of the property of the solution of (3.23) , there exists $T_{0}>0$ such that

$$
\begin{equation*}
\bar{S}(t)<k+\varepsilon \text { for } t>T_{0} . \tag{3.25}
\end{equation*}
$$

Denote

$$
\exp \left\{\int_{0}^{T_{0}}\left[\frac{M_{i} \bar{S}(\eta)}{a_{i}+\bar{S}(\eta)}-D_{i}\right] d \eta\right\} \text { by } A\left(T_{0}\right)
$$

it follows by (3.24) and (3.25) that

$$
V_{i}(t) \leqq V_{i}(0) A\left(T_{0}\right) \exp \left[\frac{M_{i}(K+\varepsilon)}{a_{i}+(K+\varepsilon)}-D_{i}\right]\left(t-T_{0}\right) \quad \text { for } t>T_{0}
$$

Hence, $V_{i}(t) \rightarrow 0$ as $t \rightarrow+\infty$. Then, the theorem of Markus leads to $\lim _{t \rightarrow \infty} \underline{S}(t)=k$. By Theorem 3.1, it is known that

$$
0 \leqq V_{i}(t, x) \leqq V_{i}(t), \quad S(t) \leqq S(t, x) \leqq \bar{S}(t)
$$

Therefore

$$
\lim _{t \rightarrow+\infty} S(t, x)=K, \quad \lim _{t \rightarrow+\infty} V_{i}(t, x)=0 \quad(i=1,2) \text { uniformly for } x \in \Omega
$$

Next, we consider the case when one of the assumptions $M_{i} K /\left(a_{i}+K\right)<D_{i}$ does not hold, namely, either

$$
\begin{equation*}
\frac{M_{1} K}{a_{1}+K} \geqq D_{1}, \quad \frac{M_{2} K}{a_{2}+K}<D_{2} \tag{3.26}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{M_{1} K}{a_{1}+K}<D_{1}, \quad \frac{M_{2} K}{a_{2}+K} \geqq D_{2} . \tag{3.27}
\end{equation*}
$$

For (3.26), the same argument used in the proof of Theorem 3.4 shows that $V_{2}(x ; t) \rightarrow 0$ as $t \rightarrow+\infty$. Then it is natural to investigate the stability of $\left(\lambda_{1}, V_{1}^{*}, 0\right)$, which is a solution of $(1.1),(1.3)_{\mathrm{II}}$. Where $\lambda_{1}=a_{1} D_{1} /\left(M_{1}-D_{1}\right)>0$ (this is guaranteed by $\left.M_{1} K /\left(a_{1}+K\right) \geqq D_{1}\right), V_{1}^{*}=\left(y_{1} \gamma / M_{1}\right)\left(1-\lambda_{1} / K\right)\left(a_{1}+\lambda_{1}\right) \geqq 0$, which becomes equality if and only if $K=\lambda_{1}$, i.e. $M_{1} K /\left(a_{1}+K\right)=D_{1}$.

To analyze the stability of ( $\lambda_{1}, V_{1}^{*}, 0$ ), we recall linearized stability.
Consider the Neumann type initial-boundary problem

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}=D A u+F(u) & \text { in } R^{+} \times \Omega, \\
\frac{\partial u}{\partial n}=0 & \text { on } R^{+} \times \partial \Omega,  \tag{3.28}\\
u(0, x)=u_{0}(x), & x \in \Omega .
\end{array}
$$

Suppose $u=\varphi(x)$ is a stationary solution of (3.28), namely,

$$
\begin{align*}
& -D \Delta \varphi(x)=F(\varphi) \quad \text { in } \Omega, \\
& \left.\frac{\partial \varphi}{\partial n}\right|_{\partial \Omega}=0 . \tag{3.29}
\end{align*}
$$

Let $S$ denote the differential operator obtained by formally linearizing the right-hand side of (3.28) about the given solution $\varphi$ :

$$
S(\bar{u}) \equiv D \Delta \bar{u}+\frac{\partial F}{\partial u}(\varphi(x)) \bar{u}
$$

where $\partial F / \partial u$ denotes the Jacobian matrix.
We consider $S$ as an operator on the space $C^{0}(\bar{\Omega})$ of bounded vector functions, continuous on $\bar{\Omega}$, with domain consisting of functions in $C^{2}(\bar{\Omega})$ and satisfying the given Neumann boundary conditions. Let $\sigma(S)$ denote the spectrum of $S$.

Definition 3.2. $\varphi$ is stable according to the linearized criterion (l.c.) or called linearly stable if $\sigma(S)$ is in the negative half-plane and is bounded away from the imaginary axis. Namely, there exists a negative number $\alpha<0$ such that $\operatorname{Re} z \leqq \alpha$ for any $z \in \sigma(S) . \varphi$ is marginally stable (1.c.) if $\operatorname{Re} z \leqq 0$ for any $z \in \sigma(S)$ and there exists a $z_{0}$ such that $\operatorname{Re} z_{0}=0 . \varphi$ is unstable (1.c.) if $\sigma(S)$ contains a point in the right open half-plane.

Definition 3.3. Let $\bar{u}$ be a solution of (3.29). Then $\bar{u}$ is stable if there is a neighborhood $N$ of $\bar{u}$ and positive numbers $C, \alpha$ such that if $u$ is a solution of (3.28) with $u(0) \in N$, then $u$ exists for all $t>0$ and

$$
\|u(t)-\bar{u}\| \leqq C e^{-\alpha t}\|u(0, x)-\bar{u}\|, \quad t>0
$$

where $\|\cdot\|$ denotes the usual $L_{2}$-norm on $C(\bar{\Omega})$.
It is known that (cf. Smoller [12]) if $\bar{u}$ is a linearly stable solution of (3.28), then $\bar{u}$ is stable.

Now we analyze the stability of $\left(\lambda_{1}, V_{1}^{*}, 0\right)$. Let $T$ be the linearization of the right-hand side of (1.1) about ( $\left.\lambda_{1}, V_{1}^{*}, 0\right)$.

$$
T\left(\begin{array}{l}
S \\
V_{1} \\
V_{2}
\end{array}\right)=\left[\begin{array}{ccc}
k_{1} \Delta+\gamma-\frac{\gamma}{K} 2 \lambda_{1}-\frac{M_{1} a_{1} V_{1}^{*}}{y_{1}\left(a_{1}+\lambda_{1}\right)^{2}} & -\frac{D_{1}}{y_{1}} & -\frac{M_{2} \lambda_{1}}{y_{2}\left(a_{2}+\lambda_{1}\right)} \\
\frac{M_{1} a_{1} V_{1}^{*}}{\left(a_{1}+\lambda_{1}\right)^{2}} & k_{2} \Delta & 0 \\
0 & 0 & k_{3} \Delta-D_{2}+\frac{M_{2} \lambda_{1}}{a_{2}+\lambda_{1}}
\end{array}\right]\left(\begin{array}{l}
S \\
V_{1} \\
V_{2}
\end{array}\right) .
$$

We need to investigate the spectrum $\sigma(T)$. Let $\sigma(\Delta)$ denote the spectrum of the Laplace operator as acting on $C^{0}(\bar{\Omega})$ with domain consisting of functions in $C^{2}(\bar{\Omega})$ and satisfying no-flux boundary conditions.

It is well known that $0 \in \sigma(\Delta)$ and $\sigma(\Delta)$ consists of an infinite but discrete set of simple real eigenvalues, bounded from above, namely, $\cdots<\tau_{n}<\cdots<\tau_{2}<\tau_{1}<\tau_{0}=0$. Define

$$
\begin{aligned}
& C=\frac{M_{1} a_{1} V_{1}^{*}}{\left(a_{1}+\lambda_{1}\right)^{2}}, \quad E=\gamma-\frac{\gamma}{K} 2 \lambda_{1}-\frac{C}{y_{1}}, \\
& P(\xi, \mu)=P_{1}(\xi, \mu) \cdot P_{2}(\xi, \mu) \\
& P_{1}(\xi, \mu)=\left(k_{3} \mu-D_{2}+\frac{M_{2} \lambda_{1}}{a_{2}+\lambda_{1}}-\xi\right), \\
& P_{2}(\xi, \mu)=\xi^{2}-\left(k_{1} \mu+k_{2} \mu+E\right) \xi+\frac{D_{1}}{y_{1}} C+\left(k_{1} \mu+E\right) k_{2} \mu,
\end{aligned}
$$

and

$$
\Lambda=\{\eta: P(\eta, \mu)=0 \text { for some } \mu \in \sigma(\Delta)\} .
$$

Our first result is that

$$
\begin{equation*}
\sigma(T) \subset \Lambda . \tag{3.30}
\end{equation*}
$$

To prove this, suppose that $\eta \notin \Lambda$. Then $P(\eta, \mu) \neq 0$ for all $\mu \in \sigma(\Delta)$, so $0 \notin p(\eta, \sigma(\Delta))$. Now consider the sixth order differential operator $p(\eta, \Delta)$. It is known that for such polynomials $p, \sigma(p(\Delta))=p(\sigma(\Delta))$ [2], so that in our case we deduce $0 \notin \sigma(p(\eta, \Delta))$. Therefore $p(\eta, \Delta)^{-1}$ exists as a bounded operator on $C^{0}(\bar{\Omega})$, which implies that both $p_{1}(\eta, \Delta)^{-1}$ and $p_{2}(\eta, \Delta)^{-1}$ exist as bounded operators on $C^{0}(\bar{\Omega})$. For any given $f, g$, $h \in C^{0}(\bar{\Omega})$, we can solve the equations

$$
(T-\eta I)\left(\begin{array}{c}
S \\
V_{1} \\
V_{2}
\end{array}\right)=\left(\begin{array}{l}
f \\
g \\
h
\end{array}\right)
$$

explicitly as follows:

$$
\begin{aligned}
& S=\frac{D_{1}}{y_{1}} p_{2}(\eta, \Delta)^{-1} g+\left(k_{2} \Delta-\eta\right) p_{2}(\eta, \Delta)^{-1}\left[\frac{M_{2} \lambda_{1}}{y_{2}\left(a_{2}+\lambda_{1}\right)} p_{1}(\eta, \Delta)^{-1} h+f\right], \\
& V_{1}=\left(k_{1} \Delta+E-\eta\right) p_{2}(\eta, \Delta)^{-1} g-C p_{2}(\eta, \Delta)^{-1}\left[\frac{M_{2} \lambda_{1}}{y_{2}\left(a_{2}+\lambda_{1}\right)} p_{1}(\eta, \Delta)^{-1} h+f\right], \\
& V_{2}=p_{1}(\eta, \Delta)^{-1} h .
\end{aligned}
$$

This shows that $\eta \notin \sigma(T)$, and this conclusion in turn proves (3.30).
Our problem has been reduced to analyzing the property of $\Lambda$. Suppose $\eta \in \Lambda$; then there exists $\mu \in \sigma(\Delta)$ such that

$$
\left(k_{3} \mu-D_{2}-\frac{M_{2} \lambda_{1}}{a_{2}+\lambda_{1}}-\eta\right)\left[\eta^{2}-\left(k_{1} \mu+k_{2} \mu+E\right) \eta+\frac{D_{1}}{y_{1}} C+\left(k_{1} \mu+E\right) k_{2} \mu\right]=0 .
$$

Let $\eta_{i}(i=1,2,3)$ denote the roots of the above equation. Clearly,

$$
\begin{aligned}
& \eta_{1}=k_{3} \mu-D_{2}+\frac{M_{2} \lambda_{1}}{a_{2}+\lambda_{1}} \\
& \eta_{2,3}=\frac{k_{1} \mu+k_{2} \mu+E}{2} \mp \frac{1}{2}\left[\left(k_{1} \mu+k_{2} \mu+E\right)^{2}-4\left(\frac{D_{1} C}{y_{1}}+\left(k_{1} \mu+E\right) k_{2} \mu\right)\right]^{1 / 2} .
\end{aligned}
$$

Due to $M_{1} K /\left(a_{1}+K\right) \geqq D_{1}, \quad M_{2} K /\left(a_{2}+K\right)<D_{2}$, it can be shown that $-D_{2}+$ $\left(\left(M_{2} \lambda_{1}\right) /\left(a_{2}+\lambda_{1}\right)\right)<0$, which implies, since $\mu \leqq 0$, that $\eta_{1}<0$.

Assume $K<a_{1}+2 \lambda_{1}$, which shows $E<0$; then it turns out that $\operatorname{Re} \eta_{2,3}<0$. Thus, it ends up that $\left(\lambda_{1}, V_{1}^{*}, 0\right)$ is a linearly stable solution of (1.1)-(1.3) $)_{\mathrm{II}}$. We obtain the asymptotic property of the solution ( $s, v_{1}, v_{2}$ ) in this case as follows.

Theorem 3.5. Suppose $M_{1} K /\left(a_{1}+K\right) \geqq D_{1}, \quad M_{2} K /\left(a_{2}+K\right)<D_{2} \quad$ and $K<$ $a_{1}+2 \lambda_{1}\left(\right.$ namely, $\left.a_{1} D_{1} /\left(M_{1}-D_{1}\right) \leqq K<\left(a_{1} D_{1}+a_{1} M_{1}\right) /\left(M_{1}-D_{1}\right)\right)$. Then there exists $\varepsilon>0$ such that

$$
\lim _{t \rightarrow \infty}\left\|S(t, x)-\lambda_{1}\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{1}(t, x)-V_{1}^{*}\right\|=0
$$

if $\left\|S_{0}(x)-\lambda_{1}\right\|<\varepsilon,\left\|V_{10}(x)-V_{1}^{*}\right\|<\varepsilon$. Moreover, $\lim _{t \rightarrow \infty} V_{2}(t, x)=0$, uniformly for $x \in \Omega$.
Similarly, we obtain the following result for case (3.27).
Theorem 3.6. Suppose $M_{1} K /\left(a_{1}+K\right)<D_{1}, \quad M_{2} K /\left(a_{2}+K\right) \geqq D_{2}$ and $K<$ $a_{2}+2 \lambda_{2}\left(\right.$ namely, $\left.a_{2} D_{2} /\left(M_{2}-D_{2}\right) \leqq K<\left(a_{2} D_{2}+a_{2} M_{2}\right) /\left(M_{2}-D_{2}\right)\right)$. Then there exists $\varepsilon>0$ such that

$$
\lim _{t \rightarrow \infty}\left\|S(t, x)-\lambda_{2}\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{2}(t, x)-V_{2}^{*}\right\|=0
$$

if $\left\|S_{0}(x)-\lambda_{2}\right\|<\varepsilon,\left\|V_{20}(x)-V_{2}^{*}\right\|<\varepsilon$. Moreover, $\lim _{t \rightarrow \infty} V_{1}(t, x)=0$, uniformly for $x \in \Omega$, where $\left(\lambda_{2}, 0, V_{2}^{*}\right)$ is a solution of (1.1), (1.3 $)_{\mathrm{II}}, \lambda_{2}=a_{2} D_{2} /\left(M_{2}-D_{2}\right)>0, \quad V_{2}^{*}=$ $\left(y_{2} \gamma / M_{2}\right)\left(1-\lambda_{2} / K\right)\left(a_{2}+\lambda_{2}\right) \geqq 0$ which becomes equality if and only if $K=\lambda_{2}$, i.e., $M_{2} K /\left(a_{2}+K\right)=D_{2}$.

Finally, we consider the case when both of the assumptions $M_{i} K /\left(a_{i}+K\right)<D_{i}$ do not hold, namely,

$$
\begin{equation*}
\frac{M_{i} K}{a_{i}+K} \geqq D_{i}, \quad i=1,2 . \tag{3.31}
\end{equation*}
$$

Clearly, (3.31) is equivalent to $0<\lambda_{i} \leqq K, i=1,2$. By the same argument as used before, we obtain the following results.

Theorem 3.7. Suppose $0<\lambda_{1}<\lambda_{2}<K<a_{1}+2 \lambda_{1}$; then there exists $\varepsilon>0$ such that

$$
\lim _{t \rightarrow \infty}\left\|S(t, x)-\lambda_{1}\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{1}(t, x)-V_{1}^{*}\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{2}(t, x)\right\|=0
$$

if $\left\|S_{0}(x)-\lambda_{1}\right\|<\varepsilon,\left\|V_{10}(x)-V_{1}^{*}\right\|<\varepsilon,\left\|V_{20}(x)\right\|<\varepsilon$.
The last theorem is similar.
Theorem 3.8. Suppose $0<\lambda_{2}<\lambda_{1}<K<a_{2}+2 \lambda_{2}$; then there exists $\varepsilon>0$ such that

$$
\lim _{t \rightarrow \infty}\left\|S(t, x)-\lambda_{2}\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{1}(t, x)\right\|=0, \quad \lim _{t \rightarrow \infty}\left\|V_{2}(t, x)-V_{2}^{*}\right\|=0
$$

if $\left\|S_{0}(x)-\lambda_{2}\right\|<\varepsilon,\left\|V_{10}(x)\right\|<\varepsilon,\left\|V_{20}(x)-V_{2}^{*}\right\|<\varepsilon$, where $\lambda_{1}, V_{1}^{*}$ and $\lambda_{2}, V_{2}^{*}$ are the same as in Theorems 3.5 and 3.6, respectively.
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#### Abstract

The persistence and smoothness of hyperbolic invariant manifolds is established for small perturbations of retarded functional differential equations. Properties of exponential dichotomies and of spectra of invariant manifolds, which are established here for semiflows, form the basis for proving the results. The analysis uses a moving system of coordinates, around the original hyperbolic invariant manifold, consisting of coordinates along the tangential, unstable and stable manifolds of the linearized equation along solutions of the unperturbed equation which lie on the original hyperbolic manifold.
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1. Introduction. The study of invariant sets is of fundamental importance in the geometric theory of dynamical systems. Since, in general, these sets can have a wild topological structure, it is of interest to identify situations where they have the particularly simple structure of differentiable manifolds. Especially important in this context are those manifolds that persist under small perturbations, a situation that leads naturally to the study of hyperbolic invariant manifolds.

There is an extensive literature on hyperbolic invariant manifolds for ordinary differential equations, cf. [1]-[3], [6], [8], [9], [13], [14]. In the context of infinitedimensional dynamical systems, the study of hyperbolic invariant manifolds was pursued for certain parabolic partial differential equations [7] and for particular cases of functional differential equations [10]-[12].

The studies of Kurzweil [10], [11] on hyperbolic invariant manifolds for functional differential equations (FDE) rely on establishing fixed points for maps which correspond to discrete dynamical systems obtained by discretization of the semiflow induced by the equations. The approach in this paper is, in contrast, based directly on the semiflow and uses techniques of exponential dichotomies for obtaining bounded solutions, following the work of Hale, cf. [3], for hyperbolic invariant manifolds of ordinary differential equations (ODE). It is believed that this approach is simpler than methods based on discretization.

The paper begins by establishing the concept of exponential dichotomies in the context of skew-product semiflows in Banach vector bundles, and the concept of hyperbolicity using the notion of spectrum of an invariant manifold, developed by Sacker and Sell for flows [15]-[19]. Here, the numerous discussions with George Sell, while this work was in progress, played an important role, in particular in connection to work of his in collaboration with Sacker [18]. A short reference is then made to FDEs on manifolds, based on the work of Oliva, cf. [5], referring the reduction of the general situation to the case of FDEs on euclidean space $R^{q}$. These are basically the contents of $\S \S 2,3$ and 4.

[^60]The main difficulty in establishing the persistence and properties of hyperbolic manifolds for FDEs is related to the impossibility of extending backwards in time all the solutions. It is useful to linearize the equation around the original invariant manifold and to consider the corresponding tangential, unstable and stable manifolds, which are themselves invariant under the linearized semiflow. As it turns out, one only needs to extend the solutions backwards in time along the tangential and unstable directions. That involves no difficulties because both the tangential and unstable manifolds are finite-dimensional and, therefore, the semiflow for the linearized equation can be extended on them to a flow of an ODE. This leaves out only the evolution on the stable manifold to be considered as an FDE, but we do not need to extend the solutions backwards there. These ideas are pursued in $\S 5$ by the introduction of a moving system of coordinates centered at solutions of the unperturbed equation lying on the original invariant manifold. The perturbed equation in these coordinates is given by a family of systems of two perturbed ODEs describing the evolution of the tangential and unstable variables, and an FDE for the stable variable. These systems are written as perturbations of the linear variational equation around the given hyperbolic manifold, using the variation of constants formula introduced by Hale for FDEs, cf. [4]. The analysis is actually based on the existence of exponential dichotomies for the linear variational equation which split the solutions with initial conditions in the tangential, unstable, or stable spaces.

In § 6, we study the persistence and the smoothness of integral manifolds for FDEs of the form obtained by application of the system of coordinates around the original invariant manifold, and we also study the structure of the semiflow around the integral manifolds, under general assumptions of global Lipschitzian nonlinearities with sufficiently small Lipschitz constants. The persistence of the integral manifolds is established using techniques of exponential dichotomies for the determination of bounded solutions, following an approach introduced by Hale, cf. [3], and also applied by Sell [19] in the context of ODEs. The smoothness properties of the integral manifolds are established by a modification of the method developed by Fenichel [2] also in the context of ODEs.

Finally, the results obtained for systems in coordinate form are applied, in § 7, to prove the persistence and smoothness of hyperbolic invariant manifolds for FDEs, and to study the local geometric structure of the orbits around them. Using "cut off" functions around the original invariant manifold, in a similar way as it is usually done for center manifold theory, one can get a system that agrees with the original system inside a neighborhood of the invariant manifold, and whose nonlinear terms satisfy the global Lipschitz conditions assumed in §6. Thus, finding an invariant manifold for the perturbed equation, in such a neighborhood of the original manifold, amounts to finding an invariant manifold for the auxiliary system which is obtained through the application of the "cut off" functions mentioned above. The results obtained for systems in coordinate form are only good to get patches of the invariant manifolds which occur under perturbations. These pieces have to be patched up in order to obtain the perturbed manifold, but this can be easily done using the uniqueness properties established in § 6 for the integral manifolds of systems in coordinate form.

The system of coordinates which is introduced in this paper, around the original hyperbolic invariant manifold, is redundant, in the sense that each point close to the manifold can be represented by infinitely many combinations of the coordinates. In fact, the system of coordinates is centered at points of the invariant manifold, which therefore account for some of the coordinates used, and also involves coordinates along the tangential, unstable and stable spaces of the linearized equation around the
manifold. The redundancy comes from the fact that the coordinates giving the point on the manifold where the coordinate frame is centered and the tangential coordinates eventually play against each other when describing neighborhoods of a particular point on the manifold. This situation is not different from many other cases where moving systems of coordinates have been used with the intent of simplifying the analysis, as for instance in certain situations describing the movement of bodies in the context of Newtonian mechanics. It is, of course, true that a nonredundant system of coordinates could be introduced leaving out the tangential components. However, the use of the redundant coordinates described above simplifies the analysis for two reasons: (i) it allows the separation of the dynamics of the linearized equations around the original manifold from the dynamics on the manifold itself, in particular the tangent bundle is invariant under the linearized equation, and (ii) it avoids the introduction of abstract equations to describe the evolution of the different coordinates, because, in this way, they can be given by FDEs in euclidean space.

Some of the ideas introduced in this paper are new and useful even in the case of ODEs. In particular, the use of the redundant system of coordinates described above, although most useful in the case of FDEs, is also natural in the context of ODEs since it simplifies the description of the linearized equation around the original invariant manifold and considerably simplifies the analysis.
2. Spectrum of a linear skew-product semiflow. Let $W$ be a topological space. A flow on $W$ is a continuous mapping $\pi: R \times W \rightarrow W$ such that $\pi(0, w)=w$ and $\pi(t, \pi(s, w))=\pi(t+s, w)$ for all $w \in W$ and $t, s \in R$. A semiflow on $W$ is a continuous mapping $\pi:[0, \infty) \times W \rightarrow W$ satisfying the preceding conditions for $t, s \geqq 0$.

Let $X$ be a smooth Banach manifold without boundary and let $E$ be a Banach vector bundle over $X$ with fiber projection $p: E \rightarrow X$, i.e., $E$ is a vector bundle over $X$ with each fiber $E(x)=p^{-1}(x), x \in X$, being a Banach space. Points in $E$ can be represented by ordered pairs $(x, z)$ with $x \in X$, and $z$ a vector in the fiber $E(x)$. A semiflow $\pi$ on $E$ is said to be a skew-product semiflow on $E$ if there is a flow $\phi$ on $X$ such that the fiber projection $p$ commutes with $\pi$ and $\phi$, i.e., $\pi$ can be represented as

$$
\pi(t, x, z)=(\phi(t, x), \psi(t, x, z)), \quad t \geqq 0
$$

and $\psi(t, x, z)$ is in the fiber $E(\phi(t, x))$. Such a skew-product semiflow $\pi$ is a linear skew-product semiflow if the mapping $z \rightarrow \Psi(t, x) z=\psi(t, x, z)$ is a linear mapping from the fiber $E(x)$ to the fiber $E(\phi(t, x))$. One defines analogously skew-product flow and linear skew-product flow. When $\pi$ is a semiflow on $E, \pi(t, x, z), \psi(t, x, z)$ and $\Psi(t, x)$ are only defined for $t \geqq 0$. However, they can be extended for $t \leqq 0$ at those points $(x, z)$ through which there is a backwards continuation defined for all $t \leqq 0$. Let us define the set $B$ by

$$
\begin{aligned}
& B=\{(x, z) \in E: \text { there is exactly one continuous function }(u, v):(-\infty, 0] \rightarrow E \\
& \text { such that } u(0)=x, v(0)=z \text { and } \pi(t, u(s), v(s))=(u(t+s), v(t+s)) \\
&\text { for all } s \leqq 0 \text { and all } t \in[0,-s]\} .
\end{aligned}
$$

The set

$$
S=\{(x, z) \in E:|\psi(t, x, z)| \rightarrow 0 \text { as } t \rightarrow+\infty\}
$$

is called the stable set of $X$ under $\pi$, and the set

$$
U=\{(x, z) \in B:|\psi(t, x, z)| \rightarrow 0 \text { as } t \rightarrow-\infty, \text { for the continuation of } \psi(t, x, z) \text { for } t \leqq 0\}
$$

is called the unstable set of $X$ under $\pi$. A set $I \subset E$ is said to be positively invariant under $\pi$ if $\pi(t, x, z) \in I$ for all $t \geqq 0$ and $(x, z) \in I$, and $I$ is said to be invariant under
$\pi$ if $I \subset B$ and the preceding condition holds for all $t \in R$, for the continuation of $\pi(t, x, z)$. The sets $S$ and $U$ are both positively invariant under $\pi$, and the sets $B$, $S \cap B$ and $U$ are all invariant under $\pi$. It is easy to see thai these sets are vector subbundles of $E$.

The linear skew-product semiflow $\pi=(\phi, \psi)$ on $E$ is said to admit an exponential dichotomy on $X$ if there exist linear projections $P(x)$ defined on $E(x)$ and depending continuously on $x \in X$, and there exist constants $K, \alpha>0$ such that

$$
\begin{align*}
& N(P)=\{(x, z) \in E: P(x) z=0\} \subset B,  \tag{i}\\
& |\Psi(t, x) P(x)| \leqq K e^{-\alpha t}, \quad t \geqq 0, \quad x \in X,  \tag{ii}\\
& |\Psi(t, x)[I-P(x)]| \leqq K e^{+\alpha t}, \quad t \leqq 0,  \tag{iii}\\
& \quad \text { for the continuation of } \Psi(t, x) z \quad \text { for } t \leqq 0 \quad \text { with }(x, z) \in B .
\end{align*}
$$

We note that condition (iii) makes sense because (i) implies that the range of the mapping $(x, z) \rightarrow(x,[I-P(x)] z)$ is contained in $B$. Whenever $\pi$ admits an exponential dichotomy on $X$ we have $U=N(P)=\{(x, z) \in E: P(x) z=0\}$ and $S=R(P)=$ $\left\{(x, z) \in E: z=P(x) z^{\prime}\right.$ for some $\left.z^{\prime} \in E(x)\right\}$. Then, the stable and unstable sets are complementary subbundles of $E$.

Given a linear skew-product semiflow $\pi=(\phi, \psi)$ on a vector bundle $E$, and a real number $\lambda$, we define a mapping $\pi_{\lambda}$ by

$$
\pi_{\lambda}(t, x, z)=\left(\phi(t, x), e^{-\lambda t} \psi(t, x, z)\right)
$$

It is easily seen that $\pi_{\lambda}$ is also a linear skew-product semiflow on $E$ and that the invariant sets under $\pi$ and under $\pi_{\lambda}$ agree for all $\lambda \in R$. We also define

$$
\Psi_{\lambda}(t, x) z=e^{-\lambda t} \psi(t, x, z)=e^{-\lambda t} \Psi(t, x) z
$$

The stable and the unstable sets of $X$ under $\pi_{\lambda}$ are denoted by $S_{\lambda}$ and $U_{\lambda}$, respectively. Clearly, if $\mu<\lambda$ then $S_{\mu} \subset S_{\lambda}$ and $U_{\mu} \supset U_{\lambda}$. The set of all $\lambda \in R$ for which $\pi_{\lambda}$ admits an exponential dichotomy on $X$ is called the resolvent set of $\pi$ on $E$ and is denoted by $\rho(E, \pi)$. The complement of the resolvent set on $R$ is called the spectrum of $\pi$ on $E$ and is denoted by $\Sigma(E, \pi)$.

A skew-product semiflow $\pi=(\phi, \psi)$ on the vector bundle $E$ is said to be uniformly completely continuous if for each $x \in X$ there is a neighborhood $V_{x}$ of $x$ in $X$ and a real number $r_{x} \geqq 0$ such that, for all $t \geqq r_{x}$, the mapping $(y, z) \rightarrow \pi(t, y, z)$ maps bounded subsets of $E_{V_{x}}=\left\{(y, z) \in E: y \in V_{x}\right\}$ into relatively compact subsets of $E$.

The following theorem contains the properties of the spectrum $\Sigma(E, \pi)$ which are used in this paper.

Theorem 2.1. Let $\pi=(\phi, \psi)$ be a uniformly completely continuous linear skewproduct semiflow on a Banach vector bundle E defined over a compact, connected, smooth Banach manifold $X$. Then the spectrum $\Sigma(E, \pi)$ is a closed set of real numbers which is bounded above, and, consequently, it is a union of closed intervals, the spectral intervals (an interval $[a, b]$ is allowed to degenerate to $a$ point when $a=b$ ).

Associated with each spectral interval there is a spectral subbundle $V$ of $E$, which satisfies the following properties:
(1) If $\mu, \lambda \in \rho(E, \pi)$ and $(\mu, \lambda) \cap \Sigma(E, \pi)=[a, b]$, then the spectral subbundle $V$ associated with [ $a, b$ ] has finite dimension, satisfies $V=U_{\mu} \cap S_{\lambda}$, and is invariant under $\pi$;
(2) If $\lambda \in \rho(E, \pi)$ and $(-\infty, \lambda) \cap \Sigma(E, \pi)=(-\infty, b]$, then the spectral subbundle $V$ associated with $(-\infty, b]$ satisfies $V=S_{\lambda}$ and is positively invariant under $\pi$.

Moreover, if $\lambda \in \rho(E, \pi)$, then the number of spectral intervals included in $(\lambda,+\infty)$ is finite.

Proof. Let $\lambda \in \rho(E, \pi)$. Then $\pi_{\lambda}$ admits an exponential dichotomy on $X$. There exist a linear projection $P_{\lambda}(x)$ on $E(x)$ and constants $K, \alpha>0$ such that $N\left(P_{\lambda}\right) \subset B$, and

$$
\begin{aligned}
& \left|\Psi_{\lambda}(t, x) P_{\lambda}(x)\right| \leqq K e^{-\alpha t}, \quad t \geqq 0, \quad x \in X, \\
& \left|\Psi_{\lambda}(t, x)\left[I-P_{\lambda}(x)\right]\right| \leqq K e^{+\alpha t}, \quad t \leqq 0, \quad x \in X,
\end{aligned}
$$

where the last inequality holds for some backwards extension of $\Psi_{\lambda}(t, x)$. If $\mu$ satisfies $|\lambda-\mu|<\beta=\alpha / 2$, then

$$
\begin{aligned}
& \left|\Psi_{\mu}(t, x) P_{\lambda}(x)\right| \leqq K e^{-\beta t}, \quad t \geqq 0, \quad x \in X, \\
& \left|\Psi_{\mu}(t, x)\left[I-P_{\lambda}(x)\right]\right| \leqq K e^{+\beta t}, \quad t \leqq 0, \quad x \in X .
\end{aligned}
$$

Therefore, with $P_{\mu}=P_{\lambda}, \pi_{\mu}$ admits an exponential dichotomy on $X$. It follows that $\mu \in \rho(E, \pi), U_{\mu}=U_{\lambda}$ and $S_{\mu}=S_{\lambda}$, for all $\mu$ such that $|\lambda-\mu|<\alpha / 2$. This implies that $\rho(E, \pi)$ and $\left\{\mu \in R: U_{\mu}=U_{\lambda}, S_{\mu}=S_{\lambda}\right\}$, for any $\lambda \in \rho(E, \pi)$, are open sets. Thus $\Sigma(E, \pi)$ is a closed set.

The fact that $\Sigma(E, \pi)$ is bounded above results from the compactness of $X$ and the semigroup property of $\pi$. In fact, let $k=\sup \{|\Psi(t, x)|: x \in X$ and $0 \leqq t \leqq 1\}$. Since $\Psi$ is continuous and the supremum is taken over a compact set, the constant $k$ is finite. Fix $t \geqq 0$ and let $m$ be the largest integer smaller or equal to $t$. Then, with $x_{i}=\phi(i, x)$, we have

$$
\Psi(t, x)=\Psi\left(t-m, x_{m}\right) \Psi\left(1, x_{m-1}\right) \cdots \Psi(1, x)
$$

and, consequently,

$$
|\Psi(t, x)| \leqq k^{m+1} \leqq k k^{t}=k e^{a t}, \quad t \geqq 0,
$$

where $a=\log k$. Therefore, $\pi_{\lambda}$ admits an exponential dichotomy on $X$ for $\lambda>a$, with $\alpha=\lambda-a$ and $P_{\lambda}(x)$ equal to the identity on $E(x)$. This proves that $(a,+\infty) \subset \rho(E, \pi)$ and $\Sigma(E, \pi) \subset(-\infty, a]$.

Since $\Sigma(E, \pi)$ is a closed set of real numbers which is bounded above, it is a union of compact intervals with, possibly an interval of the form $(-\infty, b]$. Let $\mu<\lambda$ be real numbers in $\rho(E, \pi)$ which separate one of the closed intervals that make up $\rho(E, \pi)$ from the others, i.e., the intersection of the interval $(\mu, \lambda)$ with $\rho(E, \pi)$ is precisely one spectral interval $[a, b]$. With this spectral interval we can associate the spectral bundle $V=U_{\mu} \cap S_{\lambda}$. In order to prove the properties (1) and (2) we need to show that $V$ is independent of the points $\mu, \lambda$, provided they satisfy the properties indicated. More precisely, we need to show that for $\mu, \lambda \in \rho(E, \pi)$ with $\mu<\lambda$ we have $U_{\mu}=U_{\lambda}$ and $S_{\mu}=S_{\lambda}$ if and only if $(\mu, \lambda) \subset \rho(E, \pi)$. Assume that $U_{\mu} \neq U_{\lambda}$ or $S_{\mu} \neq S_{\lambda}$, with $(\mu, \lambda) \subset \rho(E, \pi)$, and define $\bar{\sigma}=\sup \left\{\sigma \in \rho(E, \pi): U_{\sigma}=U_{\mu}, S_{\sigma}=S_{\mu}\right\}$. Because the set $\left\{\mu \in R: U_{\mu}=U_{\lambda}, S_{\mu}=S_{\lambda}\right\}$, for any $\lambda \in \rho(E, \pi)$, is an open set, and because $U_{\sigma}$ depends monotonically on $\sigma$, we get a contradiction. This shows that $U_{\mu}=U_{\lambda}$ and $S_{\mu}=S_{\lambda}$. To prove the converse, let $\mu, \lambda \in \rho(E, \pi)$ and assume that $U_{\mu}=U_{\lambda}$ and $S_{\mu}=S_{\lambda}$. Then $\pi_{\mu}$ and $\pi_{\lambda}$ admit exponential dichotomies on $X$, with projections $P_{\mu}, P_{\lambda}$ and constants $K_{\mu}, K_{\lambda}$ and $\alpha_{\mu}, \alpha_{\lambda}$, respectively. Let $K=\max \left\{K_{\mu}, K_{\lambda}\right\}$ and $\alpha=\min \left\{\alpha_{\mu}, \alpha_{\lambda}\right\}$. For either $\sigma=\mu$ or $\sigma=\lambda$, we have

$$
\begin{aligned}
& \left|\Psi_{\sigma}(t, x) P_{\sigma}(x)\right| \leqq K e^{-\alpha t}, \quad t \geqq 0, \quad x \in X, \\
& \left|\Psi_{\sigma}(t, x)\left[I-P_{\sigma}(x)\right]\right| \leqq K e^{+\alpha t}, \quad t \leqq 0, \quad x \in X .
\end{aligned}
$$

Since $U_{\mu}=U_{\lambda}$ and $S_{\mu}=S_{\lambda}$, we have $P_{\mu}=P_{\lambda}=P$. Consequently

$$
\begin{aligned}
& e^{-\sigma t}|\Psi(t, x) P(x)| \leqq K e^{-\alpha t}, \quad t \geqq 0, \quad x \in X, \\
& e^{-\sigma t}|\Psi(t, x)[I-P(x)]| \leqq K e^{+\alpha t}, \quad t \leqq 0, \quad x \in X,
\end{aligned}
$$

for $\sigma$ equal to either $\mu$ or $\lambda$. This implies that these inequalities must also hold for all $\sigma \in[\mu, \lambda]$, proving that each one of the $\pi_{\sigma}$, for $\sigma \in[\mu, \lambda]$, admits an exponential dichotomy, and, therefore, $[\mu, \lambda] \subset \rho(E, \pi)$.

The invariance properties of the spectral subbundles follow from the positive invariance of the $S_{\lambda}$ and the invariance of the $U_{\lambda}$ and $S_{\lambda} \cap B$, for every $\lambda \in \rho(E, \pi)$.

It remains to prove that the spectral bundles associated with compact spectral intervals have finite dimension. For this we use the complete continuity of the semiflow. The semiflow $\pi_{\lambda}$ is uniformly completely continuous for each $\lambda \in \rho(E, \pi)$. Thus, for each $x \in X$ there is a neighborhood $V_{x}$ of $x$ in $X$ and a real number $r_{x} \geqq 0$ such that, for $t \geqq r_{x}$, the mapping $(x, z) \rightarrow \pi(t, x, z)$ maps bounded subsets of $E_{V_{x}}=$ $\left\{(y, z) \in E: y \in V_{x}\right\}$ into relatively compact subsets of $E$. Since $X$ is compact, we can extract a finite subcovering $V_{x_{i}}$ of $X$ and define $r=\max \left\{r_{x_{i}}\right\}$. Then, for all $x \in X, t \geqq r$, the mapping $z \rightarrow \Psi_{\lambda}(t, x) z$ maps bounded subsets of $E(x)$ into relatively compact subsets of $E(\phi(t, x))$. Since $\lambda \in \rho(E, \pi), \pi_{\lambda}$ admits an exponential dichotomy on $X$ with projection $P$ and constants $K, \alpha>0$. Then $U_{\lambda}(x)=N(P(x))$ is a closed linear subspace of $E(x)$. Let us denote $S=\left\{z \in U_{\lambda}(x):|z| \leqq 1\right\}$. For each $z \in S$, the mapping $\Psi_{\lambda}(t, x) z$ has one backwards extension defined for all $t \leqq 0$ and such that

$$
\left|\Psi_{\lambda}(t, x) z\right| \leqq K e^{+\alpha t}, \quad t \leqq 0 .
$$

For each $z \in S$, define the set $S^{\prime}=\left\{z^{\prime} \in E(\phi(-r, z)): z^{\prime}=\Psi_{\lambda}(-r, x) z\right.$ with $\left.z \in S\right\}$. For each $z^{\prime} \in S^{\prime}$ we have $\left|z^{\prime}\right| \leqq K e^{-\alpha r}$ and, consequently, the set $S^{\prime}$ is bounded. Therefore, the mapping $z^{\prime} \rightarrow \Psi_{\lambda}(r, \phi(-r, x)) z^{\prime}$ maps $S^{\prime}$ into a compact subset of $E(x)$. Since $S$ is the image of $S^{\prime}$ under this map, it follows that $S$ is a compact subset of the Banach space $U_{\lambda}(x)$. The only Banach spaces which have the closed unit ball compact, are the finite dimensional spaces. Consequently, $\operatorname{dim} U_{\lambda}(x)<\infty$. Clearly, if $\mu, \lambda \in \rho(E, \pi)$ then $V(x)=U_{\mu}(x) \cap S_{\lambda}(x)$ is also finite dimensional and, because $X$ is connected, the dimensions of all fibers $V(x)$, for $x \in X$, are the same.

Finally, if $\lambda \in \rho(E, \pi)$, then $\operatorname{dim} U_{\lambda}$ is finite and the preceding properties of $U_{\lambda}$, $S_{\lambda}$, with the monotone dependence of $S_{\lambda}$ on $\lambda$, imply that the union of the spectral subbundles associated with spectral intervals contained in the interval $(\lambda,+\infty)$ is equal to $U_{\lambda}$ and, consequently, the number of such spectral intervals is finite. QED

The evolution on the spectral subbundles associated with compact spectral intervals can be given by ordinary differential equations (ODE).

Proposition 2.2. Let $\pi$ be a skew-product semiflow on a Banach vector bundle $E$ defined over a connected, smooth Banach manifold X. If Vis a finite-dimensional subbundle of $E$ which is invariant under $\pi$, then the restriction of $\pi$ to $V$ can be extended to a flow on V.

Moreover, if the mapping $t \rightarrow \pi(t, x, z)$ is differentiable at $t=0$, for every $(x, z) \in V$, and its derivative at $t=0$ is locally Lipschitzian in $(x, z) \in V$, then the flow of $\pi$ on $V$ can be given by an ODE.

Proof. Since $V$ is invariant under $\pi$, through every point of $V$ there is one backwards continuation of $\pi$. Consequently, $\pi(t, x, z)$ is well defined and belongs to $V$, for all $t \in R,(x, z) \in V$. It is clear from the definition of backwards continuation that $\pi$ is a flow on $V$.

If the mapping $t \rightarrow \pi(t, x, z)$ is differentiable at $t=0$ with the derivative being locally Lipschitzian in $(x, z) \in V$, then we can define a vector field on $V$ by assigning
to each point $(x, z) \in V$ the derivative $\partial \pi(t, x, z) /\left.\partial t\right|_{t=0}$. Initial value problems for the ODE defined by this vector field have unique solutions and define a flow which coincides with $\pi$. QED
3. Hyperbolic invariant manifolds. Let $X$ be a smooth Banach manifold without boundary and let $\phi$ be a continuously differentiable semiflow on $X$. Let $Y$ be a smooth, compact, connected submanifold of $X$ and assume that $Y$ is positively invariant under the semiflow $\phi$. Denote by $E$ the subset of the tangent bundle $T X$ defined by $E=\cup_{y \in Y} T_{y} X$ and suppose that there exists a subbundle $N$ of $E$ which is complementary to the tangent bundle $T=T Y$. Then $E, T$ and $N$ are vector bundles over $Y$. Since $\phi$ is continuously differentiable, we can define

$$
\psi(t, y, z)=\Psi(t, y) z=D_{2} \phi(t, \phi(t, y)) z, \quad t \geqq 0
$$

for all $y \in Y$ and $z \in E(y)$, and

$$
\pi(t, y, z)=(\phi(t, y), \psi(t, y, z)), \quad t \geqq 0 .
$$

Then $\pi$ is a linear skew-product semiflow on $E$. It is called the linearized skew-product semiflow around Y induced by the semiflow $\phi$. The vector bundle $T$ is positively invariant under the semiflow $\pi=(\phi, \psi)$. The semiflow $\pi$ induces, by restriction, a semiflow on $T$ which is denoted by $\pi^{T}$ and is called the tangential flow induced by $\pi$ on $T$

$$
\pi^{T}(t, y, z)=\left(\phi(t, y), \psi^{T}(t, y, z)\right), \quad t \geqq 0
$$

defined for $(y, z) \in T$. Analogously, $\pi$ induces a semiflow $\pi^{N}$ on $N$. In fact, if $P(y)$ denote projections on $E(y)$ which depend continuously on $y$ and are such that $T(y)=$ null space of $P(y)$ and $N(y)=$ range space of $P(y)$, we can set for $(y, z) \in N$

$$
\pi^{N}(t, y, z)=(\phi(t, y), P(\phi(t, y)) \psi(t, y, z)), \quad t \geqq 0 .
$$

Since $T$ is a positively invariant set for $\pi$, the mapping $\pi^{N}$ is a linear skew-product semiflow on $N$. It is called the normal flow induced by $\pi$ on $N$. Let $\Sigma(E, \pi), \Sigma\left(T, \pi^{T}\right)$ and $\Sigma\left(N, \pi^{N}\right)$ denote the spectra of the semiflows $\pi, \pi^{T}$ and $\pi^{N}$ on the vector bundles $E, T$ and $N$, respectively. We say that $Y$ is a $k$-hyperbolic invariant manifold under $\phi$ if there exists an $\alpha>0$ such that $\Sigma\left(T, \pi^{T}\right) \subset(-\alpha, \alpha)$ and $\Sigma\left(N, \pi^{N}\right) \cap(-k \alpha, k \alpha)=\varnothing$. A hyperbolic invariant manifold under $\phi$ is simply a 1-hyperbolic invariant manifold.

Theorem 3.1. Let $X$ be a smooth Banach manifold without boundary and let $\phi$ be a continuously differentiable semiflow on $X$. If $Y \subset X$ is a connected $k$-hyperbolic invariant manifold under $\phi$ and $\pi=(\phi, \psi)$ is the linearized skew-product semiflow around Yinduced by the semiflow $\phi$, then the tangent bundle of $Y, T=T Y$, the unstable set $U$ and the stable set $S$ of $Y$ under $\pi$ decompose the tangent bundle of $X$ as a Whitney sum $T X=T+U+S$, and the restrictions of $\pi$ to $U$, of $\pi$ to $T$ and of $\phi$ to $Y$ can be extended to flows on $U, T$ and $Y$, respectively. Furthermore, if $\pi^{U}=\left(\phi, \psi^{U}\right), \pi^{T}=\left(\phi, \psi^{T}\right)$ denote the skew-product flows on $U, T$ obtained by extension of the restrictions of $\pi$ to $U, T$, respectively, and if $\pi^{S}=\left(\phi, \psi^{S}\right)$ denotes the restriction of $\pi$ to $S$, then there exist $K, \alpha>0$ such that

$$
\begin{array}{lll}
\left|\psi^{U}(t, x, z)\right| \leqq K e^{k \alpha t}|z|, & t \leqq 0, & (x, z) \in U, \\
\left|\psi^{S}(t, x, z)\right| \leqq K e^{-k \alpha t}|z|, & t \geqq 0, & (x, z) \in S,  \tag{3.1}\\
\left|\psi^{T}(t, x, z)\right| \leqq K e^{\alpha|t|}|z|, & t \in R, & (x, z) \in T .
\end{array}
$$

Proof. We can write

$$
\pi(t, y, z)=(\phi(t, y), \psi(t, y, P(y) z))+(\phi(t, y), \psi(t, y,[I-P(y)] z)) .
$$

Consequently, if $\quad \psi(t, y, z)=\Psi(t, y) z, \quad \psi^{T}(t, y, z)=\Psi^{T}(t, y) z \quad$ and $\quad \psi^{N}(t, y, z)=$ $\Psi^{N}(t, y) z$, we have

$$
\Psi(t, y) z=\Psi^{N}(t, y) P(y) z+\Psi^{T}(t, y)[I-P(y)] z
$$

Since $\Sigma\left(N, \pi^{N}\right) \cap \Sigma\left(T, \pi^{T}\right)=\varnothing$, it follows directly from the definitions of spectrum and dichotomy that

$$
\Sigma(E, \pi)=\Sigma\left(N, \pi^{N}\right) \cup \Sigma\left(T, \pi^{T}\right)
$$

If we denote $V_{0}=U_{-\alpha} \cap S_{\alpha}, V_{+}=U_{k \alpha}$ and $V_{-}=S_{-k \alpha}$ it follows from Theorem 2.1 that $V_{0}$ and $V_{+}$are unions of a finite number of compact spectral subbundles and $V_{-}$is a countable union of spectral subbundles such that $T X=V_{0}+V_{-}+V_{+}$, as a Whitney sum. Since $\Sigma\left(T, \pi^{T}\right) \subset(-\alpha, \alpha)$, we have $V_{0}=T$, and it is also clear that $V_{-}=S$ and $V_{+}=U$. Thus, $T$ and $U$ are finite-dimensional, and Proposition 2.2 implies that the restrictions of $\pi$ to $T$ and $U$ can be extended to flows on $T$ and $U$, respectively. It is clear that $\Sigma\left(U, \pi^{U}\right) \subset(k \alpha,+\infty), \Sigma\left(T, \pi^{T}\right) \subset(-\alpha, \alpha), \Sigma\left(S, \pi^{S}\right) \subset(-\infty,-k \alpha)$, and, therefore, the inequalities (3.1) are valid.

The dimensions of $Y$ and $T Y=T$ are the same. Consequently, $Y$ is a finitedimensional manifold invariant under $\phi$. It follows that the restriction of $\phi$ to $Y$ can be extended to a flow on $Y$. QED
4. Functional differential equations on manifolds. Let $M$ be a separable smooth finite-dimensional connected manifold without boundary, and let TM be the tangent bundle of $M$, that is, $T M$ is the union of the tangent spaces $T_{y} M=T M(y)$ of points $y \in M$, with $p_{M}: T M \rightarrow M$ denoting the projection that maps each $T M(y)$ onto the base point $y$. If $I$ denotes the closed interval $I=[-r, 0]$ for $r>0, C^{0}(I, M)$ denotes the set of continuous functions from $I$ to $M$ and $\rho: C^{0}(I, M) \rightarrow M$ is the evaluation map $\rho(\phi)=\phi(0)$, then a retarded functional differential equation (RFDE) on $M$ is a continuous function $F: C^{0}(I, M) \rightarrow T M$ such that $p_{M} \circ F=\rho$.

The tangent bundle $T M$ can be identified with $M \times R^{m}$ where $m=\operatorname{dim} M$. Then, for any RFDE $F$, there exists a function $f: C^{0}(I, M) \rightarrow R^{m}$, such that $F(\phi)$ can be identified with $(\xi(0), f(\xi))$, for all $\xi \in C^{0}(I, M)$. The $\operatorname{RFDE}(F)$ is frequently represented as $(x(t), \dot{x}(t))=F\left(x_{t}\right)=\left(x(t), f\left(x_{t}\right)\right)$ or, simply, $\dot{x}(t)=f\left(x_{t}\right)$, where, given a function $x$ of a real variable and with values in the manifold $M$, we denote $x_{t}(\theta)=x(t+\theta)$, $\theta \in I$, whenever the right-hand side is defined.

Given a locally Lipschitzian $\operatorname{RFDE}(F)$ on $M$, its maximal solution $x(t)$ satisfying the initial condition $\xi$ at $t=t_{0}$ (which necessarily exists and is unique) is sometimes denoted by $x\left(t ; t_{0}, \xi, F\right)$ and $x_{t}$ is denoted $x_{t}\left(t_{0}, \xi, F\right)$. The solution map or semiflow of $F$ is then defined by $\phi(t, \xi)=x_{t}(0, \xi, F)$. The arguments $\xi, F$ are dropped when confusion may not arise, and $t_{0}$ is dropped when it is equal to zero. If $F$ is bounded and has bounded continuous derivative, then the solution map is a smoothing operator, in the sense that if it is uniformly bounded for $t$ in compact sets of $[0, \infty)$, then for $t \geqq r$, the function $\phi(t, \cdot): C^{0}(I, M) \rightarrow C^{0}(I, M)$ maps bounded sets into relatively compact sets.

We denote by $B C^{k}$ the set of bounded continuous functions from $C^{0}(I, M)$ into $T M$ which have bounded continuous derivatives up to order $k \geqq 1$. The RFDEs on $M$ we consider in the sequel will always be taken from $B C^{k}$ for $k \geqq 1$. Each such RFDE $(F)$ induces, by linearization, another RFDE ( $L$ ) on the tangent bundle $T M$, which is called the linear variational equation. Being an RFDE on TM, the linear variational equation is a map $L: C^{0}(I, T M) \rightarrow T^{2} M$. The double tangent bundle $T^{2} M$ can be identified with $M \times R^{m} \times R^{m} \times R^{m}$, and, therefore, if the given RFDE ( $F$ ) on $M$ is represented as $\dot{x}(t)=f\left(x_{t}\right)$, as done before, then the linear variational equation of $F$
can be represented, in an analogous fashion, as $(x(t), y(t), \dot{x}(t), \dot{y}(t))=L\left(x_{t}, y_{t}\right)=$ $\left(x(t), y(t), f\left(x_{t}\right), D f\left(x_{t}\right) y_{t}\right)$ or, simply, as a system of the two equations $\dot{x}(t)=f\left(x_{t}\right)$ and $\dot{y}(t)=D f\left(x_{t}\right) y_{t}$, where $D f$ denotes the derivative of $f$. The solution maps $\phi$ of $F$ and $\lambda$ of the linear variational equation $L$ are then related by $\lambda(t, \cdot)=D \phi(t, \cdot)$.

It is clear from the preceding discussion that we can, without loss of generality, restrict the study of the persistence of hyperbolic invariant manifolds, under small perturbations of RFDEs on a manifold $M$, to the particular case where the manifold is euclidean, i.e., $M=R^{q}$, for some integer $q$.
5. System of coordinates around hyperbolic invariant manifolds for FDEs. For a fixed real number $r>0$, let $C=C\left([-r, 0] ; R^{q}\right)$ denote the Banach space of continuous functions from the interval $[-r, 0]$ to $R^{q}$, taken with the uniform norm. Given a Banach space $B$ and positive integers $k$, $p$, the set

$$
\begin{array}{r}
B C^{k}\left(B ; R^{p}\right)=\left\{f: B \rightarrow R^{p}, f\right. \text { is continuously differentiable and has } \\
\text { bounded derivatives up to order } k\},
\end{array}
$$

taken with the usual addition and multiplication by scalars and the uniform $C^{k}$-norm, is a Banach space. By uniform $C^{k}$-norm we mean

$$
\|f\|_{k}=\sup \left\{\left|D^{i} f(\xi)\right|: i=1, \cdots, k \text { and } \xi \in B\right\} .
$$

We are interested in discussing functional differential equations (FDE) defined by functions $f \in B C^{k}\left(C ; R^{n}\right)$ with $k \geqq 1$, as

$$
\begin{equation*}
\dot{u}(t)=f\left(u_{t}\right), \tag{5.1}
\end{equation*}
$$

where $u_{t}$ denotes the segment of the function $u$ defined over the interval $[t-r, t$ ], i.e., $u_{t}(\theta)=u(t+\theta)$ for $\theta \in[-r, 0]$. The solutions of (5.1) define a semiflow $(t, \xi) \rightarrow u_{t}(\xi)$ on $C$, with $u_{0}=\xi$. The mapping $u_{t}(\cdot): C \rightarrow C$ is $C^{k}$ for all $t \geqq 0$ and is completely continuous for $t \geqq r$.

Let $M \subset C$ be a compact, connected, $C^{k}$-manifold which is $k$-hyperbolic under the semiflow defined by the solutions of (5.1). The vector bundle $E=\cup_{\omega \in M} T_{\omega} C$ can be identified with $M \times C$, since $C$ is infinite-dimensional and $M$ is a finite-dimensional manifold.

We will also consider the linear variational equation around $M$

$$
\begin{equation*}
\dot{v}(t)=D f\left(u_{t}(\omega)\right) v_{t} \tag{5.2}
\end{equation*}
$$

for each $\omega \in M$. The linearized semiflow around $M$ which is induced by (5.1) is the linear skew-product semiflow defined, for $(\omega, \xi) \in E$, by

$$
\pi(t, \omega, \xi)=\left(u_{t}(\omega), v_{t}(\omega, \xi)\right), \quad t \geqq 0
$$

where $v_{t}(\omega, \xi) \in C$ denotes points in the orbit of (5.2), which passes through the point $\xi$ at $t=0$.

Because $M$ is a $k$-hyperbolic manifold under (5.1), the vector bundle $T M$ is invariant under the skew-product semiflow $\pi$, and $T M$ has a complementary subbundle $N$ of $E$, i.e., $E=T M+N$. Let $U, S$ denote, respectively, the unstable and stable subbundles of $N$. The fibers $T_{\omega}=T_{\omega} M, U_{\omega}$ and $S_{\omega}$ can be identified with linear subspaces of $C$, and one can write $C=T_{\omega}+U_{\omega}+S_{\omega}$. Because $M$ is connected, the dimensions of these fibers are independent of $\omega \in M$, and because $M$ is hyperbolic and the semiflow $\pi$ is completely continuous for $t \geqq r$, it follows that both $T_{\omega}$ and $U_{\omega}$ are finite-dimensional, with dimensions that we denote $d_{T}=\operatorname{dim} T_{\omega}$ and $d_{U}=\operatorname{dim} U_{\omega}$. We can choose bases for $T_{\omega}$ and $U_{\omega}$ consisting of vectors of unit length that depend on $\omega$ in a $C^{k}$ fashion. These bases are arranged as columns of $q \times d_{T}$ matrices $\Phi_{\omega}^{T}$ and
$q \times d_{U}$ matrices $\Phi_{\omega}^{U}$. To each point $(\omega, \xi) \in E$, we can associate coordinates $x \in R^{d_{T}}$, $y \in R^{d_{\nu}}, \zeta \in C$ by the relations $\xi=\xi_{\omega}^{T}+\xi_{\omega}^{U}+\xi_{\omega}^{S}$ where $\xi_{\omega}^{T} \in T_{\omega}, \xi_{\omega}^{U} \in U_{\omega}, \xi_{\omega}^{S} \in S_{\omega}, \xi^{T}=$ $\Phi_{\omega}^{T} x, \xi_{\omega}^{U}=\Phi_{\omega}^{U} y$ and $\zeta=\xi_{\omega}^{S}$. These relations associate a unique quadruple ( $\omega, x, y, \zeta$ ) $\in$ $M \times R^{d_{T}} \times R^{d_{U}} \times C$ to each point $(\omega, \xi) \in E$. This system of coordinates $(\omega, x, y, \zeta)$ around the hyperbolic invariant manifold $M$ is redundant. In fact, the same point in a neighborhood of $M$ can be represented in several ways in these coordinates, according to which point $\omega \in M$ is taken as origin of the coordinate system. In spite of this redundancy, the use of these coordinates facilitates the study of the persistence of hyperbolic invariant manifolds under perturbations.

## Given a FDE

$$
\begin{equation*}
\dot{w}(t)=f\left(w_{t}\right)+g\left(w_{t}\right), \tag{5.3}
\end{equation*}
$$

where $g \in B C^{k}$, and defining $v(t)=w(t)-u(t)$, we can write it as a perturbation of the linear variational equation (5.2) in the form

$$
\begin{equation*}
\dot{v}(t)=D f\left(u_{t}(\omega)\right) v_{t}+G\left(u_{t}(\omega), v_{t}\right), \tag{5.4}
\end{equation*}
$$

with $\omega \in M$, by defining

$$
G(\phi, \psi)=f(\phi+\psi)-D f(\phi) \psi-f(\phi)+g(\phi+\psi) .
$$

Equation (5.4) defines a skew-product semiflow on $E$ by

$$
\tilde{\pi}(t, \omega, \xi)=\left(u_{t}(\omega), v_{t}(\omega, \xi)\right)
$$

where $v_{t}(\omega, \xi)$ denotes points on the orbit of (5.4), which satisfies the initial condition $v_{0}=\xi$. The variation of constants formula for (5.4) can be written (see [4]) as

$$
\begin{equation*}
v_{t}=T_{\omega}(t, s) v_{\sigma}+\int_{\sigma}^{t} T_{\omega}(t, s) X_{0} G\left(u_{s}(\omega), v_{s}\right) d s, \quad t \geqq \sigma, \tag{5.5}
\end{equation*}
$$

where $T_{\omega}(t, \sigma)$ denotes the solution operator of the linear variational equation (5.2) and $X_{0}(\theta)$ is defined to be the identity $I_{q}$ at $\theta=0$ and to be zero for $\theta \in[-r, 0]$ (notice that the columns of $X_{0}$ do not belong to $C$, but the formula still makes sense if interpreted as suggested by Hale in [4]).

As $M$ is an hyperbolic compact manifold under the semiflow defined by (5.1), which is completely continuous for $t \geqq r$, it follows that (5.1) defines an ODE on M. The points $v_{t}(\omega)$, which must satisfy (5.5), can be represented in the system of coordinates introduced above as $\left(u_{t}(\omega), x(t), y(t), z_{t}\right)$, where $x(t), y(t), z_{t}$ satisfy the variation of constants formulas obtained by projecting both sides of (5.5) along the "coordinate directions." More precisely, we have the following result.

Theorem 5.1. Let $f \in B C^{k}\left(C, R^{q}\right), k \geqq 1$, and assume $M \subset C$ is a compact connected $C^{k}$-manifold that is $k$-hyperbolic under the semiflow defined by the solutions of

$$
\begin{equation*}
\dot{u}(t)=f\left(u_{t}\right) . \tag{5.6}
\end{equation*}
$$

Then there exists a system of local coordinates around $M,(\omega, x, y, \zeta) \in M \times R^{d_{T}} \times R^{d_{U}} \times C$, where $d_{T}=\operatorname{dim} M$ and $d_{U}$ is the dimension of the unstable bundle associated with the linear variational equation (5.2), such that, for each $\omega \in M$, there exist two matrix-valued functions $\Psi_{\omega}^{T}(t, \sigma)$ and $\Psi_{\omega}^{U}(t, \sigma)$, which are continuously differentiable in $t, \sigma \in R, a$ linear subspace $L$ of $C$ with codimension $d_{T}+d_{U}$, a linear operator $T_{\omega}^{S}(t, \sigma)$ acting on $L$ which is continuously differentiable in $t \geqq \sigma, a q \times q$ matrix-valued function $X_{0}^{S, \omega, \tau}$ defined
on $[-r, 0]$ which is continuous on $\tau$, and functions $n, u$, $s$ defined from $M \times R^{d_{T}} \times R^{d_{U}} \times C \times$ $B C^{k}(C, R)$ into, respectively, $R^{d_{T}}, R^{d_{U}}, R^{q}$ which are bounded and, for each fixed $\omega \in M$, are of class $B C^{k}$ in the remaining variables, such that
(i) $\Psi_{\omega}^{T}(t, t)=I_{d_{T}}, \quad \Psi_{\omega}^{U}(t, t)=I_{d_{U}}, \quad T_{\omega}^{S}(t, t)=I_{L} \quad$ for all $t \in R$;
(ii) there exist $K, \alpha, \alpha_{0}>0$ with $\alpha>k \alpha_{0}$ such that

$$
\begin{aligned}
& e^{-\alpha_{0}|\tau|}\left|\Psi_{\omega}^{T}(t, \tau)\right| \rightarrow 0 \quad \text { as }|t| \rightarrow \infty \quad \text { for all } \tau \in R, \\
& \left|\Psi_{\omega}^{U}(t, \tau)\right| \leqq K e^{\alpha(t-\tau)}, \quad t \leqq \tau, \\
& \left|T_{\omega}(t, \tau) \phi\right| \leqq K e^{-\alpha(t-\tau)}|\phi|, \quad t \geqq \tau, \quad \phi \in S_{u_{0}(\omega)},
\end{aligned}
$$

where $S$ denotes the stable bundle associated with the linear variational equation of (5.6) around $M$;
(iii) $\left|X_{0}^{S, \omega, \tau}\right| \leqq 1, \quad \omega \in M, \quad \tau \in R$;
(iv) the functions $n, u, s$ and their partial derivatives relative to $x, y, \zeta$ vanish at the points $(\omega, 0,0,0,0) \in M \times R^{d_{T}} \times R^{d_{U}} \times L \times B C^{k}\left(C ; R^{q}\right)$, and each one of them assumes related values at all points $(\omega, x, y, \zeta)$ that represent the same point of $C$;
(v) for each $g \in B C^{k}\left(C ; R^{q}\right)$, the perturbed equation

$$
\begin{equation*}
\dot{w}(t)=f\left(w_{t}\right)+g\left(w_{t}\right) \tag{5.7}
\end{equation*}
$$

is, in the new coordinates and for $t \geqq \sigma$, equivalent to the system

$$
\begin{align*}
& x(t)=\Psi_{\omega}^{T}(t, \sigma) x(\sigma)+\int_{\sigma}^{t} \Psi_{\omega}^{T}(t, \tau) n\left(u_{\tau}(\omega), x(\tau), y(\tau), z_{\tau}, g\right) d \tau \\
& y(t)=\Psi_{\omega}^{U}(t, \sigma) y(\sigma)+\int_{\sigma}^{t} \Psi_{\omega}^{U}(t, \tau) u\left(u_{\tau}(\omega), x(\tau), y(\tau), z_{\tau}, g\right) d \tau  \tag{5.8}\\
& z_{t}=T_{\omega}^{S}(t, \sigma) z_{\sigma}+\int_{\sigma}^{t} T_{\omega}^{S}(t, \tau) X_{0}^{S, \omega, \tau} s\left(u_{\tau}(\omega), x(\tau), y(\tau), z_{\tau}, g\right) d \tau
\end{align*}
$$

Proof. We need to project both sides of the variation of constants formula (5.5) in the tangential, unstable and stable directions along the points $u_{t}(\omega) \in M$, as indicated in the discussion preceding the theorem. Forgetting, for the moment, the differentiability properties of the functions involved, and recalling that $T$ and $U$ are invariant under the skew-product semiflow associated with the linear variational equation, we see that the introduction of bases for the finite-dimensional fibers $T_{u_{t}(\omega)}$ and $U_{u_{t}(\omega)}$ and the representation of the projected equations in terms of these bases lead to the first two equations in system (5.8).

The linear spaces $S_{u_{t}(\omega)}$ have codimension $d_{T}+d_{U}$ in $C$ and can be one-to-one mapped onto a fixed subspace $L$ of $C$ of the same codimension. Projecting (5.5) onto $S$ and representing this projection in the subspace $L$, we obtain an equation of the form of the last equation in system (5.8). The term $T_{\omega}(t, \tau) X_{0}^{S, \omega, \tau}$ needs some explanation. First, we notice that $T_{\omega}(\tau+r, \tau) X_{0}$ is a matrix with columns in $C$ because of the smoothing action of $T_{\omega}(t, \tau)$. In fact, though $X_{0}(\theta)$ is a matrix valued function defined for $\theta \in[-r, 0]$ and discontinuous at $\theta=0$, the solutions of the FDE with initial conditions equal to each one of the columns of $X_{0}$ are continuous for $t \geqq 0$ and, consequently, after $t=r$ units of time all the segment of the solution from $t-r$ to $t$ is continuous, showing that the columns of $T_{\omega}(\tau+r, \tau)$ do, indeed, belong to $C$. This matrix can be projected onto $T_{u_{t+r}(\omega)}$ and $U_{u_{\tau+r}(\omega)}$ to give components [ $T_{\omega}(\tau+$ $\left.r, \tau) X_{0}\right]_{u_{r+r}(\omega)}^{T}$ and $\left[T_{\omega}(\tau+r, \tau) X_{0}\right]_{u_{\tau+r}(\omega)}^{U_{+r}(\omega)}$, respectively. Since $T_{\omega}(\tau+r, \tau)$ is a homeomorphism from $T_{u_{\tau}(\omega)}$ to $T_{u_{\tau+r}(\omega)}$ and from $U_{u_{\tau}(\omega)}$ to $U_{u_{\tau+r}(\omega)}$, because $T$ and $U$ are invariant under the semiflow, it follows that there exist unique matrix-valued functions
$X_{0}^{T, \omega, \tau}$ and $X_{0}^{U, \omega, \tau}$ whose columns belong to $T_{u_{\tau}(\omega)}$ and $U_{u_{\tau}(\omega)}$, respectively, and are such that

$$
\begin{aligned}
& T_{\omega}(\tau+r, \tau) X_{0}^{T, \omega, \tau}=\left[T_{\omega}(\tau+r, \tau) X_{0}\right]_{u_{\tau+r}(\omega)}^{T} \\
& T_{\omega}(\tau+r, \tau) X_{0}^{U, \omega, \tau}=\left[T_{\omega}(\tau+r, \tau) X_{0}\right]_{u_{r+r}(\omega)}^{U}
\end{aligned}
$$

Now, we can define $X_{0}^{S, \omega, \tau}=X_{0}-X_{0}^{T, \omega, \tau}-X_{0}^{U, \omega, \tau}$, and it becomes clear that the last equation in system (5.8) is correct, provided $T_{\omega}^{S}(t, \tau) X_{0}^{S, \omega, \tau}$ is understood in the same sense as $T_{\omega}(t, \tau) X_{0}$ was (notice the $X_{0}^{S, \omega, \tau}$ does not belong to $L$, as $X_{0}$ does not belong to $C$; for an explanation of this notation refer to [4]).

Properties (i) and (iii) are easy to verify, property (ii) is a consequence of the hyperbolicity of $M$ through Theorem 3.1, and property (iv) results from the positive invariance of $T, U, L$ under the skew-product semiflow associated with the linear variational equation around $M$ and the invariance of $M$ under (5.6).

It remains to establish the smoothness properties of the functions $n, u, s$. For this we need to show that the normal bundle $N$, the projections associated with the decomposition $C=T_{u_{t}(\omega)}+U_{u_{t}(\omega)}+S_{u_{t}(\omega)}$, the vectors forming the bases for $T_{u_{t}(\omega)}$ and $U_{u_{t}(\omega)}$ and the one-to-one mapping from $S_{u_{t}(\omega)}$ onto $L$ can all be chosen to be $C^{k}$-smooth in $t$. The possibility of choosing a $C^{k}$-smooth normal bundle $N$ can be proved by a slight modification of the proof given by Whitney [20] for the case when the manifold $\boldsymbol{M}$ is modeled in a finite-dimensional euclidean space. In fact, a "natural" choice of the normal bundle would only be $C^{k-1}$ smooth, but the procedure introduced by Whitney in the cited paper can be used to smooth it to be of class $C^{k}$. It follows that the projections associated with the decomposition $C=T_{u_{t}(\omega)}+U_{u_{t}(\omega)}+L_{u_{t}(\omega)}$ are of class $C^{k}$ in $t$, provided $U_{u_{t}(\omega)}$ and $S_{u_{t}(\omega)}$ are $C^{k}$ in $t$. These are defined in terms of the null space and the range, respectively, of the linear projections $P\left(u_{t}(\omega)\right)$, defined on $N_{u_{I}(\omega)}$, which are associated with the dichotomy of the linearized skew-product semiflow around $M$ induced by the given equation. Although these projections are, at the outset, only required to depend continuously on the points in the manifold $M$, they are in fact of class $C^{k}$ in $t$ because their null spaces are related, forwards and backwards in time, by a semiflow of class $C^{k}$. More precisely, the null space of $P(\omega)$ is mapped onto the null space of $P\left(u_{t}(\omega)\right)$ by the map $\xi \rightarrow v_{t}(\omega, \xi)$ given by the solutions of equation (5.2). Since this map is of class $C^{k}$ in $t$, due to the general results on smoothness of solutions of FDEs (see [4]), and $N$ is a $C^{k}$ vector bundle, it follows that $P\left(u_{t}(\omega)\right)$ is $C^{k}$ in $t$. The possibility of choosing the one-to-one mapping from $S_{u_{t}(\omega)}$ onto $L$ to be $C^{k}$-smooth in $t$ is a direct consequence of the $C^{k}$-smoothness of $P\left(u_{t}(\omega)\right)$. In order to get the $C^{k}$-smoothness in $t$ for the bases taken for $T_{u_{t}(\omega)}$ and $U_{u_{t}(\omega)}$, we only need to choose them to be mapped one to each other by the flows on these bundles, since these flows are of class $C^{k}$ in $t$. QED
6. Functional differential equations in coordinate form. Under certain general conditions discussed in the preceding section, the linearization of a given FDE around a hyperbolic compact manifold $M$, and the introduction of local coordinates around the manifold lead to a family of systems parametrized by $\omega \in M$ and of the form

$$
\begin{align*}
& \dot{x}(t)=N(t) x(t)+n\left(t, x(t), y(t), z_{t}, \lambda\right),  \tag{6.1}\\
& y(t)=\Psi(t, \sigma) y(\sigma)+\int_{\sigma}^{t} \Psi(t, \tau) u\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau  \tag{6.2}\\
& z_{t}=T(t, \sigma) z_{\sigma}+\int_{\sigma}^{t} T(t, \tau) X_{0}^{s, \tau} s\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau, \tag{6.3}
\end{align*}
$$

where $\lambda$ is a parameter in a Banach space $\Lambda, x(t) \in R^{d_{N}}, y(t) \in R^{d_{U}}, z_{t} \in L, L$ is a linear
subspace of $C=C\left([-r, 0] ; R^{q}\right)$ of codimension $\left(d_{N}+d_{U}\right), d_{N}, d_{U}, q$ are nonnegative integers with $d_{N} \geqq 1, X_{0}^{S, \tau}$ is a $q \times q$ matrix-valued function defined on [ $-r, 0$ ] and continuous in $\tau$ with its columns belonging to $L$ and satisfying $\left|X_{0}^{S, \tau}\right| \leqq 1$ for all $\tau \in R$, $N(t)$ and $\Psi(t, \tau)$ are matrix-valued functions defined for $t, \tau \in R, T(t, \tau)$ are linear operators acting on $L$ for $t \geqq \tau$, and the following hypotheses are satisfied:
$\left(\mathrm{H}_{1}\right)$ The function $N$ of $t$ is bounded and continuous for all $t \in R$;
$\left(\mathrm{H}_{2}\right)$ The functions $n, u, s$ of $(t, x, y, \zeta, \lambda)$ are bounded, continuously differentiable in $x, y, \zeta$ and their partial derivatives relative to $x, y, \zeta$ as well as the functions $n, u, x$ themselves are all bounded by some $B(\mu, \varepsilon)>0$ over the region $t \in R$, $|x|,|y|,|\zeta| \leqq \mu \leqq \mu_{0},|\lambda| \leqq \varepsilon \leqq \varepsilon_{0}$, with the function $B(\mu, \varepsilon)$ being nondecreasing in $\mu$ and $\varepsilon$, and approaching zero as $\mu, \varepsilon \rightarrow 0$;
$\left(\mathrm{H}_{3}\right)$ The matrix-valued function $\Psi(t, \tau)$ is continuously differentiable in $t, \tau \in R$, satisfies $\Psi(t, \tau) \Psi(\tau, \sigma)=\Psi(t, \sigma)$ for all $t, \tau, \sigma \in R$ and $\Psi(t, t)$ is the identity matrix for all $t \in R$. The linear operators $T(t, \tau)$ defined on $L$ are continuously differentiable in $t, \tau$ such that $t \geqq \tau$, satisfy $T(t, \tau) T(\tau, \sigma)=T(t, \sigma)$ for all $t \geqq \tau \geqq \sigma$, and $T(t, t)$ is the identity operator on $L$ for all $t \in R$;
$\left(\mathrm{H}_{4}\right)$ There exist $K \geqq 1$ and $\alpha>\alpha_{0}>0$, such that

$$
\begin{aligned}
& |\Psi(t, \tau)| \leqq K e^{\alpha(t-\tau)}, \quad t \leqq \tau, \\
& |T(t, \tau) \phi| \leqq K e^{-\alpha(t-\tau)}|\phi|, \quad t \geqq \tau, \quad \phi \in L
\end{aligned}
$$

and the principal matrix solution $\Phi(t, \tau)$ of $\dot{x}=N(t) x$ satisfies

$$
|\Phi(t, \tau)| \leqq K e^{\alpha_{0}|t-\tau|} \quad \text { for all } t, \tau \in R
$$

In this section we consider a more restricted situation, which will be used later on to establish the general result on the persistence of hyperbolic manifolds. More precisely, the hypothesis $\left(\mathrm{H}_{2}\right)$ is replaced by
$\left(H_{2}^{\prime}\right)$ The functions $n, u, s$ of $(t, x, y, \zeta, \lambda)$ are bounded and continuous, vanish at all points where $x, y, \zeta$ are simultaneously zero, and are globally Lipschitzian in the coordinates $x, y, \zeta$, in the sense that there exists a $D>0$ such that

$$
|n(t, x, y, \zeta, \lambda)-n(\theta, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)| \leqq D(|x-\bar{x}|+|y-\bar{y}|+|\zeta-\bar{\zeta}|)
$$

for all $t \in R, x, \bar{x} \in R^{d_{N}}, y, \bar{y} \in R^{d_{U}}, \zeta, \bar{\zeta} \in L, \lambda \in \Lambda$, and similarly for $u$ and $s$.
In the proofs of the results of this section on the persistence of hyperbolic invariant manifolds for system (6.1)-(6.3) with $|\lambda|$ small, we use the following property of solutions $\left(x(t), y(t), z_{t}\right), t \in R$, which have $y(t)$ and $z_{t}$ bounded.

Lemma 6.1. Assume the hypotheses $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. Then $\left(x(t), y(t), z_{t}\right), t \in R$, is a solution of the system (6.1)-(6.3) with $y(t)$ and $z_{t}$ bounded if and only if for some $\gamma$ belonging to the interval $\left(\alpha_{0}, \alpha\right)$ the function

$$
\begin{equation*}
w(t, x(0))=e^{-\gamma|t|}\left(x(t), y(t), z_{t}\right), \quad t \in R \tag{6.4}
\end{equation*}
$$

agrees, when $x(0)=b \in R^{d_{N}}$, with a fixed point of the transformation $T$ defined on the set of bounded continuous functions w: $R \times R^{d_{N}} \rightarrow R^{d_{N}} \times R^{d_{U}} \times L$ by

$$
\begin{align*}
& T w(t, b)=\left(e^{-\gamma|t|} \Phi(t, 0) b+e^{-\gamma|t|} \int_{0}^{t} \Phi(t, \tau) n\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) d \tau\right. \\
& e^{-\gamma|t|} \int_{+\infty}^{t} \Psi(t, \tau) u\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) d \tau  \tag{6.5}\\
&\left.e^{-\gamma|t|} \int_{-\infty}^{t} T(t, \tau) X_{0}^{S, \tau} s\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) d \tau\right) .
\end{align*}
$$

If $\left(\mathrm{H}_{2}\right)$ is replaced by $\left(\mathrm{H}_{2}^{\prime}\right)$ the same holds.
Proof. If $\left(x(t), y(t), z_{t}\right)$ is a solution of (6.1)-(6.3) which is defined for all $t \in R$ and has $y(t)$ bounded, it follows from hypothesis $\left(\mathrm{H}_{4}\right)$ that for $\sigma \geqq t$

$$
\left|y(t)-\int_{\sigma}^{t} \Psi(t, \tau) u\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau\right|=|\Psi(t, \sigma) y(\sigma)| \leqq K e^{\alpha(t-\sigma)}|y(\sigma)|
$$

and, letting $\sigma \rightarrow+\infty$, we get

$$
\begin{equation*}
y(t)=\int_{+\infty}^{t} \Psi(t, \tau) u\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau \tag{6.6}
\end{equation*}
$$

where the improper integral converges because $u$ is bounded and $\Psi$ satisfies the exponential estimates in assumption $\left(\mathrm{H}_{4}\right)$. Analogously, if $\left(x(t), y(t), z_{t}\right), t \in R$, is a solution of (6.1)-(6.3) with $z_{t}$ bounded, then

$$
\begin{equation*}
z_{t}=\int_{-\infty}^{t} T(t, \tau) X_{0}^{S, \tau} s\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau \tag{6.7}
\end{equation*}
$$

Conversely, if $\left(x(t), y(t), z_{t}\right), t \in R$, is a given continuous function satisfying equation (6.1) and (6.6)-(6.7) then it is a solution of the system (6.1)-(6.3), with $y(t)$ and $z_{t}$ bounded, because of hypotheses $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{4}\right)$.

The variation of constants formula for (6.1) gives

$$
\begin{equation*}
x(t)=\Phi(t, 0) x(0)+\int_{0}^{t} \Phi(t, \tau) n\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau \tag{6.8}
\end{equation*}
$$

From hypothesis $\left(\mathrm{H}_{2}\right)$ or $\left(\mathrm{H}_{2}^{\prime}\right)$ there exists $B>0$ which bounds $n$, and from hypothesis $\left(\mathrm{H}_{4}\right)$ we get

$$
|x(t)| \leqq K e^{\alpha_{0}|t|}|x(0)|+B\left|\int_{0}^{t} K e^{\alpha_{0}|t-\tau|} d \tau\right| \leqq\left(|x(0)|+\frac{B}{\alpha_{0}}\right) K e^{\alpha_{0}|t|}
$$

Consequently (6.1) is equivalent to (6.8) and $e^{-\gamma|t|}|x(t)|, t \in R$, is bounded. This finishes the proof of the statement. QED

Theorem 6.2. If the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}^{\prime}\right),\left(\mathrm{H}_{3}\right),\left(\mathrm{H}_{4}\right)$ are satisfied and the constants $\alpha_{0}, \alpha, K$ of hypothesis $\left(\mathrm{H}_{4}\right)$ and $D$ of hypothesis $\left(\mathrm{H}_{2}^{\prime}\right)$ satisfy the inequality

$$
\begin{equation*}
D K(K+1)\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right]<1 \tag{6.9}
\end{equation*}
$$

for some $\gamma$ in the interval $\left(\alpha_{0}, \alpha\right)$, then there exist continuous functions $h_{1}, h_{2}$ defined on $R \times R^{d_{N}} \times \Lambda$ and with values in $R^{d_{U}}$ and $L$, respectively, which are bounded and such that the function $x \rightarrow\left(h_{1}(t, x, \lambda), h_{2}(t, x, \lambda)\right)$ is Lipschitzian with Lipschitz constant $(K+1)$ and with $h_{1}(t, 0,0)=0, h_{2}(t, 0,0)=0$ for all $t \in R, x \in R^{d_{N}}, \lambda \in \Lambda$, such that the set

$$
M_{\lambda}=\left\{(t, x, y, \zeta) \in R \times R^{d_{N}} \times R^{d_{U}} \times L: y=h_{1}(t, x, \lambda), \zeta=h_{2}(t, x, \lambda)\right\}
$$

is an integral manifold for system (6.1)-(6.3), in the sense that if $\left(t_{0}, x\left(t_{0}\right), y\left(t_{0}\right), z_{t_{0}}\right) \in M_{\lambda}$ then the solution of (6.1)-(6.3) with this initial data stays in $M_{\lambda}$ for all time.

Furthermore, $M_{\lambda}$ is the maximal integral manifold for system (6.1)-(6.3) contained in $R \times R^{d_{N}} \times V$, for any bounded neighborhood of zero $V \subset R^{d_{U}} \times L$.

Proof. The preceding lemma indicates that finding integral manifolds $M_{\lambda}$ for (6.1)-(6.3), which belong to $R \times R^{d_{N}} \times V$ for some neighborhood of zero $V \subset R^{d_{U}} \times L$, amounts to finding fixed points of the mapping $T$ in the lemma. These fixed points are studied, in the present proof, by an application of the contraction mapping principle to a specific set of continuous functions $w: R \times R^{d_{N}} \rightarrow R^{d_{N}} \times R^{d_{U}} \times L$ taken with a metric generated by a suitable family of pseudonorms.

Let us denote by $W$ the set of bounded continuous functions $w: R \times R^{d_{N}} \rightarrow$ $R^{d_{N}} \times R^{d_{U}} \times L$ that satisfy

$$
|w(t, b)-w(t, \bar{b})| \leqq(K+1)|b-\bar{b}| \quad \text { for all } b, \bar{b} \in R^{d_{N}}, \quad t \in R,
$$

where $K \geqq 1$ is the constant in the hypothesis $\left(\mathrm{H}_{4}\right)$. The set $W$ is a complete metric space with the topology generated by the family of pseudonorms

$$
\begin{equation*}
\|w\|_{n}=\sup \{|w(t, b)|: t \in R,|b| \leqq n\}, \quad n=1,2, \cdots . \tag{6.10}
\end{equation*}
$$

It is clear that, for each $w \in W, T w$ is a continuous function from $R \times R^{d_{N}}$ into $R^{d_{N}} \times R^{d_{U}} \times L$. Using the hypotheses $\left(\mathrm{H}_{2}^{\prime}\right)$ and $\left(\mathrm{H}_{4}\right)$ we get

$$
\begin{aligned}
|T w(t, b)| \leqq\left[e^{-\gamma|t|} e^{\alpha_{0}|t|} K|b|\right. & +e^{-\gamma|t|} \int_{0}^{t} K e^{\alpha_{0}|t-\tau|} D e^{\gamma|\tau|} d \tau \\
& \quad+e^{-\gamma|t|} \int_{t}^{+\infty} K \\
& K e^{\alpha(t-\tau)} D e^{\gamma|\tau|} d \tau \\
& \left.\quad+e^{-\gamma|t|} \int_{-\infty}^{t} K e^{-\alpha(t-\tau)} D e^{\gamma|\tau|} d \tau\right] \sup _{\tau \in R}|w(\tau, b)| .
\end{aligned}
$$

Consequently, as $\gamma \in\left(\alpha_{0}, \alpha\right)$, we obtain

$$
|T w(t, b)| \leqq K|b|+D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right] \sup _{\tau \in R}|w(\tau, b)| .
$$

This shows that $T w$ is bounded for each $w \in W$. In a similar way, and using (6.9), one obtains

$$
\begin{aligned}
|T w(t, b)-T w(t, \bar{b})| & \leqq K|b-\bar{b}|+D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right] \sup _{\tau \in R}|w(\tau, \bar{b})-w(\tau, \bar{b})| \\
& <(K+1)|b-\bar{b}| .
\end{aligned}
$$

On the other hand, if $w, \bar{w} \in W$, we have

$$
|T w(t, b)-T \bar{w}(t, b)| \leqq D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right] \sup _{\tau \in R}|w(\tau, b)-\bar{w}(\tau, b)|,
$$

which implies that

$$
\|T w-T \bar{w}\|_{n} \leqq D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right]\|w-\bar{w}\|_{n} .
$$

Since Condition (6.9) is satisfied, then $T$ is a uniform contraction from $W$ into itself, in the given family of pseudonorms. The contraction mapping principle implies that there exists a unique fixed point of $T$ in the set $W$ and that this fixed point depends continuously on $\lambda$.

Let $w^{*}=T w^{*}$ be the fixed point of $T$ in $W$ and define the functions $h_{1}$ and $h_{2}$ by

$$
\left(b, h_{1}(t, b, \lambda), h_{2}(t, b, \lambda)\right)=w^{*}(t, b) .
$$

It is clear that $h_{1}, h_{2}$ are defined for $t \in R, b \in R^{d_{N}}, \lambda \in \Lambda$, that they are continuous bounded functions which are Lipschitzian in the variable $b$ with Lipschitz constant $(K+1)$ and that they vanish at the points $(t, 0,0)$.

Suppose $\left(x(t), y(t), z_{t}\right), t \in R$, is any solution of (6.1)-(6.3) with $y(t)$ and $z_{t}$ bounded, and denote $b=x(0)$. Lemma 6.1 implies that $w(t)=e^{-\gamma|t|}\left(x(t), y(t), z_{t}\right)$ is a fixed point of the map $T_{b}$ defined on the set $B(R)$ of the continuous bounded functions $w: R \rightarrow R^{d_{N}} \times R^{d_{U}} \times L$ by the same formula (6.5) as in the definition of $T$, but replacing
$w(t, b)$ by $w(t)$. The argument used above for $T$ also shows that $T_{b}$ maps $B(R)$ into itself and is a contraction in the supremum norm on $B(R)$. Therefore $T_{b}$ has a unique fixed point in $B(R)$ which must satisfy $w(t)=w^{*}(t, b)$. It follows that $M_{\lambda}$ is the maximal integral manifold in $R \times R^{d_{N}} \times V$, for any $V \subset R^{d_{U}} \times L$ which is a bounded neighborhood of zero. QED

Remark. The functions $h_{1}, h_{2}$ of the previous theorem do not depend on the particular value of $\gamma \in\left(\alpha_{0}, \alpha\right)$, provided it satisfies (6.9). In fact, if $\alpha_{0}<\gamma_{1}<\gamma_{2}<\alpha$ and the function $w_{1}(t, x(0))$ is bounded and given as in (6.4) with $\gamma=\gamma_{1}$, then the function $w_{2}(t, x(0))$ also given as in (6.4) but with $\gamma=\gamma_{2}$ is also bounded. The uniqueness of the fixed point of the mapping $T$ implies that $w_{1}=w_{2}$.

The structure of the solutions around $M_{\lambda}$ is preserved under small perturbations, as is illustrated by the following result.

Theorem 6.3. Assume the same hypotheses as for Theorem 6.2. Then the manifold $M_{\lambda}$ is the intersection of two manifolds $S_{\lambda}, U_{\lambda} \subset R \times R^{d_{N}} \times R^{d_{U}} \times L$ which are positive integral manifolds for (6.1)-(6.3), and are such that solutions with initial data in $S_{\lambda}$ approach $M_{\lambda}$ as $t \rightarrow+\infty$ and solutions with initial data in $U_{\lambda}$ are globally defined and approach $M_{\lambda}$ as $t \rightarrow-\infty$. Moreover $S_{\lambda}, U_{\lambda}$ are homeomorphic to $R \times L, R \times R^{d_{U}}$, respectively, and have the forms

$$
S_{\lambda}=\left\{(t, x, y, \zeta) \in R \times R^{d_{N}} \times R^{d_{U}} \times L: y=h^{S}(t, x, \zeta, \lambda)\right\}
$$

and

$$
U_{\lambda}=\left\{(t, x, y, \zeta) \in R \times R^{d_{N}} \times R^{d_{U}} \times L: \zeta=h^{U}(t, x, y, \lambda)\right\}
$$

where the functions $(x, \zeta) \rightarrow h^{S}(t, x, \zeta, \lambda)$ and $(x, y) \rightarrow h^{U}(t, x, y, \lambda)$ are Lipschitzian homeomorphisms from, respectively, $R^{d_{N}} \times L$ to $S_{\lambda}$ and $R^{d_{N}} \times R^{d_{U}}$ to $U_{\lambda}$, with Lipschitz constant $(K+1)$ and satisfy $h^{S}(t, x, \zeta, 0)=0, h^{U}(t, x, y, 0)=0$. In addition, there exist $\sigma, C>0$ such that, if $\left(x(t), y(t), z_{t}\right)$ is a solution of (6.1)-(6.3) with initial condition in $S_{\lambda}$, then

$$
\left|\left(x(t), y(t), z_{t}\right)\right| \leqq C\left(|x(0)|+\left|z_{0}\right|\right) e^{\sigma t}, \quad t \geqq 0
$$

and, if $\left(x(t), y(t), z_{t}\right)$ is a solution of (6.1)-(6.3) with initial condition in $U_{\lambda}$, then

$$
\left|\left(x(t), y(t), z_{t}\right)\right| \leqq C(|x(0)|+|y(0)|) e^{-\sigma t}, \quad t \leqq 0,
$$

where $\sigma \in\left(\alpha_{0}, \gamma\right)$.
Proof. If $\left(x(t), y(t), z_{t}\right)$ is an arbitrary solution of (6.1)-(6.3) which is defined for all $t \geqq 0$ and has $y(t)$ bounded for $t \geqq 0$, we find, as in the proof of Lemma 6.1, that

$$
y(t)=\int_{+\infty}^{t} \Psi(t, \tau) u\left(\tau, x(\tau), y(\tau), z_{\tau}, \lambda\right) d \tau
$$

Consequently, based on the discussion in Lemma 6.1 and Theorem 6.2, we expect that looking for the set $S_{\lambda}$ will amount to finding fixed points of the transformation $T^{S}$ defined on the set of bounded continuous functions $w: R^{+} \times R^{d_{N}} \times L \rightarrow R^{d_{N}} \times R^{d_{U}} \times L$, by

$$
\begin{align*}
& T^{S} w(t, b, \zeta)=\left(e^{-\gamma t} \Phi(t, 0) b+e^{-\gamma t} \int_{0}^{t} \Phi(t, \tau) n\left(\tau, e^{\gamma \tau} w(\tau, b, \zeta), \lambda\right) d \tau,\right. \\
& e^{-\gamma t} \int_{+\infty}^{t} \Psi(t, \tau) u\left(\tau, e^{\gamma \tau} w(\tau, b, \zeta), \lambda\right) d \tau,  \tag{6.11}\\
& \left.e^{-\gamma t} T(t, 0) \zeta+e^{-\gamma t} \int_{0}^{t} T(t, \tau) X_{0}^{S, \tau} s\left(\tau, e^{\gamma \tau} w(\tau, b, \zeta), \lambda\right) d \tau\right),
\end{align*}
$$

where $\gamma \in\left(\alpha_{0}, \alpha\right)$.

We denote by $W^{S}$ the set of bounded continuous function $w: R^{+} \times R^{d_{v}} \times L \rightarrow$ $R^{d_{N}} \times R^{d_{U}} \times L$ which satisfy

$$
|w(t, b, \zeta)-w(t, \bar{b}, \bar{\zeta})| \leqq(K+1)(|b-\bar{b}|+\mid \zeta-\bar{\zeta})
$$

for all $b, \bar{b} \in R^{d_{N}}, \zeta, \bar{\zeta} \in L, t \in R^{+}$, where $K \geqq 1$ is the constant in the hypothesis $\left(\mathrm{H}_{4}\right)$. The set $W^{S}$ is a complete metric space with the topology generated by the family of pseudonorms

$$
\|w\|_{n}=\sup \left\{|w(t, b, \zeta)|: t \in R^{+},|b| \leqq n,|\zeta| \leqq n\right\}, \quad n=1,2, \cdots .
$$

Similar to what was done in the proof of Theorem 6.2 for the mapping $T$ on $W$, it can be shown that $T^{S}$ is a uniform contraction on $W^{S}$ and, therefore, there exists a unique fixed point of $T^{S}$ in $W^{S}$ and it depends continuously on $\lambda$.

If we let $W^{S}=T^{S} w^{S}$ be the fixed point of $T^{S}$ on $W^{S}$ and define the function $h^{S}$ by

$$
\left(b, h^{S}(t, b, \zeta, \lambda), \zeta\right)=w^{S}(t, b, \zeta)
$$

it is clear that the set $S_{\lambda}$, defined as in the statement of the theorem, is a positive integral manifold for system (6.1)-(6.3) and is homeomorphic to $R^{d_{N}} \times L$.

Next, we will show that $\left|w^{s}(t, b, \zeta)\right| \rightarrow 0$ as $t \rightarrow+\infty$. Let $\mu=\lim \sup _{t \rightarrow+\infty}\left|w^{s}(t, b, \zeta)\right|$. Because of (6.9), we can choose $\delta>1$ so that

$$
K D\left[\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\gamma-\alpha}+\frac{1}{\gamma+\alpha}\right] \delta<1 .
$$

If $\mu>0$, then there is a $\sigma>0$ so that $\left|w^{s}(t, b, \zeta)\right| \leqq \mu \delta$ for $t \geqq \sigma$. Then, using formula (6.11) and the estimates available for its terms, we get for $t \geqq \sigma$

$$
\begin{aligned}
\left|w^{s}(t, b, \zeta)\right|=\left|T^{S} w^{s}(t, b, \zeta)\right| \leqq & K e^{-\left(\gamma-\alpha_{0}\right) t}|b|+K e^{-(\alpha+\gamma) t}|\zeta| \\
& +K D\left[\frac{e^{-\left(\gamma-\alpha_{0}\right)(t-\sigma)}}{\gamma-\alpha_{0}}+\frac{e^{-(\gamma+\alpha)(t-\sigma)}}{\gamma+\alpha}\right] \sup _{t \geqq 0}\left|w^{s}(\tau, b, \zeta)\right| \\
& +K D\left[\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\gamma-\alpha}+\frac{1}{\gamma+\alpha}\right] \mu \delta .
\end{aligned}
$$

Letting $t \rightarrow+\infty$, we get

$$
\mu \leqq K D\left[\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\gamma-\alpha}+\frac{1}{\gamma+\alpha}\right] \delta \mu<\mu,
$$

which is a contradiction. Hence $\mu=0$. This proves that $\left|w^{s}(t, b, \zeta)\right| \rightarrow 0$ as $t \rightarrow+\infty$.
Now we derive the exponential rate of decay of $w^{s}$ as $t \rightarrow+\infty$. Let $v(t, b, \zeta)=$ $\sup _{\tau \geqq t}\left|w^{s}(\tau, b, \zeta)\right|$. Since $\left|w^{s}(\tau, b, \zeta)\right| \rightarrow 0$ as $\tau \rightarrow+\infty$, for every $t \geqq 0$ there is a $\sigma \geqq t$ such that

$$
v(\tau, b, \zeta)=v(\sigma, b, \zeta)=\left|w^{s}(\sigma, b, \zeta)\right|, \quad t \leqq \tau \leqq \sigma
$$

On the other hand, estimates using formula (6.11) give

$$
\begin{gathered}
\left|w^{S}(t, b, \zeta)\right| \leqq K e^{-\left(\gamma-\alpha_{0}\right) t}|b|+K e^{-(\gamma+\alpha) t}|\zeta|+\int_{0}^{t} K e^{-\left(\gamma-\alpha_{0}\right)(t-\tau)} D\left|w^{s}(\tau, b, \zeta)\right| d \tau \\
\quad+\int_{t}^{+\infty} K e^{-(\gamma-\alpha)(t-\tau)} D\left|w^{S}(\tau, b, \zeta)\right| d \tau \\
\quad+\int_{0}^{t} K e^{-(\gamma+\alpha)(t-\tau)} D\left|w^{S}(\tau, b, \zeta)\right| d \tau
\end{gathered}
$$

Consequently,

$$
\begin{aligned}
& v(t, b, \zeta)=v(\sigma, b, \zeta) \leqq K e^{-\left(\gamma-\alpha_{0}\right) t}|b|+K e^{-(\gamma+\alpha) t}|\zeta|+\int_{0}^{t} K e^{-\left(\gamma-\alpha_{0}\right)(t-\tau)} D v(\tau, b, \zeta) \\
&+\int_{t}^{\sigma} K e^{-\left(\gamma-\alpha_{0}\right)(\sigma-\tau)} D v(\tau, b, \zeta) d \tau \\
&+\int_{t}^{-\infty} K e^{(\alpha-\gamma)(t-\tau)} D v(\tau, b, \zeta) d \tau \\
&+\int_{0}^{t} K e^{-(\gamma+\alpha)(t-\tau)} D v(\tau, b, \zeta) d \tau \\
&+\int_{t}^{\sigma} K e^{-(\gamma+\alpha)(\sigma-\tau)} D v(\tau, b, \zeta) d \tau
\end{aligned}
$$

and, therefore,

$$
\begin{aligned}
& v(t, b, \zeta) \leqq K e^{-\left(\gamma-\alpha_{0}\right) t}(|b|+|\zeta|)+\int_{0}^{t} K e^{-\left(\gamma-\alpha_{0}\right)(t-\tau)} D v(\tau, b, \zeta) d \tau \\
& \quad+K D\left(\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\alpha-\gamma}+\frac{1}{\gamma+\alpha}\right) v(t, b, \zeta)
\end{aligned}
$$

Due to (6.9), we can write

$$
\begin{aligned}
e^{\left(\gamma-\alpha_{0}\right) t} v(t, b, \zeta) \leqq[1- & \left.K D\left(\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\alpha-\gamma}+\frac{1}{\gamma+\alpha}\right)\right]^{-1} \\
& \cdot K\left[|b|+|\zeta|+\int_{0}^{t} D e^{\left(\gamma-\alpha_{0}\right) \tau} v(\tau, b, \zeta) d \tau\right]
\end{aligned}
$$

Applying the Gronwall inequality we obtain

$$
|v(t, b, \zeta)| \leqq C(|b|+|\zeta|) e^{-B t}
$$

where

$$
C=K /\left[1-K D\left(\frac{1}{\gamma-\alpha_{0}}+\frac{1}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right)\right] \quad \text { and } \quad B=\gamma-\alpha_{0}-C D .
$$

From (6.9), noting that $K \geqq 1$, it is easy to verify that $C, B$ are positive. It follows that there exist $C, B>0$ such that

$$
\begin{equation*}
\left|\left(x(t), y(t), z_{t}\right)\right| \leqq C\left(|x(0)|+\left|z_{0}\right|\right) e^{(\gamma-B) t}, \quad t \geqq 0 \tag{6.12}
\end{equation*}
$$

for every solution $\left(x(t), y(t), z_{t}\right)$ of (6.1)-(6.3) which has initial data on $S_{\lambda}$.
In a similar way, we obtain the manifold $U_{\lambda}$. Now, we look for fixed points of the mapping defined on the set of bounded continuous functions $w: R^{-} \times R^{d_{N}} \times R^{d_{U}} \rightarrow$ $R^{d_{N}} \times R^{d_{U}} \times L$ by
$T^{U} w(t, b, c)=\left(e^{\gamma t} \Phi(t, 0) b+e^{\gamma t} \int_{0}^{t} \Phi(t, \tau) n\left(\tau, e^{-\gamma \tau} w(\tau, b, c), \lambda\right) d \tau\right.$,

$$
\begin{aligned}
& e^{\gamma t} \Psi(t, 0) c+e^{\gamma t} \int_{0}^{t} \Psi(t, \tau) u\left(\tau, e^{-\gamma \tau} w(\tau, b, c), \lambda\right) d \tau \\
&\left.e^{\gamma t} \int_{-\infty}^{t} T(t, \tau) X_{0}^{S, \tau} s\left(\tau, e^{-\gamma \tau} w(\tau, b, c), \lambda\right) d \tau\right)
\end{aligned}
$$

Similarly, we obtain for some constants $C, B>0$

$$
\begin{equation*}
\left|\left(x(t), y(t), z_{t}\right)\right| \leqq C(|x(0)|+|y(0)|) e^{-(\gamma-B) t}, \quad t \leqq 0 \tag{6.13}
\end{equation*}
$$

for every solution $\left(x(t), y(t), z_{t}\right)$ of system (6.1)-(6.3) which has initial data on $U_{\lambda}$.
It is clear, from the above construction and the proofs of Lemma 6.1 and Theorem 6.2, that $M_{\lambda}=S_{\lambda} \cap U_{\lambda}$ and the trajectory of any solution $\left(x(t), y(t), z_{t}\right)$ for which $e^{-\gamma|t|}\left|\left(x(t), y(t), z_{t}\right)\right|$ is bounded for $t \in R$ lies necessarily on $M_{\lambda}$. Consequently, (6.12) and (6.13) imply the exponential estimates in the statement of the theorem. QED

The following result establishes the smoothness properties of $M_{\lambda}, S_{\lambda}$ and $U_{\lambda}$.
Theorem 6.4. If the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}^{\prime}\right),\left(\mathrm{H}_{3}\right),\left(\mathrm{H}_{4}\right)$ are satisfied, the functions $n, u$, $s$ are continuously differentiable with bounded derivatives up to order $k \geqq 1$, relative to $x, y, \zeta$, and the constants $\alpha_{0}, \alpha, K$ of hypothesis $\left(\mathrm{H}_{4}\right)$, and D of hypothesis $\left(\mathrm{H}_{2}^{\prime}\right)$ satisfy the inequalities

$$
\begin{equation*}
\alpha>k \alpha_{0} \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
D K(K+1)\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\gamma-\alpha}+\frac{1}{\gamma+\alpha}\right]<1 \tag{6.15}
\end{equation*}
$$

for some $\gamma$ in the interval $\left(k \alpha_{0}, \alpha\right)$, then the function $x \rightarrow\left(h_{1}(t, x, \lambda), h_{2}(t, x, \lambda)\right)$, defined as in Theorem 6.2, is of class $C^{k}$, and the same is true for the functions $(x, \zeta) \rightarrow h^{s}(t, x, \zeta, \lambda)$ and $(x, y) \rightarrow h^{U}(t, x, y, \lambda)$ of Theorem 6.3.

Proof. We recall from the proof of Theorem 6.2 that $h_{1}, h_{2}$ were defined in terms of the fixed point of the transformation $T$ in the set $W$. Consequently, if $w$ denotes this fixed point, in order to prove that $h_{1}(t, x, \lambda), h_{2}(t, x, \lambda)$ are $C^{k}$ functions of $x$, we only need to show that the function $b \rightarrow w(t, b)$ is of class $C^{k}$. This will be done by induction.

Let us assume the hypothesis of the theorem is satisfied for $k=1$. If the derivative $\partial w(t, b) / \partial b$ exists, it must satisfy the equation obtained by formally differentiating $w=T w$ relative to $b$. In particular, $\partial w / \partial b$ must be a fixed point of the mapping $F$ defined for functions taking $R \times R^{d_{N}}$ to linear transformations of $R^{d_{N}}$ into $R^{d_{N}} \times R^{d_{U}} \times L$

$$
\begin{align*}
& F v(t, b)=\left(e^{-\gamma|t|} \Phi(t, 0)+e^{-\gamma|t|} \int_{0}^{t} \Phi(t, \tau) \frac{\partial n}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau\right. \\
& \text { 6.16) } \quad e^{-\gamma|t|} \int_{+\infty}^{t} \Psi(t, \tau) \frac{\partial u}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau  \tag{6.16}\\
& \left.e^{-\gamma|t|} \int_{-\infty}^{t} T(t, \tau) X_{0}^{s, \tau} \frac{\partial s}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau\right) .
\end{align*}
$$

We remark that the improper integrals converge because of hypothesis $\left(\mathrm{H}_{4}\right)$, the boundedness of the partial derivatives of $u, s$ and the assumption $\alpha>\alpha_{0}$. Let $Z$ denote the set of all functions continuously differentiable in the second argument and defined
from $R \times R^{d_{N}}$ to the set of all linear transformations of $R^{d_{N}}$ into $R^{d_{N}} \times R^{d_{U}} \times L$ which satisfy $|v(t, b)| \leqq K+1$, for all $t \in R, b \in R^{d_{N}}$. If $v \in Z$ then

$$
\begin{align*}
|F v(t, b)| \leqq K & e^{-\left(\gamma-\alpha_{0}\right)|t|}+e^{-\gamma|t|}\left|\int_{0}^{t} K e^{\alpha_{0}|t-\tau|} D e^{\gamma|\tau|}(K+1) d \tau\right| \\
& +e^{-\gamma|\tau|} \int_{t}^{+\infty} K e^{\alpha(t-\tau)} D e^{\gamma|\tau|}(K+1) d \tau  \tag{6.17}\\
& +e^{-\gamma|\tau|} \int_{-\infty}^{t} K e^{-\alpha(t-\tau)} D e^{\gamma|\tau|}(K+1) d \tau \\
& \leqq K+D K(K+1)\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right]<K+1
\end{align*}
$$

Therefore, $F$ maps the set $Z$ into itself. Let us consider the sequence $\left\{v_{i}\right\}$ of functions, taking $R \times R^{d_{N}}$ into the linear transformations of $R^{d_{N}}$ into $R^{d_{N}} \times R^{d_{U}} \times L$ which is defined recursively by

$$
v_{1}=0 \quad \text { and } \quad v_{i+1}=F\left(v_{i}\right), \quad i \geqq 1 .
$$

Since $F$ maps $Z$ into itself, we have $\left\{v_{i}\right\} \subset Z$. The set $Z$ with the metric inherited from the usual uniform norm is a complete metric space. As in (6.17), we get

$$
\begin{equation*}
\left\|v_{i+1}-v_{i}\right\|=\left\|F v_{i}-F v_{i-1}\right\| \leqq D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right]\left\|v_{i}-v_{i-1}\right\| . \tag{6.18}
\end{equation*}
$$

It follows from (6.9) that $\left\{v_{i}\right\}$ is a Cauchy sequence in $Z$ and, consequently, converges to some $v \in Z$ as $i \rightarrow \infty$. Clearly $v$ is a fixed point of $F$.

Now, we can prove that $v$ is, indeed, the derivative $\partial w / \partial b$. Fix $t \in R, b \in R^{d_{N}}$ and let $\sigma$ be a function defined for small values of $\varepsilon>0$ by

$$
\begin{equation*}
\sigma(\varepsilon)=\sup _{\substack{t \in R \\|h| \leqq \varepsilon}} \frac{|w(t, b+h)-w(t, b)-v(t, b) h|}{|h|} \tag{6.19}
\end{equation*}
$$

In order to prove that $\partial w / \partial b$ exists and is equal to $v$ we need to show that $\sigma(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. From formulas (6.5) and (6.16), using the first order Taylor expansion and hypotheses $\left(\mathrm{H}_{2}^{\prime}\right)$ and $\left(\mathrm{H}_{4}\right)$ in a similar way as for inequalities (6.17) and (6.18), we get

$$
\begin{aligned}
& |w(t, b+h)-w(t, b)-v(t, b) h| \\
& \qquad \begin{array}{l}
\leqq K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right] \\
\quad \cdot \sup _{\tau \in R}[|w(\tau, b+h)-w(\tau, b)-v(\tau, b) h|+o(|w(\tau, b+h)-w(\tau, b)|)] .
\end{array}
\end{aligned}
$$

Recalling from Theorem 6.2 that $w(t, b)$ is Lipschitzian in $b$ with Lipschitz constant equal to $(K+1)$, we get

$$
\sigma(\varepsilon) \leqq D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right] \sigma(\varepsilon)+o(\varepsilon)
$$

as $\varepsilon \rightarrow 0$. Applying (6.9) we get $\sigma(\varepsilon)=o(\varepsilon)$, proving that $w(t, b)$ is differentiable in $b$ and the derivative $\partial w(t, b) / \partial b$ is the continuous function $v$ defined above. The preceding reasoning shows that the function $b \rightarrow w(t, b)$ is continuously differentiable and, consequently, also $b \rightarrow\left(h_{1}(t, b, \lambda), h_{2}(t, b, \lambda)\right)$ is.

Now, let us assume that $b \rightarrow w(t, b)$ is of class $C^{j}$ for a certain $j \geqq 1$ and the hypothesis of the theorem is satisfied for $k=j+1$. Let $v=\partial w^{j} / \partial b^{j}$. Differentiating $j$ times both sides of equation $w=T w$, we get

$$
\begin{align*}
v(t, b)= & \left(e^{-\gamma|t|} \int_{0}^{t} \Phi(t, \tau) \frac{\partial n}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau,\right. \\
& e^{-\gamma|t|} \int_{+\infty}^{t} \Psi(t, \tau) \frac{\partial u}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau, \\
& \left.e^{-\gamma|t|} \int_{-\infty}^{t} T(t, \tau) X_{0}^{S, \tau} \frac{\partial S}{\partial w}\left(\tau, e^{\gamma|\tau|} w(\tau, b), \lambda\right) e^{\gamma|\tau|} v(\tau, b) d \tau\right)  \tag{6.20}\\
& +(\text { terms not involving } v) .
\end{align*}
$$

The terms not involving $v$ contain derivatives of $n, u, s$ relative to $w$ up to order $j$, derivatives of $w$ up to order $j-1$ and exponential factors of the form $e^{i \gamma|\tau|}$ for $i=1,2, \cdots, j$. The improper integrals in these terms converge because of hypothesis $\left(\mathrm{H}_{4}\right)$, the boundedness of all the partial derivatives of $n, u, s$ up to order $j$, and the assumption $\alpha>k \alpha_{0}$. We can let $T$ be the mapping transforming $v$ to the function $T(v)$ of $(t, b)$ according to the right-hand side of (6.20) and define recursively the sequence $\left\{v_{i}\right\}$ by

$$
v_{i}=0 \quad \text { and } \quad v_{i+1}=T\left(v_{i}\right) \quad \text { for } i \geqq 1 .
$$

As in the first part of the proof we have that $\left\{v_{i}\right\}$ is a Cauchy sequence and, consequently, it converges to a fixed point of $T$ which must be $v=\partial^{j} w / \partial b^{j}$. Clearly, the functions $v_{i}(t, b)$ are differentiable in $b$, and $\partial v_{i+1} / \partial b$ is given by the right-hand side of (6.20) with $v$ replaced by $\partial v_{i} / \partial b$. Proceeding as for (6.18), we get

$$
\left\|\frac{\partial v_{i+1}}{\partial b}-\frac{\partial v_{i}}{\partial b}\right\| \leqq D K\left[\frac{1}{\gamma-\alpha_{0}}+\frac{2}{\alpha-\gamma}+\frac{1}{\alpha+\gamma}\right]\left\|\frac{\partial v_{i}}{\partial b}-\frac{\partial v_{i-1}}{\partial b}\right\| .
$$

From (6.9), we get that $\left\{\partial v_{i} / \partial b\right\}$ is a Cauchy sequence. Arguing as in the first part of the proof, where the first derivative was handled, we can show that $\partial v / \partial b=\partial w^{j+1} / \partial b^{j+1}$ exists and is equal to the limit of $\left\{\partial v_{i} / \partial b\right\}$ as $i \rightarrow \infty$. This completes the induction.

The smoothness of $h^{U}$ and $h^{S}$ can be handled in a similar way. QED
7. Functional differential equations with hyperbolic invariant manifolds. As before, consider $r>0$ and let $C=C\left([-r, 0] ; R^{q}\right)$ denote the Banach space of continuous functions from the interval $[-r, 0]$ into $R^{q}$, where $q$ is a positive integer and $C$ is taken with the uniform norm. Let us consider a FDE

$$
\begin{equation*}
\dot{u}(t)=f\left(u_{t}\right), \tag{7.1}
\end{equation*}
$$

where $f \in B C^{k}\left(C, R^{n}\right)$ with $k \geqq 1$, and suppose that $M \subset C$ is a compact, connected, $C^{k}$-manifold which is $k$-hyperbolic under the semiflow defined by the solutions of (7.1). It is known from $\S 5$ that the equation can be linearized around the manifold $M$ and a system of coordinates can be introduced around $M$ so that the equation becomes of the form discussed in §6. The aim of the present section is to show how the results on the persistence and smoothness of integral manifolds for systems in coordinate form, as presented in the previous section, can be applied to (7.1), yielding the persistence of an hyperbolic invariant manifold close to $M$, under small perturbations of (7.1).

Theorem 7.1. Let $f \in B C^{k}\left(C, R^{q}\right), k \geqq 1$, and assume that $M_{0} \subset C$ is a compact, connected, $C^{k}$-manifold which is $k$-hyperbolic under the semiflow defined by the solutions of the equation

$$
\begin{equation*}
\dot{u}(t)=f\left(u_{t}\right) . \tag{7.2}
\end{equation*}
$$

If $g \in B C^{k}\left(C, R^{q}\right)$ and $\|g\|_{1}=\sup \left\{|g(\phi)|,\left\|g^{\prime}(\phi)\right\|: \phi \in C\right\}$ is sufficiently small, then there exists a $C^{k}$-manifold $M_{g} \subset C$ that is invariant under the perturbed equation

$$
\begin{equation*}
\dot{u}(t)=f\left(u_{t}\right)+g\left(u_{t}\right) \tag{7.3}
\end{equation*}
$$

There exists a neighborhood $O \subset C$ of $M_{0}$ such that, for $\|g\|_{1}$ sufficiently small, the manifold $M_{g}$ is the maximal invariant set for (7.3) which is contained in $O$. The manifold $M_{g}$ depends continuously in $g$, in the sense that $M_{g}$ can be made arbitrarily close to $M_{0}$ in the Hausdorff metric by choosing $\|g\|_{1}$ sufficiently close to zero. Furthermore, there exist $C^{k}$-manifolds $U_{g}, S_{g}$ with $U_{g} \cap O$ negatively invariant and $S_{g} \cap O$ positively invariant under (7.3) such that $M_{g}=S_{g} \cap U_{g} \cap O$ and

$$
\begin{array}{ll}
\left|u_{t}(\phi, g)\right| \leqq C|\phi| e^{\sigma t}, & t \leqq 0, \\
\left|u_{t}(\phi, g)\right| \leqq C|\phi| e^{-\sigma t}, & t \leqq 0, \\
\mid \text { for } \phi \in\left(U_{g} \cap O\right) \\
\hline O)
\end{array}
$$

for some constants $C, \sigma>0$.
Proof. First, we introduce a system of coordinates around $M_{0}$ as indicated in § 5. For each fixed $\omega \in M_{0}$, the system in coordinate form (5.8) can be written as an equation (6.1)-(6.3), where we take for $\Lambda$ the Banach space of bounded continuously differentiable functions from $C$ into $R^{q}$ which have bounded first derivative, taken with the uniform $C^{1}$-norm and take $\lambda=g$. As a consequence of Theorem 5.1, the hypotheses $\left(\mathrm{H}_{1}\right)$ to $\left(\mathrm{H}_{4}\right)$ of $\S 6$ are all satisfied with $\alpha>k \alpha_{0}$. The only hypothesis which is necessary for applicability of the results in $\S 6$ and is not necessarily fulfilled is that contained in $\left(\mathbf{H}_{2}^{\prime}\right)$, namely that the functions $n, u, s$ of $(t, x, y, \zeta, \lambda)$ are globally Lipschitzian in $x, y, \zeta$, and the requirement that they admit a Lipschitz constant $D$ satisfying (6.9). Consequently these functions have to be "cut-off" and replaced by functions $\bar{n}, \bar{u}, \bar{s}$ which agree with $n, u, s$ for $|x|,|y|,|\zeta|$ sufficiently small and are globally Lipschitzian in $x, y, \zeta$ with a Lipschitz constant satisfying (6.9).

Let $\alpha_{0}, \alpha, K$ be as in Theorem 5.1 and let $D>0$ be chosen to satisfy (6.9). Assume $0<\mu \leqq \mu_{0}, 0<\varepsilon \leqq \varepsilon_{0}$ and $B(\mu, \varepsilon)$ is as in hypothesis $\left(\mathrm{H}_{2}\right)$ of $\S 6$. Let us consider a $C^{\infty}$ function $\nu: R^{+} \rightarrow[0,1]$ such that

$$
\nu(\rho) \in \begin{cases}\{1\} & \text { if } \rho /\left[\mu^{2}(2+r)\right] \leqq 1 / 4 \\ (0,1) & \text { if } \frac{1}{4}<\rho /\left[\mu^{2}(2+r)\right]<1 \\ \{0\} & \text { if } 1 \leqq \rho /\left[\mu^{2}(2+r)\right]\end{cases}
$$

and $0 \leqq-\nu^{\prime}(\rho) \leqq 2 /\left[\mu^{2}(2+r)\right]$ for $\rho \geqq 0$, and a $C^{\infty}$ function.$R^{+} \rightarrow[0,1]$ such that

$$
\sigma(\rho) \in \begin{cases}\{1\} & \text { if } \rho \leqq \varepsilon / 2 \\ (0,1) & \text { if } \varepsilon / 2<\rho<\varepsilon \\ \{0\} & \text { if } \varepsilon \leqq \rho\end{cases}
$$

We define the function $\bar{n}: R \times R^{d_{N}} \times R^{d_{U}} \times L \times\left\{\lambda \in \Lambda:\|\lambda\| \leqq \varepsilon_{0}\right\}$ so that it satisfies

$$
\bar{n}(t, x, y, \zeta, \lambda)=\sigma(\varepsilon) \nu\left(|x|^{2}+|y|^{2}+\int_{-r}^{0}|\zeta(\tau)|^{2} d \tau\right) n(t, x, y, \zeta, \lambda)
$$

for $t \in R,|x|,|y|,|\zeta| \leqq \mu,\|\lambda\| \leqq \varepsilon$, vanishing outside this region, and define $\bar{u}, \bar{s}$ in a similar way. Then, over the region $t \in R,|x|,|y|,|\xi| \leqq \mu / 2,\|\lambda\| \leqq \varepsilon / 2$, we have $\bar{n}=n$,
$\bar{u}=u, \bar{s}=s$. It remains to show that $\bar{n}, \bar{u}, \bar{s}$ are globally Lipschitzian in $x, y, \zeta$ with Lipschitz constant $D$.

Let $t \in R,\|\lambda\| \leqq \varepsilon$ and $V=\left\{(x, y, \zeta) \in R^{d_{N}} \times R^{d_{U}} \times L:|x|,|y|,|\zeta| \leqq \mu\right\}$. If $(x, y, \zeta)$, $(\bar{x}, \bar{y}, \bar{\zeta}) \in V$, then

$$
\begin{aligned}
& |\bar{n}(t, x, y, \zeta, \lambda)-\bar{n}(t, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)| \\
& \begin{array}{l}
\leqq\left|\nu\left(|x|^{2}+|y|^{2}+\int_{-r}^{0}|\zeta(\tau)|^{2} d \tau\right)-\nu\left(|\bar{x}|^{2}+|\bar{y}|^{2}+\int_{-r}^{0}|\bar{\zeta}(\tau)|^{2} d \tau\right)\right||n(t, x, y, \zeta, \lambda)| \\
\quad+\nu\left(|\bar{x}|^{2}+|\bar{y}|^{2}+\int_{-r}^{0}|\bar{\zeta}(\tau)|^{2} d \tau\right)|n(t, x, y, \zeta, \lambda)-n(t, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)| \\
\\
\quad \leqq \frac{2}{\mu^{2}(2+r)} 2 \mu(2+r)(|x-\bar{x}|+|y-\bar{y}|+|\zeta-\bar{\zeta}|) B(\mu, \varepsilon) 3 \mu \\
\quad \quad+B(\mu, \varepsilon)(|x-\bar{x}|+|y-\bar{y}|+\mid \zeta-\bar{\zeta})
\end{array} \\
& =13 B(\mu, \varepsilon)(|x-\bar{x}|+|y-\bar{y}|+|\zeta-\bar{\zeta}|) .
\end{aligned}
$$

If $(x, y, \zeta) \in V$ and $(\bar{x}, \bar{y}, \bar{\zeta}) \notin V$ then there exists a point $\left(x^{*}, y^{*}, \zeta^{*}\right)$ lying in the intersection of the boundary of $V$ and the straight line joining the points $(x, y, \zeta)$ and $(\bar{x}, \bar{y}, \bar{\zeta})$. Thus $\bar{n}(t, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)=\bar{n}\left(t, x^{*}, y^{*}, \zeta^{*}, \lambda\right)=0$ and

$$
\begin{aligned}
|\bar{n}(t, x, y, \zeta, \lambda)-\bar{n}(t, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)| & =\left|\bar{n}(t, x, y, \zeta, \lambda)-\bar{n}\left(t, x^{*}, y^{*}, \zeta^{*}, \lambda\right)\right| \\
& \leqq 13 B(\mu, \varepsilon)(|x-\bar{x}|+|y-\bar{y}|+|\zeta-\bar{\zeta}|)
\end{aligned}
$$

If $(x, y, \zeta) \notin V$ and $(\bar{x}, \bar{y}, \bar{\zeta}) \notin V$, then $\bar{n}(t, x, y, \zeta, \lambda)=\bar{n}(t, \bar{x}, \bar{y}, \bar{\zeta}, \lambda)=0$. It follows that $\bar{n}$ is globally Lipschitzian in $x, y, \zeta$ with Lipschitz constant $D$, provided $\mu$ and $\varepsilon$ are taken so small that $13 B(\mu, \varepsilon)<D$.

The preceding reasoning also applies to $\bar{u}, \bar{s}$. Consequently, the functions $\bar{n}, \bar{u}, \bar{s}$ satisfy the hypothesis $\left(\mathrm{H}_{2}^{\prime}\right)$ of $\S 6$ with a global Lipschitz constant $D$ which satisfies (6.9). We are now in a situation where the theorems of $\S 6$ can be applied to the system in coordinate form, with $n, u, s$ replaced by $\bar{n}, \bar{u}, \bar{s}$. It remains to see what these theorems imply for the system (7.3) in the phase space $C$. For this we need to take into account the redundancy built into the system of coordinates introduced around the manifold $M_{0}$.

Each point of $C$ lying close to $M_{0}$ is represented, in the system of coordinates around $M_{0}$ which was introduced in $\S 5$, by a set of points ( $\omega, x, y, \zeta$ ) which contains exactly one element with the second coordinate equal to zero. Because the integral manifold introduced in Theorem 6.2,

$$
M_{\lambda}=\left\{(t, x, y, \zeta) \in R \times R^{d_{N}} \times R^{d_{U}} \times L: y=h_{1}(t, x, \lambda), \zeta=h_{2}(t, x, \lambda)\right\}
$$

is, for the system in coordinate form, the maximal integral manifold contained in sets with the $y, \zeta$-coordinates bounded, and because the functions $n, u, s$ and $\bar{n}, \bar{u}, \bar{s}$ agree for $x, y, \zeta$ sufficiently small, it follows that there exists a neighborhood of zero $V \subset R \times R^{d_{N}} \times R^{d_{U}} \times L$ such that $M_{\lambda} \cap V$ is the maximal integral manifold contained in $V$. Therefore $M_{\lambda} \cap V$ represents in coordinate form a patch of a submanifold $\boldsymbol{M}_{g}$ of $C$ which is invariant under (7.3). We recall that the system (7.3) is represented in coordinate form by a family of systems of the form (6.1)-(6.3), one for each $\omega \in M$ which is taken as initial condition for the solution of $\dot{u}(t)=f\left(u_{t}\right)$ used as center of the moving coordinate system. Based on this and on the redundancy built in the system of coordinates used, we can consider a function $H$ defined from $M_{0} \times$ $\left\{g \in B C^{k}\left(C ; R^{n}\right):\|g\| \leqq \varepsilon\right\}$ into $C$ so that $H(\omega, g)$ is the point of $C$ represented in
coordinate form by $\left(\omega, 0, h_{1}^{\omega}(0,0, g), h_{2}^{\omega}(0,0, g)\right)$ where $h_{1}=h_{1}^{\omega}, h_{2}=h_{2}^{\omega}$ are the functions considered above for $M_{\lambda}$ for the particular system in coordinate form which corresponds to take the moving coordinate system centered on the solution of $\dot{u}(t)=$ $f\left(u_{t}\right), u_{0}=\omega$. Then $M_{g}=\left\{H(\omega, g): \omega \in M_{0}\right\}$, and its properties stated in the theorem follow directly from the theorems of $\S 6$ about the properties of the functions $h_{1}, h_{2}$, if we recall the redundancy built in the system of coordinates, namely that changes of $h_{1}^{\omega}(0,0, g), h_{2}^{\omega}(0,0, g)$ with $\omega$ can be identified with changes of $h_{1}(0, x, g), h_{2}(0, x, g)$ with $\omega$ fixed and $x$ changing.

The manifolds $U_{g}$ and $S_{g}$ can be treated in a similar way. QED
Remark. The persistence of hyperbolic invariant manifolds for FDEs was studied above for the case of retarded FDEs on euclidean space $R^{q}$. As indicated in $\S 4$, the same result for retarded FDEs on a smooth, finite dimensional, separable and connected manifold follows from the result in euclidean space.
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# ON PERIODIC SOLUTIONS OF A THERMOSTAT EQUATION* 

GUSTAF GRIPENBERG $\dagger$


#### Abstract

An equation describing the regulation of, for example, temperature with the aid of a thermostat is studied with emphasis on the question whether there are periodic solutions and if there can be several solutions with different periods.
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1. Introduction. The purpose of this paper is to study periodic solutions of equations describing, for example, temperature regulation by a thermostat. Therefore one considers a situation where a heater is turned ON if the temperature at some fixed point drops to a level $\theta_{\text {low }}$ and is turned OFF if the temperature rises to a level $\theta_{\text {high }}$ where one has $\theta_{\text {low }}<\theta_{\text {high }}$. Thus it will be a basic assumption in this paper that the control-function can only take two values. We will not go into further details about how the heating process affects the temperature since one can show that under quite reasonable assumptions one obtains an equation of the form

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s, \quad t \in \mathbf{R} \tag{1}
\end{equation*}
$$

where $y(t)$ is the normalized temperature at the thermostat at time $t, u(t)=1$ if the heater is turned ON at time $t$; otherwise $u(t)=0$ and $a$ is an integrable real function on $\mathbf{R}^{+}=[0, \infty)$ so that $\int_{\mathbf{R}^{+}} a(t) d t=1$. The temperature has here been normalized in such a way that without heating it approaches 0 and with uninterrupted heating it approaches one. If one considers the heating process known for time $t<0$ and also allows some additive external influence on the temperature, then (1) becomes

$$
\begin{equation*}
y(t)=\int_{0}^{t} a(t-s) u(s) d s+f(t), \quad t \in \mathbf{R}^{+}, \quad u(0)=u_{0} \in\{0,1\} . \tag{2}
\end{equation*}
$$

For some derivations of equations like (1) and (2) where diffusion and other effects are taken into account, see e.g. [1] and [2].

The equations (1) and (2) do not involve the crucial part of the formulation of the problem, i.e., the thermostat control or the dependence of $u$ on $y$. In this paper the relation is taken to be the following one: If $u(t)=1$ and $y$ reaches the value $\theta_{\text {high }}$ at time $t$, then $u(t+)=0$ and conversely at the lower limit. Below we will also use a weaker formulation of this condition.

Concerning the question of existence of solutions we take a much more straightforward approach than the one used in [1] and [2], since here we avoid multivalued functions completely. The main problem addressed is therefore whether there exist periodic solutions and if there can be periodic solutions with different periods. Concerning the first question it is intuitively clear that periodic solutions should exist and concerning the second one a reasonable guess (that turns out to be correct) is that it all depends on the function $a$. The question of existence of periodic solutions is also considered in [3] but there much stronger assumptions are made on the function $a$ and the limits $\theta_{\text {high }}$ and $\theta_{\text {low }}$. It should, however, be pointed out that here only the

[^61]existence of so-called weak solutions (to be defined below) is established in the general case.

The stability of the periodic solutions will not be studied in this paper.
2. Statements of results. First we define the concepts related to the thermostat regulation.

Definition 1. If $I \subset \mathbf{R}$ is an interval and $y: I \rightarrow \mathbf{R}$ is a continuous function, then a function $u: I \rightarrow\{0,1\}$ is weakly thermostat controlled by $y$ with respect to the higher limit $\theta_{\text {high }}$ and the lower limit $\theta_{\text {low }}$ on the interval $I$ provided that $u$ is left-continuous with right-hand limits on $I$, and for each $t \in I$ the following conditions hold:
(i) $u(t)=1$ if $y(t)<\theta_{\text {low }}$,
(ii) $u(t)=0$ if $y(t)>\theta_{\text {high }}$,
(iii) if $u(t)-u(t+)=1$, then $\theta_{\text {high }} \in\{y(s) \mid s \in I, s \leqq t$ and $u(r)=1$ for all $r \in(s, t]\}$, and
(iv) if $u(t)-u(t+)=-1$, then $\theta_{\text {low }} \in\{y(s) \mid s \in I, s \leqq t$ and $u(r)=0$ for all $r \in(s, t]\}$. The function $u: I \rightarrow\{0,1\}$ is strictly thermostat controlled by $y$ with respect to the limits $\theta_{\text {high }}$ and $\theta_{\text {low }}$ if it is weakly thermostat controlled by $y$ with respect to these limits and in addition for every $t \in I$ the following conditions hold:
(iii') If $y(t)=\theta_{\text {high }}$ and $u(t)=1$, then $u(t+)=0$, and
(iv') if $y(t)=\theta_{\text {low }}$ and $u(t)=0$, then $u(t+)=1$.
From this definition one sees that if $u$ is weakly but not strictly thermostat controlled by $y$, then $y$ must at some time have a local maximum equal to $\theta_{\text {high }}$ (or minimum equal to $\theta_{\text {low }}$ ).

The reason for introducing the concept of a weakly thermostat controlled function is that in the general case we only obtain the existence of periodic solutions where $u$ is weakly controlled by $y$. But this seems to be more of a mathematical than a real-world problem.

For convenience we define exactly what we mean by solutions.
Definition 2. A pair $(y, u)$ is a strict/weak thermostat controlled solution of (1) with respect to the limits $\theta_{\text {high }}$ and $\theta_{\text {low }}$ if $y \in C(\mathbf{R} ; \mathbf{R}), u$ is strictly/weakly thermostat controlled by $y$ on $\mathbf{R}$ with respect to these limits and (1) holds. Similarly a pair ( $y, u$ ) is a strict/weak thermostat controlled solution of (2) with respect to $\theta_{\text {high }}$ and $\theta_{\text {low }}$ if $y \in C\left(\mathbf{R}^{+} ; \mathbf{R}^{+}\right), u$ is strictly/weakly thermostat controlled by $y$ on $\mathbf{R}^{+}$with respect to these limits and (2) holds.

Now we can give our basic existence result formulated for (2).
Theorem 1. Assume that $\theta_{\text {low }}<\theta_{\text {high }}$ are real numbers, $a \in L_{\text {loc }}^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right), f \in$ $C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ and let $u_{0} \in\{0,1\}$ be such that $u_{0}=1$ if $f(0)<\theta_{\text {low }}$ and $u_{0}=0$ if $f(0)>\theta_{\text {high }}$. Then there exists unique functions $y \in C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ and $u: \mathbf{R}^{+} \rightarrow\{0,1\}$ such that $(y, u)$ is a strict thermostat solution of (2) with respect to the limits $\theta_{\text {high }}$ and $\theta_{\text {low }}$.

Observe that the theorem says nothing about the uniqueness of weakly thermostat controlled solutions; in fact it is easy to see that if there exists such a solution that is not thermostat controlled in the strict sense, then this solution cannot be unique.

Next we consider the question of existence of periodic solutions and here we use the further normalization that the $0<\theta_{\text {low }}<\theta_{\text {high }}<1$ and that $\int_{\mathbf{R}^{+}} a(s) d s=1$.

Theorem 2. Assume that $0<\theta_{\text {low }}<\theta_{\text {high }}<1$ and that $a \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ satisfies $\int_{\mathbf{R}^{+}} a(s) d s=1$. Then there exists periodic functions $y \in C(\mathbf{R} ; \mathbf{R})$ and $u: \mathbf{R} \rightarrow\{0,1\}$ (having the same period) so that $(y, u)$ is a weak thermostat controlled solution of (1) with respect to the limits $\theta_{\text {high }}$ and $\theta_{\text {low }}$.

Next we investigate further some simple cases where we can prove that the periodic function $u$ is strictly controlled by $y$. Note, however, that we in each case claim that
every weak solution is in fact a strict one (which is not true in general), and not that there always exists a strict thermostat controlled solution (which one would expect to be the case for all kernels $a$ ).

Theorem 3. Let the assumptions of Theorem 2 hold. Assume in addition that a is nonincreasing on $(0, \infty)$ and not equal to a nonzero constant on any open interval. Then every periodic weak solution ( $y, u$ ) of equation (1) is a strict solution.

The previous result is quite trivial. The next one is slightly harder to prove. Recall that a function $c$ is completely monotone if it is infinitely many times differentiable and $(-1)^{j} c^{(j)}(t) \geqq 0$ for all $j \geqq 0$.

Theorem 4. Let the assumptions of Theorem 2 hold. Assume in addition that $a(t)=\int_{0}^{t} a_{1}(t-s) a_{2}(s) d s, t>0$ where $a_{1}$ and $a_{2}$ are locally integrable on $\mathbf{R}^{+}$, and completely monotone on $(0, \infty)$. Then every periodic weak solution $(y, u)$ of (1) is a strict solution.

Unfortunately, the assumption above on the function $a$ is apparently not satisfied in the example given in [2], but if in that example the thermostat measures the temperature at an endpoint of the rod studied there, then it will be satisfied.

Finally we consider the question of existence of several periodic solutions with different minimal periods. This will be done only in the symmetric case $1-\theta_{\text {high }}=\theta_{\text {low }}$ and for the very special kernels $a_{m}(t)=(1 / m!) t^{m} e^{-t}$ but these results can of course be slightly extended with the aid of perturbation arguments. ( $\lfloor t\rfloor$ is the largest integer $\leqq t$.)

Theorem 5. Let $m \geqq 0$ and $a(t)=(1 / m!) t^{m} e^{-t}, t \geqq 0$. Then there exist numbers $\alpha>0$ such that (1) has $\lfloor m / 4\rfloor+1$ different strict periodic thermostat controlled solutions $(y, u)$ with respect to the limits $\frac{1}{2}+\alpha$ and $\frac{1}{2}-\alpha$.
3. Proof of Theorem 1. We take $u(0)=u_{0}, y(0)=f(0)$. Next we define two sequences of numbers $\left\{\alpha_{j}\right\}_{j=0}^{\infty}$ and $\left\{t_{j}\right\}_{j=0}^{\infty}$ as follows: If $y(0)=\theta_{\text {high }}$ then $\alpha_{0}=0$ and if $y(0)=\theta_{\text {low }}$, then $\alpha_{0}=1$ and else $\alpha_{0}=u_{0}$. Let $t_{0}=0$ and assume that we have already defined the numbers $\alpha_{j}$ and $t_{j}$ for $j=0,1, \cdots, k$. As one would expect, we define

$$
u(t)=\alpha_{j} \quad t \in\left(t_{j}, t_{j+1}\right], \quad j \geqq 0 .
$$

Now let the function $v_{k}$ be defined by

$$
v_{k}(t)= \begin{cases}\int_{0}^{t} a(t-s) u(s) d s+f(t) & \text { when } t \in\left[0, t_{k}\right] \\ \int_{0}^{t_{k}} a(t-s) u(s) d s+\int_{t_{k}}^{t} a(t-s) \alpha_{k} d s+f(t) & \text { when } t>t_{k}\end{cases}
$$

We see that $v_{k}$ is a continuous function and we define $t_{k+1}$ by

$$
t_{k+1} \stackrel{\text { def }}{=} \inf \left\{t>t_{k} \mid \alpha_{k}\left(v_{k}(t)-\theta_{\text {high }}\right)+\left(1-\alpha_{k}\right)\left(v_{k}(t)-\theta_{\text {low }}\right)=0\right\} .
$$

Thus $t_{k+1}$ is the first time $v_{k}(t)$ reaches $\theta_{\text {high }}$ if $\alpha_{k}=1$ and otherwise the first time $v(t)$ reaches $\theta_{\text {low }}$. Finally we define $\alpha_{k+1}=1-\alpha_{k}$. If $t_{k+1}=\infty$, then we do not have to choose any further points.

We define $y$ to be equal to the right-hand side of (2) and we immediately see that $u$ is strictly thermostat controlled by $y$ on its domain of definition. It remains to prove that $\lim _{j \rightarrow \infty} t_{j}=\infty$. To see this we observe that when $j>1$, then $\left|v_{j-1}\left(t_{j}\right)-v_{j-1}\left(t_{j-1}\right)\right|=$ $\theta_{\text {high }}-\theta_{\text {low }}$. Furthermore, since $f$ is continuous, $a$ is locally integrable and $u$ only takes the values 1 and 0 we see that on each bounded interval the functions $\left\{v_{j}\right\}_{j=1}^{\infty}$ are equicontinuous and as $\theta_{\text {high }}>\theta_{\text {low }}$ this implies that $\inf _{t_{j}<T, j>1}\left(t_{j}-t_{j-1}\right)>0$. Therefore $\lim _{j \rightarrow \infty} t_{j}=\infty$. This completes the proof.

We remark that one can have another notion of strict solution if one defines the switching times to be the last time before the temperature rises above the upper limit if the heater is ON or drops below the lower limit if the heater is OFF, that is, one would define the numbers $\left\{t_{j}\right\}$ by

$$
t_{k+1} \stackrel{\text { def }}{=} \inf \left\{t>t_{k} \mid \alpha_{k}\left(v_{k}(t)-\theta_{\text {high }}\right)+\left(1-\alpha_{k}\right)\left(\theta_{\text {low }}-v_{k}(t)\right)>0\right\} .
$$

4. Proof of Theorem 2. The proof will be based on the following idea: Assume that $u$ is given on $\mathbf{R}^{-}$so that it is periodic with period $T+S, u(t)=0$ when $t \in(-S, 0]$ and $u(t)=1$ when $t \in(-T-S,-S]$. Now take $u(0+)=1$ and solve equation (1) with $u$ as given on $\mathbf{R}^{-}$. At some $T^{\prime}$ the function $y$ reaches $\theta_{\text {high }}$, and the value of $u$ is switched to zero. At some later time $T^{\prime}+S^{\prime}$ the function reaches $\theta_{\text {low }}$ again. If we can find a fixed-point of the mapping $(S, T) \mapsto\left(S^{\prime}, T^{\prime}\right)$, then we have also found a periodic solution. Now the problem is that this mapping could conceivably be discontinuous and therefore an approximation argument must be used.

Let us for the moment assume that

$$
\begin{equation*}
a \in C^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right) \quad \text { and } \quad a^{\prime} \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right) \tag{3}
\end{equation*}
$$

For each pair of nonnegative numbers $T$ and $S$, define the set $E_{T, S}$ as follows:

$$
\begin{equation*}
E_{T, S}=\bigcup_{m=-\infty}^{\infty}(m(S+T), m(S+T)+T] \tag{4}
\end{equation*}
$$

so that $\chi_{E_{T, S}}$ is a function that is zero on intervals of length $S$ and one on intervals of length $T$. Now define the function $\psi_{T, S}$ by

$$
\psi_{T, S}(t)=\int_{-\infty}^{0} a(t-s) \chi_{E_{T, S}}(s) d s, \quad t \in \mathbf{R}^{+} .
$$

It follows from (3) that $\psi_{T, S}$ is Lipschitz-continuous. In fact the Lipschitz-constant will always be less than the number $c \stackrel{\text { def }}{=} \int_{\mathbf{R}^{+}}\left|a^{\prime}(s)\right| d s+1$.

Let $\varepsilon$ be a number so that $0<\varepsilon<\frac{1}{2}\left(\theta_{\text {high }}-\theta_{\text {low }}\right)$ and define

$$
\begin{aligned}
& f_{h}(\varepsilon, s)=c \max \left\{0,1-\frac{\theta_{\mathrm{high}}-s}{\varepsilon}\right\} \\
& f_{l}(\varepsilon, s)=c \min \left\{0,-1-\frac{\theta_{\mathrm{low}}-s}{\varepsilon}\right\} .
\end{aligned}
$$

Now let $v_{\varepsilon}$ be the solution of the equation

$$
v_{\varepsilon}(t)=\int_{0}^{t} f_{h}\left(\varepsilon, v_{\varepsilon}(s)\right) d s+\int_{0}^{t} a(s) d s+\psi_{T, S}(t), \quad t \in \mathbf{R}^{+}
$$

It follows from standard results that this equation has a unique solution. If $v_{\varepsilon}(0) \geqq \theta_{\text {high }}$ then we define $T^{\prime}=0$; otherwise we let

$$
T^{\prime} \stackrel{\text { det }}{=} \inf \left\{t>0 \mid v_{\varepsilon}(t)=\theta_{\text {high }}\right\} .
$$

To see that we always have $T^{\prime}<\infty$ we have only to recall that $\psi_{T, S}(t) \rightarrow 0$ as $t \rightarrow \infty$, $f_{h}\left(\varepsilon, v_{\varepsilon}(s)\right) \geqq 0$ and that $\int_{\mathbf{R}^{+}} a(s) d s=1>\theta_{\text {high }}$.

To obtain $S^{\prime}$ we let $w_{\varepsilon}$ be the solution of the equation

$$
w_{\varepsilon}(t)=\int_{T^{\prime}}^{t} f_{l}\left(\varepsilon, w_{\varepsilon}(s)\right) d s+\int_{0}^{T^{\prime}} a(t-s) d s+\psi_{T, S}(t), \quad t \geqq T^{\prime}
$$

and define $S^{\prime}=0$ if $w_{\varepsilon}\left(T^{\prime}\right) \leqq \theta_{\text {low }}$ and otherwise

$$
S^{\prime} \stackrel{\text { def }}{=} \inf \left\{t>T^{\prime} \mid w_{\varepsilon}(t)=\theta_{\text {low }}\right\}-T^{\prime}
$$

Again we conclude that the number $S^{\prime}$ must be finite.
Now we have constructed a mapping $G_{\varepsilon}:(T, S) \mapsto\left(T^{\prime}, S^{\prime}\right)$. To see that the mapping $G_{\varepsilon}$ is continuous we have only to check that $\psi_{T, S}(t)$ depends continuously on $T$ and $S$ for each $t$, use a standard result about the continuous dependence of solutions of ordinary differential equations upon data and finally note that it follows from our definition of the functions $f_{h}$ and $f_{l}$ that $v_{\varepsilon}^{\prime}\left(T^{\prime}\right) \geqq 1$ and $w_{\varepsilon}^{\prime}\left(S^{\prime}\right) \leqq-1$.

We claim that there exist positive numbers $\delta$ and $\tau$ (independent of $\varepsilon$ ) such that $G_{\varepsilon}$ maps the set $\{(T, S) \mid 0 \leqq T, S \leqq \tau, T+S \geqq \delta\}$ into itself. Clearly it is sufficient to choose $\tau$ so large that $\int_{\tau}^{\infty}|a(s)| d s<\min \left\{1-\theta_{\text {high }}, \theta_{\text {low }}\right\}$. Furthermore we always have

$$
\begin{aligned}
& \operatorname{var}\left(\psi_{T, S}(t)+\int_{0}^{t} a(s) d s ;\left[0, T^{\prime}\right]\right) \\
& \quad+\operatorname{var}\left(\psi_{T, S}(t)+\int_{0}^{T^{\prime}} a(t-s) d s ;\left[T^{\prime}, T^{\prime}+S^{\prime}\right]\right) \geqq \theta_{\mathrm{high}}-\theta_{\mathrm{low}}-2 \varepsilon
\end{aligned}
$$

and hence we can see that we can choose $\delta \leqq\left(\theta_{\text {high }}-\theta_{\text {low }}-2 \varepsilon\right) / \int_{\mathbf{R}^{+}}\left|a^{\prime}(s)\right| d s$.
Now it follows from Brouwer's Fixed-Point theorem that the mapping $G_{\varepsilon}:(T, S) \mapsto$ ( $T^{\prime}, S^{\prime}$ ) has a fixed point that we call ( $T_{\varepsilon}, S_{\varepsilon}$ ). It is easy to check that neither of these numbers can be zero.

We define the function $u_{\varepsilon}$ to be the characteristic function of the set $E_{T_{\varepsilon}, S_{\varepsilon}}$ and let $y_{\varepsilon}$ be defined by

$$
y_{\varepsilon}(t)=\int_{-\infty}^{t} a(t-s) u_{\varepsilon}(s) d s, \quad t \in \mathbf{R} .
$$

Observe that $u_{\varepsilon}$ is not thermostat controlled by $y_{\varepsilon}$. We do however know that

$$
\begin{array}{ll}
u_{\varepsilon}(t)<\theta_{\text {high }}, & t \in\left[0, T_{\varepsilon}\right], \\
y_{\varepsilon}(t)>\theta_{\text {low }}, & t \in\left[S_{\varepsilon}, S_{\varepsilon}+T_{\varepsilon}\right], \tag{5}
\end{array}
$$

as one can easily see from the definition of the mapping $(T, S) \mapsto\left(T^{\prime}, S^{\prime}\right)$ and the fact that $S_{\varepsilon}$ and $T_{\varepsilon}$ are positive.

Next we let $\varepsilon \downarrow 0$ and observe that due to the compactness we may choose a subsequence $\left\{\varepsilon_{j}\right\}$ such that the numbers $T_{\varepsilon_{j}}$ and $S_{\varepsilon_{j}}$ converge towards some positive numbers $T^{*}$ and $S^{*}$. We define the function $u$ by

$$
u(t)=\chi_{E_{T^{*}}, s^{*}}(t), \quad t \in \mathbf{R},
$$

and

$$
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s, \quad t \in \mathbf{R}
$$

Now it is quite obvious that the functions $u_{\varepsilon_{j}}$ converge in $L_{\text {loc }}^{1}(\mathbf{R} ; \mathbf{R})$ towards the function $u$ and also that the functions $y_{\varepsilon_{j}}$ converge uniformly on compact subsets towards the function $y$. It remains to prove that $u$ is weakly thermostat controlled by $y$. It follows from inequalities (5) that we must have $y(t) \leqq \theta_{\text {high }}$ on $\left[0, T^{*}\right]$ and $y(t) \geqq \theta_{\text {low }}$ on [ $T^{*}, T^{*}+S^{*}$ ]. If on the other hand there is no point $t \in[0, T]$ for which $y(t)=\theta_{\text {high }}$, then it follows that for sufficiently small numbers $\varepsilon_{j}$ we have $y_{\varepsilon_{j}}(t) \leqq$ $\theta_{\text {high }}-\varepsilon_{j}$ for all $t \in\left[0, T_{\varepsilon_{j}}\right]$. This implies that $v_{\varepsilon_{j}}(t)=y_{\varepsilon_{j}}(t)$ for all $t \in\left[0, T_{\varepsilon_{j}}\right]$ which is
impossible. A similar argument for the lower bound $\theta_{\text {low }}$ shows that we actually do have a weakly controlled solution.

It remains to remove the differentiability assumption and this can be done by approximating the original kernel with differentiable ones. Thus one gets a sequence of weak solutions and an argument similar to the one used above shows that it must have a limit that is a weakly controlled periodic solution of equation (1) on $\mathbf{R}$.
5. Proof of Theorem 3. Let $T>S$ be two points such that $u(s)=1$ when $s \in(S, T]$ and $u(S)=0$. Let $\tau \in(S, T)$ be an arbitrary point. From (1) we have

$$
\begin{equation*}
y(T)-y(\tau)=\int_{0}^{T-\tau} a(s) d s-\int_{\mathbf{R}^{+}}(a(s)-a(T-\tau+s)) u(\tau-s) d s \tag{6}
\end{equation*}
$$

Since $\int_{\mathbf{R}^{+}}(a(s)-a(T-\tau+s)) d s=\int_{0}^{T-\tau} a(s) d s$ this equation shows that $y$ is nondecreasing on the intervals where $u$ is 1 (and by the same argument nonincreasing when $u$ is 0 ). If $a(s)=0$ when $s>\tau-S$, then $y(\tau)=1$ which is impossible. Hence it follows from our assumptions that $a(s)-a(T-\tau+s)>0$ if $s \in(\tau-S, \tau-S+\varepsilon)$ for some positive number $\varepsilon$. But this implies by (6) and the fact that $u(S)=0$ that

$$
y(T)-y(\tau)>\int_{0}^{T-\tau} a(s) d s+\int_{\mathbf{R}^{+}}(a(s)-a(T-\tau+s)) d s=0
$$

and since $\tau$ was arbitrary it follows that $u$ is strictly controlled by $y$ at the upper limit. A similar argument can be applied to the lower limit to complete the proof.
6. Proof of Theorem 4. We consider first the case when the functions $a_{1}$ and $a_{2}$ are of the form $a_{1}(t)=\sigma_{1} e^{-\sigma_{1} t}$ and $a_{2}(t)=\sigma_{2} e^{-\sigma_{2} t}$ for some positive numbers $\sigma_{1}$ and $\sigma_{2}$. Assume that $u$ takes the value one on intervals of length $T$ and is equal to zero on intervals of length $S$, that is $u(t)=\chi_{E_{T, S}}(t)$ where $E_{T, S}$ is given in (4). Let us denote

$$
v(t)=\int_{\mathbf{R}^{+}} a_{1}(s) u(t-s) d s, \quad t \in \mathbf{R} .
$$

Now it is obvious that $v$ is increasing on the intervals where $u$ takes the value 1 and decreasing elsewhere. Differentiating both sides of (1) we have

$$
y^{\prime}(t)=\sigma_{2}(v(t)-y(t)), \quad t \in \mathbf{R} .
$$

We see that on the intervals where $u$ is 1 the function $y$ can have only one point where the derivative vanishes and that point must be a minimum. Hence we conclude that

$$
\begin{equation*}
y(t)<y(T), \quad t \in[0, T] \tag{7}
\end{equation*}
$$

provided we can show that $y(0)<y(T)$. Suppose for the moment that this has been done. Since completely monotone functions are limits of sums of exponentials we see that the relation (7) must hold in the general case too and hence the solution $(y, u)$ is a strict solution.

Thus it remains to prove that $y(0)<y(T)$. We know that

$$
v^{\prime}(t)=\sigma_{1}(u(t)-v(t))
$$

and since $v$ is periodic with period $T+S$ one can easily solve the differential equation above and from the periodicity condition conclude that

$$
\begin{aligned}
& v(0)=e^{-\sigma_{1} S} \frac{1-e^{-\sigma_{1} T}}{1-e^{-\sigma_{1}(T+S)}}, \\
& v(T)=\frac{1-e^{-\sigma_{1} T}}{1-e^{-\sigma_{1}(T+S)}}
\end{aligned}
$$

Now we proceed to solve the function $y$ and using the fact that this function is periodic too, we get

$$
\begin{aligned}
& y(0)=\left(1-e^{-\sigma_{2} T}\right)+e^{-\sigma_{2} T} y(0)-(1-v(0)) \frac{\sigma_{2}}{\sigma_{2}-\sigma_{1}}\left(e^{-\sigma_{1} T}-e^{-\sigma_{2} T}\right), \\
& y(T)=e^{-\sigma_{2} S} y(T)+v(T) \frac{\sigma_{2}}{\sigma_{2}-\sigma_{1}}\left(e^{-\sigma_{1} S}-e^{-\sigma_{2} S}\right) .
\end{aligned}
$$

(Here we assume that $\sigma_{2} \neq \sigma_{1}$, the case when they are equal is treated in the same manner.) If we solve $y(0)$ and $y(T)$ from these equations and insert the values of $v(0)$ and $v(T)$ obtained above, then we get the relation

$$
\begin{align*}
&\left(1-e^{-\sigma_{1}(T+S)}\right)\left(1-e^{-\sigma_{2}(T+S)}\right)(y(T)-y(0)) \\
&=\left(1-e^{-\sigma_{2} T}\right)\left(1-e^{-\sigma_{2} S}\right)\left(1-e^{-\sigma_{1}(T+S)}\right)  \tag{8}\\
&-\left(1-e^{-\sigma_{1} T}\right)\left(1-e^{-\sigma_{2} T}\right) \frac{\sigma_{2}}{\sigma_{2}-\sigma_{1}}\left(e^{-\sigma_{1} S}-e^{-\sigma_{2} S}\right) \\
&-\left(1-e^{-\sigma_{1} S}\right)\left(1-e^{-\sigma_{2} S}\right) \frac{\sigma_{2}}{\sigma_{2}-\sigma_{1}}\left(e^{-\sigma_{1} T}-e^{-\sigma_{2} T}\right) .
\end{align*}
$$

Next write

$$
\begin{equation*}
1-e^{-\sigma_{1}(T+S)}=\frac{1}{2}\left(1-e^{-\sigma_{1} T}\right)\left(1+e^{-\sigma_{1} S}\right)+\frac{1}{2}\left(1-e^{-\sigma_{1} S}\right)\left(1+e^{-\sigma_{1} T}\right) \tag{9}
\end{equation*}
$$

and then observe that it is easy to verify that

$$
\begin{aligned}
\frac{1}{2}(1 & \left.-e^{-\sigma_{2} S}\right)\left(1+e^{-\sigma_{1} S}\right)-\frac{\sigma_{2}}{\sigma_{2}-\sigma_{1}}\left(e^{-\sigma_{1} S}-e^{-\sigma_{2} S}\right) \\
& =e^{-\left(\sigma_{1}+\sigma_{2}\right) S / 2}\left(\sinh \left(\frac{\left(\sigma_{1}+\sigma_{2}\right) S}{2}\right)-\frac{\sigma_{1}+\sigma_{2}}{\sigma_{1}-\sigma_{2}} \sinh \left(\frac{\left(\sigma_{1}-\sigma_{2}\right) S}{2}\right)\right)>0
\end{aligned}
$$

A similar result holds of course with $S$ replaced by $T$ and if these together with (9) are used in the right-hand side of the relation (8), then we obtain the desired conclusion that $y(T)>y(0)$.
7. Proof of Theorem 5. Let $T$ be positive, $a_{m}(t)=(1 / m!) t^{m} e^{-t}$ and define

$$
u_{T}(t)= \begin{cases}1 & \text { if } t \in(m T, m T+T], m \text { even } \\ 0 & \text { otherwise }\end{cases}
$$

Let

$$
y_{m, T}(t) \stackrel{\text { def }}{=} \int_{\mathbf{R}^{+}} a_{m}(s) u_{T}(t-s) d s, \quad t \in \mathbf{R}
$$

and

$$
h_{m}(T)=\frac{1}{m!}(-1)^{m} T^{m+1} \frac{d^{m}}{d T^{m}}\left(\frac{1}{T} \frac{1}{e^{T}+1}\right), \quad T>0 .
$$

A straightforward calculation shows that

$$
y_{m, T}(0)=h_{m}(T), \quad m \geqq 0, \quad T>0 .
$$

We need some further information about the function $h_{m}$.

Lemma 1. Let $h_{m}$ be the function defined above. Then for each $m \geqq 0, h_{m}(0)=\frac{1}{2}$ and
(i) $(-1)^{\lfloor m / 2\rfloor}\left(h_{m}(T)-\frac{1}{2}\right)$ is negative and decreasing when $T \in\left(0, \delta_{m}\right), \delta_{m}>0$,
(ii) $h_{m+1}(T)=h_{m}(T)-(1 /(m+1)) T h_{m}^{\prime}(T)$ when $T>0$,
(iii) the function $h_{m}$ has $\lfloor m / 2\rfloor$ local extrema on $(0, \infty)$ and no other points where the derivative vanishes.

Proof. Let us first define the function $f: \mathbf{R}^{+} \rightarrow \mathbf{R}^{+}$by $f(T)=1 /\left(e^{T}+1\right)$. A calculation shows that

$$
h_{m}^{\prime}(T)=\frac{1}{m!}(-1)^{m} T^{m} f^{(m+1)}(T), \quad T \geqq 0
$$

and from this relation we get the claim (ii) with the aid of a partial integration.
Next let us define

$$
\begin{aligned}
& g_{0}(s) \stackrel{\text { def }}{=} s(1-s), \quad s \in \mathbf{R}, \\
& g_{m}(s) \stackrel{\text { def }}{=} s(1-s) g_{m-1}^{\prime}(s), \quad m \geqq 1, \quad s \in \mathbf{R} .
\end{aligned}
$$

Again it is straightforward to check that

$$
h_{m}^{\prime}(T)=-\frac{1}{m!} T^{m} g_{m}\left(\frac{1}{e^{T}+1}\right), \quad T \geqq 0 .
$$

By induction it is easy to prove that the function $g_{m}$ has exactly $\lfloor m / 2\rfloor$ zeros in the interval ( $0, \frac{1}{2}$ ) and all of these zeros are simple. This gives the assertion (iii) about the number of extreme points. To establish (i) we have only to observe that

$$
g_{m}\left(\frac{1}{2}\right)\left\{\begin{array} { l l } 
{ > 0 } & { \text { if } m \equiv 0 \operatorname { m o d } 4 , } \\
{ = 0 } & { \text { if } m \equiv 1 \operatorname { m o d } 4 , } \\
{ < 0 } & { \text { if } m \equiv 2 \operatorname { m o d } 4 , } \\
{ = 0 } & { \text { if } m \equiv 3 \operatorname { m o d } 4 , }
\end{array} \quad g _ { m } ^ { \prime } ( \frac { 1 } { 2 } ) \left\{\begin{array}{ll}
=0 & \text { if } m \equiv 0 \bmod 4, \\
<0 & \text { if } m \equiv 1 \bmod 4, \\
=0 & \text { if } m \equiv 2 \bmod 4, \\
>0 & \text { if } m \equiv 3 \bmod 4 .
\end{array}\right.\right.
$$

This completes the proof of Lemma 1.
Our next lemma says for how many values of $T$ we get the same value for $y_{m, T}(0)$.
Lemma 2. Let $y_{m, T}$ be the function defined above. If $m \geqq 0$ and $\alpha$ is a sufficiently small positive number, then there exists $\lfloor m / 4\rfloor+1$ different values $T_{j}$ so that $y_{m, T_{j}}(0)=\frac{1}{2}-\alpha$ and $y_{m-1, T_{j}}(0)<\frac{1}{2}-\alpha$ if $m \geqq 1$.

Proof. From Lemma 1 (i) and (iii) and the fact that $h_{m}(\infty)=0$ we see that the extreme point of $h_{2}$ must be a maximum. Then it is possible, using induction and (ii) in Lemma 1 to show that at all local maxima of $h_{m}(T)$ the value of the function is larger than $\frac{1}{2}$ and at all the minima smaller. Furthermore it follows from (i) and (iii) in Lemma 1 that $h_{m}$ has exactly $\lfloor m / 4\rfloor$ local maxima on $\mathbf{R}^{+}$(note that for some values of $m$ there is one at 0 ). But then the desired conclusion follows directly from (ii) in Lemma 1 since immediately to the right of each maximum there is a point where $h_{m}(T)=\frac{1}{2}-\alpha$ and $h_{m}^{\prime}(T)<0$.

If now $\theta_{\text {low }}=\frac{1}{2}-\alpha$ and $\theta_{\text {high }}=1-\theta_{\text {low }}, m \geqq 0$ and $T$ is such that $y_{m, T}(0)=\frac{1}{2}-\alpha$, then $\left(y_{m, T}, u_{T}\right)$ is a periodic strict solution of equation (1) if we can show that

$$
\begin{equation*}
\max _{s \in[0, T]} y_{m, T}(s)=y_{m, T}(T)>y_{m, T}(t), \quad t \in[0, T) . \tag{10}
\end{equation*}
$$

This is of course the case if $m=0$ and we will show that it is also true if $y_{m, T}(0)>$ $y_{m-1, T}(0)$. First we need a simple lemma.

Lemma 3. Let $m \geqq 0, T>0$ and let $y_{m, T}$ be as defined above. Then $y_{m, T}$ can have at most one local extreme point on the interval $(0, T)$.

Proof. We use induction to prove the stronger claim that there cannot be two extreme points in $(0, T)$ or one extreme point if the derivative is zero at 0 . It obviously holds for $m=0$. Assume that it also holds for $m=k-1$. We will show that it is true for $m=k$. Suppose that $y_{k, T}$ has at least two local extreme points in ( $0, T$ ). Since

$$
\begin{equation*}
y_{k, T}^{\prime}(t)=y_{k-1, T}(t)-y_{k, T}(t), \tag{11}
\end{equation*}
$$

and by symmetry

$$
y_{k-1, T}^{\prime}(0)=-y_{k-1, T}^{\prime}(T),
$$

this assumption implies that $y_{k-1, T}$ must have two extreme points in $(0, T)$ or one extreme point and vanishing derivative at zero. If $y_{k, T}$ has derivative equal to zero and one extreme point on $(0, T)$ then a similar argument shows that we again get a contradiction.

To complete the proof of the theorem we see that if (10) is not satisfied then either $y_{m, T}^{\prime}(0) \geqq 0$ which is impossible if $y_{m, T}(0)>y_{m-1, T}(0)$ by (11) or there are at least two local extreme points on the interval $(0, T)$. But this is impossible according to Lemma 3 and therefore the desired conclusion follows from Lemma 2.
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#### Abstract

The main result is a proof of the existence of solutions which are global in time for a differential equation arising in the theory of myelinated nerves. The equation differs from the usual reaction-diffusion equations occurring in nerve models in that the second derivative operator in the spatial direction is replaced at a sequence of discrete nodes by an operator defined as the jump in the first derivative in the spatial direction across the node. The nonlinear dynamics are assumed to be concentrated at the nodes. Local existence of solutions is obtained via semigroup theory; global bounds and hence global existence via energy or Lyapunov methods.
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1. Introduction. The study of mathematical models of nerve impulse conduction has proved to be a fruitful source of interesting problems in differential equations. The purpose of this article is to prove the global existence of solutions to one such model that arises from a consideration of the effects of myelination on conduction of impulses in a nerve axon. Myelinated nerves, which include many human nerve processes, are wrapped in periodic bands of fatty myelin tissue, which acts as an insulator in damping the dynamics of the nerve axon. The dynamics of the myelinated nerve occur primarily at the gaps (known as nodes of Ranvier) between the myelin bands. The model considered here is the myelinated analogue of the simplest model for conduction in a uniform axon, the so-called reduced FitzHugh-Nagumo equation

$$
\begin{align*}
& u_{t}=u_{x x}+f(u) \quad \text { on }(0, \infty) \times(0, \infty), \\
& u_{x}(0+, t)=I(t),  \tag{1.1}\\
& u(x, 0)=\phi(x)
\end{align*}
$$

where $u$ represents the potential across the axonal membrane, $I(t)$ a current stimulus at the end of the axon, $\phi(x)$ the initial state of the axon, and $f(u)$ describes the dynamics of the excitable membrane. The corresponding myelinated model, which we shall study in the present article, assumes nodes at integer values of $x$ and is given by

$$
\begin{align*}
& U_{t}=U_{x x}-g U, \quad x \in(0, \infty) \backslash \mathbb{Z}^{+}, \quad t>0 \\
& V_{t}^{j}=\llbracket U_{x} \rrbracket_{j}+f\left(V^{j}\right), \quad j \in \mathbb{Z}^{+}, \quad t>0, \\
& U_{x}(0+, t)=I(t),  \tag{1.2}\\
& \left.(U, V)\right|_{t=0}=\left(\phi_{0}, \psi_{0}\right)
\end{align*}
$$

where $V=\left(V^{j}\right)_{j=1}^{\infty}$ and $\llbracket F \rrbracket_{j}=F(j+)-F(j-)$. In (1.2), the myelin is assumed to have the effect of limiting the dynamics of the nerve to the nodes. A discussion of the modeling leading to (1.2) is given in [2]. References on (1.2) and on models related

[^62]to (1.2) are given in [2]. Another class of models for myelinated nerves is discussed in [6]. We shall impose the following conditions on $f$ :
\[

$$
\begin{equation*}
f(0)=0, \quad f \in C^{1}(\mathbb{R}) \quad \text { with } f^{\prime}(x) \leqq f_{0} \quad \text { on } \mathbb{R}, \tag{1.3}
\end{equation*}
$$

\]

and assume that $f$ can be extended to a function on $\mathbb{C}$ which, if viewed as a function of two real variables, is $C^{1}$. In the actual model, $f$ is often taken to be a cubic $f(u)=b u(a-u)(u-1), b>0, a \in(0,1)$.

For purposes of applications, the most interesting questions about (1.2) involve threshold phenomena and propagation of impulses; those questions for the pure initial value problem are discussed in [2] and for the initial boundary problem (1.2) in work in progress by Jonathan Bell and the author. However, it is not entirely satisfactory from a mathematical point of view to leave the question of existence of solutions open; thus the question of existence is discussed here. The main result is the existence theorem for (1.2) stated at the end of $\S 3$. To obtain a local existence result, we cast (1.2) in terms of the operator $A$ given by $A(u, v)=\left(-u_{x x}+u,\left(-\llbracket u_{x} \rrbracket_{j}+v^{j}\right)_{j=1}^{\infty}\right)$, where as in (1.2) $u$ is defined on $(0, \infty) \backslash \mathbb{Z}^{+}$and $v=\left(v^{j}\right)_{j=1}^{\infty}$, then show that when given the appropriate domain the operator $\boldsymbol{A}$ is such that abstract results from the theory of semilinear evolution equations can be applied to (1.2). The appropriate spaces on which to consider $A$ are slightly nonstandard; those spaces and the properties of $A$ are studied in § 2 . To obtain global existence in time, a priori bounds on solutions are needed; those bounds are obtained by a Lyapunov or energy method in §3. The analysis is somewhat similar to those done for various models of uniform (i.e., nonmyelinated) axons in [1], [3], [8]. The analysis can be extended to models more complicated than (1.2); for example it is clear from an examination of the proof that the scalar equation $V_{t}^{j}=\llbracket U_{x} \rrbracket_{j}+f\left(V^{j}\right)$ could be replaced by a vector equation of the form

$$
\vec{V}_{t}^{j}=\vec{P}_{0} \llbracket U_{x} \rrbracket_{j}+\vec{f}\left(\vec{V}^{j}, \vec{W}^{j}\right), \quad \vec{W}_{t}^{j}=\vec{h}\left(\vec{V}^{j}, \vec{W}^{j}\right)
$$

(where $\vec{P}_{0}$ is a constant vector with positive components) with only minor changes in the analysis under appropriate hypotheses on $\vec{f}$ and $\vec{h}$. Thus, we could replace the reduced Fitzhugh-Nagumo dynamics with Hodgkin-Huxley or other more complicated dynamics at each node. The mathematical novelty of (1.2) comes mainly from the existence of nodes at which $\partial^{2} / \partial x^{2}$ is replaced by $\llbracket \partial^{\circ} / \partial x \rrbracket$. Thus we limit our attention to (1.2) for the sake of brevity and simplicity; our methods are adequately illustrated by that simple case. In studying the operator $A$, we use some rather "soft" or nonconstructive methods. The author would be very interested in seeing an explicit construction of a Green's function for the linear problem $(u, v)_{t}+A(u, v)=(p, q),\left.(u, v)\right|_{t=0}=(\phi, \psi)$ with $(p, q),(\phi, \psi)$ given; such a construction appears to be computationally tricky. Another approach to (1.2) might be via some sort of method of lines; however, obtaining the appropriate estimates for the convergence of line methods also seems to be a delicate problem. Thus, although the methods used here are nonconstructive, they have the advantage of simplicity.
2. Linear theory. Our analysis will use some slightly unusual spaces, all consisting of pairs $(p, q)$ where $p$ is a complex valued function on $(0, \infty) \backslash \mathbb{Z}^{+}$and $q=\left(q^{j}\right)_{i=1}^{\infty}$ with $q^{j} \in \mathbb{C}$. Let $H=\left\{(p, q): p \in L^{2}\left[(0, \infty) \backslash \mathbb{Z}^{+}\right], q \in l^{2}\right\}$ with inner product

$$
\left\langle\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right)\right\rangle_{H}=\int_{(0, \infty) \backslash \mathbb{Z}^{+}} p_{1} \bar{p}_{2}+\sum_{j=1}^{\infty} q_{1}^{j} \bar{q}_{2}^{j} .
$$

The space $H$ is a complex Hilbert space and can be viewed as an $L^{2}$ space generated
by the appropriate measure. Let

$$
\begin{aligned}
& X=\left\{(p, q) \in H: p^{\prime}, p^{\prime \prime} \in L^{2}\left[(0, \infty) \backslash \mathbb{Z}^{+}\right], p^{\prime}\right. \text { absolutely } \\
& \left.\quad \text { continuous on }(j-1, j) \text { for } j \in \mathbb{Z}^{+},\left(\mathbb{(} p^{\prime} \rrbracket_{j}\right)_{j=1}^{\infty} \in l^{2}, \lim _{x \rightarrow j} p(x)=q^{j}, \text { and } p^{\prime}(0+)=0\right\} .
\end{aligned}
$$

It is a fairly straightforward exercise in the theory of functions of a real variable to show that $X$ is dense in $H$. Finally, let

$$
\begin{aligned}
Y=\{(p, q) \in & H: p^{\prime} \in L^{2}\left[(0, \infty) \backslash \mathbb{Z}^{+}\right], p \text { absolutely } \\
& \text { continuous on } \left.(0, \infty) \backslash \mathbb{Z}^{+}, \lim _{x \rightarrow j} p(x)=q^{j}\right\}
\end{aligned}
$$

with inner product

$$
\left\langle\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right)\right\rangle_{Y}=\int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(p_{1}^{\prime} \bar{p}_{2}^{\prime}+p_{1} \bar{p}_{2}\right)+\sum_{j=1}^{\infty} q_{1}^{j} \bar{q}_{2}^{j} .
$$

Clearly $X \subseteq Y \subseteq H$, with $\|(u, v)\|_{H} \leqq\|(u, v)\|_{Y}$ for $(u, v) \in Y$. Let $A$ be the operator defined by $A(p, q)=\left(-p^{\prime \prime}+p,-\llbracket p^{\prime} \rrbracket_{j}+q^{j}\right)_{j=1}^{\infty}$, with $\operatorname{dom} A=X$. We will show that $A$ generates an analytic semigroup; to see that, we will first show that $A$ has a bounded inverse so that $A$ is closed (since dom $A=X$ is dense in $H$ ), then calculate the numerical range to see that $A$ is $m$-sectorial so that $A$ generates a holomorphic semigroup. Inverting $A$ is equivalent to solving

$$
\begin{align*}
A(u, v)= & (p, q) \in H, \quad(u, v) \in X \\
& -u^{\prime \prime}+u=p \quad \text { on }(0, \infty) \backslash \mathbb{Z}^{+}, \\
& -\llbracket u^{\prime} \rrbracket_{j}+v^{j}=q^{j}, \quad j \in \mathbb{Z}^{+},  \tag{2.1}\\
& u^{\prime}(0+)=0
\end{align*}
$$

in $X$ with $\|(u, v)\|_{H} \leqq K\|(p, q)\|_{H}$ for some constant $K$. To solve (2.1) we first obtain a generalized solution in $Y$ and then show that such a solution must belong to $X$.

We define a generalized solution of (2.1) to be an element $(u, v) \in Y$ such that for any $(w, y) \in Y$,

$$
\begin{equation*}
\langle(w, y),(u, v)\rangle_{Y}=\langle(w, y),(p, q)\rangle_{H} . \tag{2.2}
\end{equation*}
$$

Since $\left|\langle(w, y),(p, q)\rangle_{H}\right| \leqq\|(w, y)\|_{H}\|(p, q)\|_{H} \leqq\|(w, y)\|_{Y}\|(p, q)\|_{H}$, the right side of (2.2) defines a bounded linear functional on $(w, y) \in Y$. By the Riesz representation theorem, there exists a unique $(u, v) \in Y$ such that (2.2) holds for any $(w, y) \in Y$. Thus, for any given $(p, q) \in Y$ we can define $B: H \rightarrow H$ by taking $B(p, q)$ to be the generalized solution to (2.2) corresponding to $(p, q)$. If $(u, v)=B(p, q) \in Y$, then by (2.2), $\|B(p, q)\|_{Y}^{2}=\left|\langle(u, v),(u, v)\rangle_{Y}\right|=\left|\langle(u, v),(p, q)\rangle_{H}\right| \leqq\|(u, v)\|_{Y}\|(p, q)\|_{H}=$ $\|B(f, g)\|_{Y}\|(p, q)\|_{H}$ so that $\|B(p, q)\|_{Y} \leqq\|(p, q)\|_{H}$. Hence $B: H \rightarrow Y \rightarrow H$ is bounded. It remains to show that $B$ maps $H$ into $X$ and that any solution ( $u, v$ ) to (2.2) in $X$ satisfies $A(u, v)=(p, q)$. Showing that $B$ maps $H$ to $X$ is essentially a matter of proving the regularity of generalized solutions to (2.1). Let $H^{k}[\Omega]$ denote the $L^{2}$-Sobolev space of functions with $k$ weak derivatives in $L^{2}[\Omega]$. If $(u, v) \in Y$ then $\left.u\right|_{(j-1, j)} \in H^{1}[(j-1, j)]$ for all $j \in \mathbb{Z}^{+}$. We may follow the analysis in [4, § I.15] to conclude that $\left.u\right|_{(a, b)} \in$ $H^{2}[(a, b)]$ for any $a, b$ with $j-1<a<b<j, j \in \mathbb{Z}^{+}$, provided we can show that if $(u, v) \in Y$ satisfies (2.2) for a given $(p, q) \in H$, there exists a constant $C$ such that for any $\phi \in C_{0}^{\infty}[(j-1, j)]$ we have

$$
\begin{equation*}
\left|\int_{(j-1, j)} \phi^{\prime} \bar{u}^{\prime}\right| \leqq C\|\phi\|_{L^{2}[(j-1, j)]} . \tag{2.3}
\end{equation*}
$$

(Inequality (2.3) is essentially inequality (15.6) in [4, § I.15]; the verification that the results in [4] carry over to our situation is routine and hence omitted.) Suppose that $(u, v) \in Y$ satisfies (2.2) and $\phi \in C_{0}^{\infty}[(j-1, j)]$ with supp $\phi \subseteq[a, b] \subseteq(j-1, j)$. If we extend $\phi$ to $(0, \infty) \backslash \mathbb{Z}^{+}$by taking $\phi \equiv 0$ outside $[a, b]$ and let $\psi=\left(\psi^{k}\right)_{k=1}^{\infty}$ with $\psi^{k}=0$ for all $k$, then $(\phi, \psi) \in Y$ and (2.2) yields

$$
\begin{equation*}
\int_{(j-1, j)} \phi^{\prime} \bar{u}^{\prime}=\int_{(j-1, j)} \phi(\bar{p}-\bar{u}) \tag{2.4}
\end{equation*}
$$

so that

$$
\begin{align*}
\left|\int_{(j-1, j)} \phi^{\prime} \bar{u}^{\prime}\right| & =\left|\int_{(j-1, j)} \phi(\bar{p}-\bar{u})\right| \\
& \leqq\left(\|(p, q)\|_{H}+\|B(p, q)\|_{H}\right)\|\phi\|_{L^{2}[(j-1, j)]} \tag{2.5}
\end{align*}
$$

which establishes (2.3) since $B: H \rightarrow H$ is bounded. Hence, $\left.u^{\prime \prime}\right|_{(a, b)} \in L^{2}[(a, b)]$ for any $[a, b] \subseteq(j-1, j)$, so by taking complex conjugates in (2.4) we have

$$
-\int_{(a, b)} u^{\prime \prime} \bar{\phi}=\overline{\int_{(a, b)} \phi^{\prime} \bar{u}^{\prime}}=\int_{(a, b)} \bar{\phi}(p-u)
$$

for any $\phi \in C_{0}^{\infty}[(a, b)]$. Since $C_{0}^{\infty}$ is dense in $L^{2}$, we have for any $h \in L^{2}[(a, b)]$

$$
\int_{(a, b)}\left(-u^{\prime \prime}\right) \bar{h}=\int_{(a, b)}(p-u) \bar{h} .
$$

Thus, any bounded linear functional acting on $L^{2}$ gives the same result for $-u^{\prime \prime}$ as for $p-u$, so $-u^{\prime \prime}=p-u$ or $-u^{\prime \prime}+u=p$ on $(a, b)$. Since $a$ and $b$ may be chosen arbitrarily as long as $j-1<a<b<j$, and $\left.(p-u)\right|_{(j-1, j)} \in L^{2}[(j-1, j)]$, we have $-u^{\prime \prime}=$ $p-u$ on $(j-1, j)$. Since $j \in \mathbb{Z}^{+}$was arbitrary, $-u^{\prime \prime}+u=p$ on $(0, \infty) \backslash \mathbb{Z}^{+}$and $u^{\prime \prime} \in$ $L^{2}\left[(0, \infty) \backslash \mathbb{Z}^{+}\right]$, which establishes the first equation in (2.1). Since $L^{2}[(j-1, j)] \subseteq$ $L^{1}[(j-1, j)]$ it follows that $u^{\prime}$ is absolutely continuous on $(j-1, j)$, and that $u^{\prime}(b)-$ $u^{\prime}(a)=\int_{(a, b)} u^{\prime \prime}$ for any $(a, b) \subseteq(j-1, j)$. Hence we may let $a \rightarrow j-1$ or $b \rightarrow j$ to see that $u^{\prime}(j-1+)$ and $u^{\prime}(j-)$ are well defined. Also, since $u$ and $u^{\prime \prime}$ belong to $L^{2}\left[(0, \infty) \backslash \mathbb{Z}^{+}\right]$, so does $u^{\prime}$. Since $(u, v) \in Y$ it remains only to verify the last two equations in (2.1). Given $j \in \mathbb{Z}^{+}$, define $\left(w_{j}, y_{j}\right) \in Y$ by $y_{j}^{k}=\delta_{j k}$ and $w_{j}^{\prime}=(1 / h)_{\chi_{(j-h, j)}}$ on $(j-h, j)$, $w_{j}^{\prime}=$ $-(1 / h) \chi_{(j, j+h)}$ on $(j, j+h)$, and $w_{j}^{\prime}=0$ otherwise, where $h>0$ is arbitrary; then $w_{j}=$ $(1 / h)(x-j+h)$ on $(j-h, j), w_{j}=-(1 / h)(x-j-h)$ on $(j, j+h)$, and $w_{j}=0$ otherwise. Clearly $\left(w_{j}, y_{j}\right) \in Y$, and (2.2) yields

$$
\begin{align*}
& (1 / h) \int_{(j-h, j)} u^{\prime}+(1 / h) \int_{(j-h, j)}(x-j+h) u-(1 / h) \int_{(j, j+h)} u^{\prime} \\
& \quad-(1 / h) \int_{(j, j+h)}(x-j-h) u+v^{j}  \tag{2.6}\\
& \quad=(1 / h) \int_{(j-h, j)}(x-j+h) p-(1 / h) \int_{(j, j+h)}(x-j-h) p+q^{j} .
\end{align*}
$$

Noting that $(1 / h) \int_{(j-h, j)} u^{\prime}=(1 / h)[u(j)-u(j-h)] \rightarrow u^{\prime}(j-)$ and $(1 / h) \int_{(j, j+h)} u^{\prime} \rightarrow$ $u^{\prime}(j+)$ as $h \rightarrow 0$, that $\left|(1 / h) \int_{(j-h, j)}(x-j+h) u\right| \leqq \int_{(j-h, j)}|u| \rightarrow 0$ as $h \rightarrow 0$ and similarly for the remaining integral terms in (2.6), we may let $h \rightarrow 0$ in (2.6) to obtain the equation $u^{\prime}(j-)-u^{\prime}(j+)+v^{j}=q^{j}$, which is equivalent to the second equation in (2.1), and implies that $\left(\llbracket u^{\prime} \rrbracket_{j}\right)_{j=1}^{\infty}=v^{j}-q^{j} \in l^{2}$.

The last equation in (2.1) follows as above by taking $w=(1 / h)(-x+h)$ on $(0, h)$, $0<h<1, w=0$ otherwise, $y^{k}=0$ for all $k$, using (2.1) and letting $h \rightarrow 0$.

We have shown that $B: H \rightarrow X \subseteq H$ so that $B(p, q)$ satisfies $A B(p, q)=(p, q)$ for any $(p, q) \in H$. Also, $B: H \rightarrow H$ is bounded and by our construction $B A(u, v)=(u, v)$ for $(u, v) \in X$. Since $B=A^{-1}$ is a bounded operator defined on all of $H$ and $X=\operatorname{dom} A$ is dense in $H$, it follows that $A$ is closed. (See the discussion in [7, § III.5.2].) We have thus proved the following:

Lemma 1. The operator $A$ defined by $A(u, v)=\left(-u^{\prime \prime}+u,\left(-\llbracket u^{\prime} \rrbracket_{j}+v^{j}\right)_{j=1}^{\infty}\right)$ with $\operatorname{dom} A=X$ is a closed operator from $X$ to $H$ with $A^{-1}: H \rightarrow H$ bounded.

To apply semigroup theory in our nonlinear problem, we will show that $A$ satisfies

$$
\begin{equation*}
\left\|(\lambda-A)^{-1}\right\| \leqq C /(1+|\lambda|) \quad \text { for } \operatorname{Re} \lambda \leqq 0 \tag{2.7}
\end{equation*}
$$

for some constants $C, \varepsilon>0$, where $\|\|$ denotes the operator norm on $\mathscr{B}(H)$. (In fact, (2.7) turns out to hold for $|\arg \lambda|>(\pi / 2)-\varepsilon$ for any $\varepsilon \in(0, \pi / 2)$, but we will not need that stronger result.) Let $\theta(A) \subseteq \mathbb{C}$ denote the numerical range of $A$; that is,

$$
\theta(A)=\left\{\langle A(u, v),(u, v)\rangle_{H}:(u, v) \in \operatorname{dom} A,\|(u, v)\|_{H}=1\right\} .
$$

Let $\Gamma$ denote the closure of $\theta(A)$, and let $\Delta=\mathbb{C} \backslash \Gamma$. We shall use the following lemma, which is essentially a special case of Theorem V.3.2 in [7] applied to $A$.

Lemma 2. Suppose that $A$ is closed and $\Delta$ is connected. For $\lambda \in \Delta, A-\lambda$ has nullity 0 and constant deficiency. If the deficiency is 0 , then $\Delta$ is contained in the resolvent set of $A$ and

$$
\begin{equation*}
\left\|(\lambda-A)^{-1}\right\| \leqq 1 / \operatorname{dist}(\lambda, \Gamma) \tag{2.8}
\end{equation*}
$$

where $\operatorname{dist}(\lambda, \Gamma)$ is the distance from $\lambda$ to $\Gamma$ in $\mathbb{C}$.
To apply Lemma 2 , we must calculate the numerical range of $A$. We have for $(u, v) \in X$ that

$$
\begin{aligned}
\langle A(u, v),(u, v)\rangle= & \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(u^{\prime \prime}+u\right) \bar{u}+\sum_{j=1}^{\infty}\left(-\llbracket u^{\prime} \rrbracket_{j}+v^{j}\right) \bar{v}^{j} \\
= & \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(\left|u^{\prime}\right|^{2}+|u|^{2}\right)+\sum_{j=1}^{\infty} u^{\prime}(j+) \bar{u}(j+) \\
& -\sum_{j=1}^{\infty} u^{\prime}(j-) \bar{u}(j-)-\sum_{j=1}^{\infty} \llbracket u^{\prime} \rrbracket_{j} \bar{v}^{j}+\sum_{j=1}^{\infty}\left|v^{j}\right|^{2} .
\end{aligned}
$$

Since $u(j+)=u(j-)=v^{j}$ for $(u, v) \in X$, the middle three terms on the right side of the second equation drop out, leaving

$$
\begin{aligned}
\langle A(u, v),(u, v)\rangle & =\int_{(0, \infty) \backslash \mathbb{Z}}\left(\left|u^{\prime}\right|^{2}+|u|^{2}\right)+\sum_{j=1}^{\infty}\left|v^{j}\right|^{2} \\
& =\|(u, v)\|_{Y}^{2} \geqq\|(u, v)\|_{H}^{2} .
\end{aligned}
$$

Since $\|(u, v)\|_{H}=1$ in the definition of $\theta(A)$, we have $\theta(A) \subseteq[1, \infty)$ and $\Gamma \subseteq[1, \infty)$. Hence $\Delta=\mathbb{C} \backslash \Gamma$ is connected, and since $A^{-1} \in \mathscr{B}(H), A$ has deficiency zero on $\Delta$. Thus Lemma 2 applies, and (2.7) follows immediately from (2.8) and some elementary geometry.
3. Existence. To solve (1.2) we recast it in terms of the operator $A$ defined in § 2 and apply a result from the theory of abstract evolution equations. First, we rewrite
(1.2) as a pure initial value problem. Let $\sigma(x) \in C_{0}^{\infty}\left[[0, \infty) \backslash \mathbb{Z}^{+}\right]$be such that $\sigma^{\prime}(0+)=-1$ and supp $\sigma \subseteq[0,1 / 2)$. Let $u=U+\sigma(x) I(t)$ and $v=V$; then $(u, v)$ satisfies

$$
\begin{align*}
& u_{t}-u_{x x}+u=(1-g) u+\left(g \sigma-\sigma_{x x}\right) I+\sigma I_{t}, \\
& v_{t}^{j}-\llbracket u_{x} \rrbracket_{j}+v^{j}=v^{j}+f\left(v^{j}\right), \\
& \left.(u, v)\right|_{t=0}=(\phi, \psi) \equiv\left(\phi_{0}+\sigma(x) I(0), \psi_{0}\right),  \tag{3.1}\\
& u_{x}(0+)=0
\end{align*}
$$

Letting $h(x, t)=\left(g \sigma-\sigma_{x x}\right) I+\sigma I_{t}$, we may rewrite (3.1) as

$$
\begin{align*}
& \frac{d}{d t}(u, v)+A(u, v)=F(t,(u, v)) \\
& \left.(u, v)\right|_{t=0}=(\phi, \psi) \tag{3.2}
\end{align*}
$$

where $F(t,(u, v))=\left((1-g) u+h,\left(v^{j}+f\left(v^{j}\right)\right)_{j=1}^{\infty}\right)$. We will want $(\phi, \psi) \in \operatorname{dom} A=X$; also, we will want to differentiate (3.2) with respect to $t$, so we require

$$
\begin{equation*}
\left(\phi_{0}, \psi_{0}\right) \in X, \quad \phi_{0}^{\prime}(0+)=I(0), \quad I(t) \in C^{3}[[0, \infty)] . \tag{3.3}
\end{equation*}
$$

To solve (3.2) we use a form of a result due independently to Sobolevski and Tanabe (see [4, § II.16] and [5]); the present formulation is taken from [3, Thm. 1].

Lemma 3. Let A be a closed linear operator on a Banach space E such that (2.7) holds. Suppose that $F(t, p)$ is a function on $\left[0, T_{0}\right) \times E$ such that for some constants $\alpha, \eta \in(0,1)$ and for any $R>0$ there exists a constant $C(R)$ for which

$$
\begin{equation*}
\left\|F\left(t_{1}, A^{-\alpha} p_{1}\right)-F\left(t_{2}, A^{-\alpha} p_{2}\right)\right\|_{E} \leqq C(R)\left[\left|t_{1}-t_{2}\right|^{\eta}+\left\|p_{1}-p_{2}\right\|_{E}\right] \tag{3.4}
\end{equation*}
$$

for all $t_{1}, t_{2} \in\left[0, T_{0}\right], p_{1}, p_{2} \in E$ with $\left\|p_{1}\right\|_{E},\left\|p_{2}\right\|_{E}<R$. Then for any $p_{0} \in \operatorname{dom} A$ and each $R>\left\|A^{\sigma} p_{0}\right\|_{E}$, there exists $a t^{*}=t^{*}\left(R,\left\|A^{\alpha} p_{0}\right\|_{E}\right)>0$ such that the problem

$$
\begin{equation*}
\frac{d p}{d t}+A p=F(t, p), \quad p(0)=p_{0} \tag{3.5}
\end{equation*}
$$

has a unique solution in $\left[0, t^{*}\right]$. Furthermore, if there exists a constant $R^{\prime}>0$ such that for any solution $p$ of (3.5) in $\left[0, T_{1}\right], T_{1} \leqq T_{0}$, we have $\|A p\|_{E}<R^{\prime}$, then we may choose $R>R^{\prime}$ and thus apply the local existence assertion of this lemma on $\left[0, t^{*}\right],\left[t^{*}, 2 t^{*}\right]$, and so on until $\left[0, T_{0}\right]$ is exhausted.

Since the operator $A$ in (3.2) was already shown to be closed and to satisfy (2.7), we need only establish (3.4) for the function $F$ in (3.2) to conclude the local existence of solutions to (1.2). Let $\left(w_{k}, y_{k}\right)=A^{-\alpha}\left(u_{k}, v_{k}\right)$ for $k=1,2$. If $\left\|\left(u_{k}, v_{k}\right)\right\|_{H}<R$ for $k=1,2,\left|y_{k}^{j}\right| \leqq\left\|y_{k}\right\|_{l^{2}} \leqq\left\|\left(w_{k}, y_{k}\right)\right\|_{H} \leqq\left\|A^{-\alpha}\right\| R$, so

$$
\begin{align*}
\left\|\left(f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)\right)_{j=1}^{\infty}\right\|_{I^{2}} & \leqq \sup _{|y|<\left\|A^{-\alpha}\right\|_{R}}\left|f^{\prime}(y)\right|\left\|y_{1}-y_{2}\right\|_{l^{2}} \\
& \leqq C_{0}(R) \|\left(w_{1}-w_{2}, y_{1}-y_{2} \|_{H}\right.  \tag{3.6}\\
& \leqq C_{0}(R)\left\|A^{-\alpha}\right\|\left\|\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right)\right\|_{H} .
\end{align*}
$$

We have

$$
\begin{align*}
\| F\left(t_{1},\right. & \left.A^{-\alpha}\left(u_{1}, v_{1}\right)\right)-F\left(t_{2}, A^{-\alpha}\left(u_{2}, v_{2}\right)\right) \|_{H} \\
= & \left\|F\left(t_{1},\left(w_{1}, y_{1}\right)\right)-F\left(t_{2},\left(w_{2}, y_{2}\right)\right)\right\|_{H} \\
= & \left\|\left((1-g)\left(w_{1}-w_{2}\right)+h\left(t_{1}\right)-h\left(t_{2}\right),\left(y_{1}^{j}-y_{2}^{j}+f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)\right)_{j=1}^{\infty}\right)\right\|_{H}  \tag{3.7}\\
\leqq & |1-g|\left\|\left(w_{1}-w_{2}, 0\right)\right\|_{H}+\|\left(h\left(t_{1}\right)-h\left(t_{2}\right), 0 \|_{H}\right. \\
& +\left\|\left(0,\left(y_{1}^{j}-y_{2}^{j}+f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)\right)_{j=1}^{\infty}\right)\right\|_{H} .
\end{align*}
$$

Since $\|(w, 0)\|_{H} \leqq\|(w, y)\|_{H},\|(0, y)\|_{H} \leqq\|(w, y)\|_{H}$ and $\|(0, y)\|_{H}=\left\|\left(y^{j}\right)_{j=1}^{\infty}\right\|_{I^{2}}$, it follows from (3.6) and (3.7) that

$$
\begin{align*}
&\left\|F\left(t_{1}, A^{-\alpha}\left(u_{1}, v_{1}\right)\right)-F\left(t_{2}, A^{-\alpha}\left(u_{2}, v_{2}\right)\right)\right\|_{H} \leqq\left\|\left(h\left(t_{1}\right)-h\left(t_{2}\right), 0\right)\right\|_{H} \\
&+\left(|1+g|+C_{0}(R)\right)\left\|A^{-\alpha}\right\|\left\|\left(u_{1}, y_{1}\right)-\left(u_{2}, y_{2}\right)\right\|_{H} . \tag{3.8}
\end{align*}
$$

Since $\sigma \in C_{0}^{\infty}\left([0, \infty) \mathbb{Z}^{+}\right)$with supp $\sigma \in[0,1 / 2]$ and $I(t) \in C^{3}([0, \infty))$, (3.4) follows from (3.8) with $\eta \in(0,1)$ arbitrary. Thus, the local existence of solutions to (1.2) is established.

To obtain global existence we must bound $\|A(u, v)\|_{H}$ for any solution to (3.2). Since only the situation with $(\phi, \psi)$ real valued is of physical interest, we shall assume that to be the case, so that $(u, v)$ is real valued also. To bound $\|A(u, v)\|_{H}$ it is sufficient to bound $\|(u, v)\|_{H},\|(h, 0)\|_{H}$ and $\left\|\left(u_{t}, v_{t}\right)\right\|_{H}$, since if $\|(u, v)\|_{H} \leqq M$ then $\left|v^{j}\right| \leqq M$ so by (1.2) $\left|f\left(v^{j}\right)\right| \leqq \sup _{|y|<M}\left|f^{\prime}(y)\right|\left|v^{j}\right|$ and thus $\|\left(0,\left(f\left(v^{j}\right)\right)_{j=1}^{\infty} \|_{H} \leqq\right.$ $\sup _{|y|<M}\left|f^{\prime}(y)\right|\|(0, v)\|_{H}$. Because we assume the initial data $(\phi, \psi) \in \operatorname{dom} A$, the proof of Lemma 3 and the smothness of $F$ imply the existence of continuous first and second time derivatives in $H$ for any solution ( $u, v$ ) of (3.2); see the discussion following Theorem 2 in [5]. We obtain the necessary bounds via a Lyapunov or energy functional; the method is similar to those used in [1], [3], [8]. Let

$$
\begin{aligned}
E(t) & =\frac{1}{2}\left(\|(u, v)\|_{H}^{2}+\left\|(u, v)_{t}\right\|_{H}^{2}\right) \\
& =\frac{1}{2} \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left[u^{2}+u_{t}^{2}\right]+\frac{1}{2} \sum_{j=1}^{\infty}\left[\left(v_{t}^{j}\right)^{2}+\left(v^{j}\right)^{2}\right] .
\end{aligned}
$$

We have

$$
\begin{align*}
E^{\prime}(t)= & \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(u u_{t}+u_{t} u_{t t}\right)+\sum_{j=1}^{\infty} v_{t}^{j} v_{t t}^{j}+v^{j} v_{t}^{j} \\
= & \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left[u\left(u_{x x}-g u+h\right)+u_{t}\left(u_{x x t}-g u_{t}+h_{t}\right)\right] \\
& \quad+\sum_{j=1}^{\infty}\left[v_{t}^{j} \llbracket u_{x t} \rrbracket_{j}+f^{\prime}\left(v^{j}\right)\left(v_{t}^{j}\right)^{2}+v^{j} \llbracket u_{x} \rrbracket_{j}+f\left(v^{j}\right) v^{j}\right]  \tag{3.9}\\
= & -\int_{(0, \infty) \backslash \mathbb{Z}}\left[u_{x}^{2}+g u^{2}+u_{x t}^{2}+g u_{t}^{2}\right] \\
& +\int_{(0, \infty) \backslash \mathbb{Z}}\left[h u+h_{t} u_{t}\right]+\sum_{j=1}^{\infty} f^{\prime}\left(v^{j}\right)\left(v_{t}^{j}\right)^{2}+f\left(v^{j}\right) v^{j}
\end{align*}
$$

where we have used the fact that $(u, v),(u, v)_{t} \in X$, so that $u(j+, t)=u(j-, t)=v^{j}(t)$ and $u_{t}(j+, t)=u_{t}(j-, t)=v_{t}^{j}(t)$ as in the computation of the numerical range of $A$ following Lemma 2. Using Cauchy's inequality and (1.2) we have from (3.9)

$$
\begin{align*}
E^{\prime}(t) \leqq- & \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(u_{x}^{2}+u_{x t}^{2}\right)+[(1 / 2)-g] \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(u^{2}+u_{t}^{2}\right)  \tag{3.10}\\
& \left.+(1 / 2) \int_{(0, \infty) \backslash \mathbb{Z}^{+}}\left(h^{2}+h_{t}^{2}\right)+f_{0} \sum_{j=1}^{\infty}\left(v^{j}\right)^{2}+\left(v_{t}^{j}\right)^{2}\right] .
\end{align*}
$$

From (3.10) and the properties of $h$, it follows immediately that $E^{\prime}(t) \leqq K_{1}+K_{2} E(t)$ for some constants $K_{1}, K_{2}$ that do not depend on ( $u, v$ ), as long as $(u, v)$ exists. We
already have the existence of a local solution to (3.2); so choose $\varepsilon>0$ such that a solution to (3.2) exists on [ $0, T_{2}$ ) for some $T_{2}>\varepsilon$. We can now apply Lemma 3 again with initial data $(u(\varepsilon), v(\varepsilon)) \in X$. By our differential inequality for $E$, we have $E(t) \leqq$ $K_{3}(t)+E(\varepsilon) e^{K_{2} t}$ with $K_{3}(t)$ bounded on any fixed interval in $t$. By our assumptions on $\sigma$ and $I,\|(h, 0)\|_{H}$ is bounded on any fixed interval $\left[0, T_{1}\right]$. Since $2 E(t)$ bounds $\|(u, v)\|_{H}$ and $\mid(u, v)_{t} \|_{H}$, we have as noted above that $\|A(u, v)\|_{H}$ is bounded on any subinterval of $\left[\varepsilon, T_{0}\right]$ for which the solution exists; the bound depends only on $K_{2}, K_{3}$, and $E(\varepsilon)$. Hence we have the necessary bound for global existence of solutions on [ $\varepsilon, T_{0}$ ] and hence on $\left[0, T_{0}\right]$ by Lemma 3. Since $T_{0}>0$ was arbitrary, our solution must exist for all $t>0$. We have thus proved the following.

Theorem. If $\left(\phi_{0}, \psi_{0}\right) \in X$ and conditions (1.2), (3.3) hold, then the problem (1.2) has a unique solution $(U, V)$ for all $t>0$.
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# THE BLOW-UP TIME FOR SOLUTIONS OF NONLINEAR HEAT EQUATIONS WITH SMALL DIFFUSION* 
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#### Abstract

Consider a nonlinear heat equation $u_{t}-\varepsilon \Delta u=f(u)$ in a cylinder $\{x \in \Omega, t>0\}$, with $u$ vanishing on the lateral boundary and $u=\phi_{\varepsilon}(x)$ initially ( $\phi_{\varepsilon} \geqq 0$ ). Denote by $T_{\varepsilon}$ the blow-up time for the solution. Asymptotic estimates are obtained for $T_{\varepsilon}$ as $\varepsilon \rightarrow 0$.
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Introduction. Consider the system

$$
\begin{align*}
& u_{t}-\varepsilon \Delta u=f(u) \quad(x \in \Omega, t>0),  \tag{0.1}\\
& u(x, t)=0 \quad(x \in \partial \Omega, t>0)  \tag{0.2}\\
& u(x, 0)=\phi(x) \quad(x \in \Omega) \tag{0.3}
\end{align*}
$$

where $\phi(x)$ is continuous and nonnegative, $f(s)$ is positive and increasing for $s \geqq 0$, and $1 / f$ is integrable. Denote by $T_{\varepsilon}$ the time when the solution blows up. Denote by $T_{0}$ the time when the solution of

$$
\begin{align*}
& v^{\prime}(t)=f(v(t)) \quad(t>0),  \tag{0.4}\\
& v(0)=\phi\left(x_{0}\right) \tag{0.5}
\end{align*}
$$

blows up, where $\phi\left(x_{0}\right)=\max _{x \in \bar{\Omega}} \phi(x)$. We are interested in estimating $T_{\varepsilon}$ as $\varepsilon \rightarrow 0$. If $\Delta \phi\left(x_{0}\right)<0$ then we prove that

$$
\begin{equation*}
c \varepsilon<T_{\varepsilon}-T_{0}<C \varepsilon \tag{0.6}
\end{equation*}
$$

where $c, C$ are positive constants. More generally, if

$$
\phi(x) \sim \phi\left(x_{0}\right)-c_{0}\left|x-x_{0}\right|^{2 \alpha} \quad \text { as } x \rightarrow x_{0}
$$

for some positive numbers $c_{0}$ and $\alpha$, then

$$
\begin{equation*}
c \varepsilon^{\alpha}<T_{\varepsilon}-T_{0}<C \varepsilon^{\alpha} . \tag{0.7}
\end{equation*}
$$

The forms of the constants $c, C$ in (0.6), (0.7) will be given quite explicitly.
We also consider the case where $\phi(x)$ varies with $\varepsilon$. Suppose

$$
\phi_{\varepsilon}(x)= \begin{cases}\phi_{0}(x)+\Phi\left(\frac{x}{\varepsilon^{\beta}}\right) & \text { if } \frac{x}{\varepsilon^{\beta}} \in B_{1}, \\ \phi_{0}(x) & \text { if } \frac{x}{\varepsilon^{\beta}} \notin B_{1}\end{cases}
$$

where $B_{1}=\{y ;|y|<1\}, \Phi(y) \geqq 0, \Phi(y)=0$ if $y \in \partial B_{1}, \Phi \in C^{0}\left(\bar{B}_{1}\right)$, and let

$$
\phi_{0}(0)=\max _{\Omega} \phi, \quad \Phi(0)=\max _{B_{1}} \Phi .
$$

[^63]Denote by $T^{*}$ and $T_{*}$ the blow-up times for the solutions of (0.4), (0.5) corresponding to $\phi_{0}(0)$ and $\phi_{0}(0)+\Phi(0)$. Then if $\beta \neq \frac{1}{2}, T_{\varepsilon} \rightarrow T_{0}$ as $\varepsilon \rightarrow 0$, where

$$
\begin{equation*}
T_{0}=T_{*} \quad \text { if } \beta<\frac{1}{2}, \quad T_{0}=T^{*} \quad \text { if } \beta>\frac{1}{2} ; \tag{0.8a}
\end{equation*}
$$

also

$$
\begin{equation*}
T_{*}<\varliminf_{\varepsilon \rightarrow 0} T_{\varepsilon} \leqq \varlimsup_{\varepsilon \rightarrow 0} T_{\varepsilon}<T^{*} \quad \text { if } \beta=\frac{1}{2} \tag{0.8b}
\end{equation*}
$$

Notice that if $\phi_{0}(0)<\max _{\Omega} \phi_{0}$ then the asymptotic behavior of $T_{\varepsilon}$ does not depend on $\Phi$.

The assertion ( 0.6 ) is proved in $\S 1,(0.7)$ is proved in $\S 2$ and $(0.8)$ is proved in $\S 3$.
We finally mention that recent literature on blow-up of solutions of nonlinear heat equations can be found in [1]-[5] and in the references given there.

1. The estimate (0.6). Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ whose boundary $\partial \Omega$ is locally a Lipschitz graph. For any $s>0$ set

$$
\Omega_{s}=\Omega \times\{0<t<s\}, \quad \partial \Omega_{s}=\partial \Omega \times\{0<t<s\}
$$

and consider the parabolic problem

$$
\begin{gather*}
L_{\varepsilon} u_{\varepsilon} \equiv \frac{\partial u_{\varepsilon}}{\partial t}-\varepsilon \Delta u_{\varepsilon}-f\left(u_{\varepsilon}\right)=0 \quad \text { in } \Omega_{\infty},  \tag{1.1}\\
u_{\varepsilon}=0 \quad \text { on } \partial \Omega_{\infty},  \tag{1.2}\\
u_{\varepsilon}(x, 0)=\phi(x) \text { for } x \in \Omega \tag{1.3}
\end{gather*}
$$

where

$$
\begin{gather*}
\phi \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega}), \quad \phi(x) \geqq 0,  \tag{1.4}\\
\phi=0 \quad \text { on } \partial \Omega
\end{gather*}
$$

and $f(s)$ satisfies

$$
\begin{gather*}
f(s)>0, \quad f^{\prime}(s)>0, \quad f^{\prime \prime}(s) \geqq 0 \quad \text { if } s \geqq 0,  \tag{1.5}\\
\int^{\infty} \frac{d s}{f(s)}<\infty ;
\end{gather*}
$$

at the end of $\S 3$ we shall extend all the results to the case where $f(0)=0$.
It is easily seen that there exists a unique function $\zeta(s)$ and a positive number $s_{0}$ such that

$$
\begin{align*}
& \frac{d \zeta}{d s}=-f(\zeta) \quad \text { if } 0<s<s_{0} \\
& \zeta(s) \rightarrow \infty \quad \text { if } s \rightarrow 0, \quad \zeta\left(s_{0}-0\right)=0 \tag{1.6}
\end{align*}
$$

Clearly

$$
\begin{equation*}
\zeta^{\prime}<0, \quad \zeta^{\prime \prime}<0 . \tag{1.7}
\end{equation*}
$$

The inverse function $\zeta^{-1}$ satisfies

$$
\begin{equation*}
\left(\zeta^{-1}\right)^{\prime}(s)=-\frac{1}{f(s)} \tag{1.8}
\end{equation*}
$$

The most interesting examples for $f$ are

$$
\begin{equation*}
f(s)=e^{s}, \text { and then } \zeta(s)=-\log s, \zeta^{-1}(s)=e^{-s} \tag{1.9}
\end{equation*}
$$

$$
\begin{equation*}
f(s)=(s+\lambda)^{p}(\lambda>0, p>1), \text { and then } \tag{1.10}
\end{equation*}
$$

$$
\zeta(s)=\alpha s^{-1 /(p-1)}-\lambda, \zeta^{-1}(s)=\frac{1}{p-1}(s+\lambda)^{1-p} \quad\left(\alpha=(p-1)^{-1 /(p-1)}\right) ;
$$

the case $\lambda=0$ is considered at the end of $\S 3$.
For any $\bar{x} \in \Omega$ consider

$$
\frac{d v}{d t}=f(v) \quad \text { for } t>0, \quad v(0)=\phi(\bar{x})
$$

and denote the solution by $u_{\bar{x}}(t)$. The solution must blow up in finite time $T_{\bar{x}}$ and

$$
\begin{equation*}
u_{\bar{x}}(t)=\zeta\left(T_{\bar{x}}-t\right) . \tag{1.11}
\end{equation*}
$$

Taking $t=0$ we get $\phi(\bar{x})=\zeta\left(T_{\bar{x}}\right)$, or

$$
\begin{equation*}
T_{\bar{x}}=\zeta^{-1}(\phi(\bar{x})) . \tag{1.12}
\end{equation*}
$$

Notation. We denote $T_{\bar{x}}$ by $T(\phi(\bar{x}))$, and we denote the blow-up time for the solution $u_{\varepsilon}$ of (1.1)-(1.3) by $T_{\varepsilon}$.

Theorem 1.1. Let $\phi\left(x_{0}\right)=\max _{x \in \Omega} \phi(x), x_{0} \in \Omega$, Then

$$
\begin{equation*}
T_{\varepsilon} \geqq T\left(\phi\left(x_{0}\right)\right) . \tag{1.13}
\end{equation*}
$$

Proof. The function $v(t)=u_{x_{0}}(t)$ satisfies

$$
v_{t}-\Delta v=f(v) \quad \text { in } \Omega_{T_{x_{0}}},
$$

and $v \geqq u_{\varepsilon}$ on the parabolic boundary. Hence, by comparison, $v>u_{\varepsilon}$ in $\Omega_{T_{x_{0}}}$. Since $u_{\varepsilon} \geqq 0$ it follows that $u_{\varepsilon}$ cannot blow up in time smaller than $T_{x_{0}}$.

In the sequel we shall obtain a much more refined estimate than (1.13).
Theorem 1.2. Let $x_{0}$ be any point in $\Omega$ such that $\phi\left(x_{0}\right)=\max _{x \in \Omega} \phi(x)$. Then

$$
\begin{equation*}
T_{\varepsilon} \leqq T\left(\phi\left(x_{0}\right)\right)+\varepsilon T\left(\phi\left(x_{0}\right)\right) \frac{\left|\Delta \phi\left(x_{0}\right)\right|}{f\left(\phi\left(x_{0}\right)\right)}+o(\varepsilon) \tag{1.14}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.
Proof. We shall construct a subsolution of the form

$$
w(x, t)=\zeta(V(x, t)-t) .
$$

Using (1.6) and the fact that $\zeta^{\prime \prime}>0$, we have

$$
\begin{aligned}
w_{t}-\varepsilon \Delta w-f(w) & =\zeta^{\prime}(V-t)\left(V_{t}-1-\varepsilon \Delta V\right)-\varepsilon \zeta^{\prime \prime}(V-t)|\nabla V|^{2}-f(\zeta(V-t)) \\
& \leqq-f(\zeta(V-t))\left(V_{t}-\varepsilon \Delta V\right) .
\end{aligned}
$$

Taking

$$
V(x, t)=U(x, \varepsilon t)
$$

where $U(x, \tau)$ satisfies

$$
U_{\tau}=\Delta U
$$

we conclude that $w$ is a subsolution.

We choose the initial and boundary conditions for $U$ such that

$$
\begin{align*}
& U(x, 0)=\zeta^{-1}(\phi(x)) \quad \text { if } x \in \Omega,  \tag{1.15}\\
& U(x, \tau)=\frac{\tau}{\varepsilon}+s_{0} \quad \text { if } x \in \partial \Omega, \quad 0<\tau<C \varepsilon
\end{align*}
$$

where $C$ is a positive constant. Then

$$
\begin{aligned}
& \zeta(U(x, 0))=\phi(x)=u_{\varepsilon}(x, 0) \quad \text { if } x \in \Omega \\
& \zeta\left(U(x, \tau)-\frac{\tau}{\varepsilon}\right)=0 \quad \text { if } x \in \partial \Omega, \quad 0<\tau<C \varepsilon
\end{aligned}
$$

so that $w=u_{\varepsilon}$ on the parabolic boundary of $\Omega_{C}$. The maximum principle then gives

$$
\begin{equation*}
u_{\varepsilon}(x, t) \geqq \zeta(U(x, \varepsilon t)-t) \quad \text { if } t<C . \tag{1.16}
\end{equation*}
$$

Notice that the boundary values of $U$ are bounded, i.e.,

$$
0 \leqq U(x, \tau) \leqq C+s_{0} \quad \text { if } x \in \partial \Omega, \quad \tau \leqq C \varepsilon .
$$

Hence we can write

$$
\begin{equation*}
U\left(x_{0}, \varepsilon t\right)=U\left(x_{0}, 0\right)+\varepsilon t U_{\tau}\left(x_{0}, 0\right)+o(\varepsilon) \tag{1.17}
\end{equation*}
$$

where $o(\varepsilon) / \varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly in $t$ if $0<t<C$.
The function $w$ blows up at time $\leqq \tilde{t}$ where $\tilde{t}$ satisfies

$$
U\left(x_{0}, \varepsilon \tilde{t}\right)-\tilde{t}=0
$$

Choosing $C>U\left(x_{0}, 0\right)+1$ we see, upon recalling (1.17), that $\tilde{t}$ is determined by

$$
\tilde{t}\left(1-\varepsilon U_{\tau}\left(x_{0}, 0\right)\right)=U\left(x_{0}, 0\right)+o(\varepsilon)
$$

or, since $U_{\tau}=\Delta U$,

$$
\tilde{t}=U\left(x_{0}, 0\right)+\varepsilon U\left(x_{0}, 0\right) \Delta U\left(x_{0}, 0\right)+o(\varepsilon) .
$$

In view of (1.16) we also have $T_{\varepsilon} \leqq \tilde{t}$, and recalling (1.15), (1.12) and the fact that

$$
\Delta \zeta^{-1}(\phi(x))=-\frac{\Delta \phi(x)}{f(\phi(x))} \quad \text { at } x=x_{0}
$$

(by (1.18) and $\nabla \phi\left(x_{0}\right)=0$ ), the assertion (1.14) follows.
Theorem 1.3. Let $\phi$ achieve its maximum at the unique point $x_{0} \in \Omega$ and suppose that $\Delta \phi\left(x_{0}\right)<0$. Then

$$
\begin{equation*}
T_{\varepsilon} \geqq T(\phi(x))+\varepsilon \gamma\left(\phi\left(x_{0}\right)\right)\left|\Delta \phi\left(x_{0}\right)\right|+o(\varepsilon) \tag{1.18}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, where $\gamma\left(\phi\left(x_{0}\right)\right)$ is defined by

$$
\begin{equation*}
\gamma\left(\phi\left(x_{0}\right)\right)=\max _{0<\lambda<\zeta^{-1}\left(\phi\left(x_{0}\right)\right.} \lambda / f\left(\zeta\left(\zeta^{-1}\left(\phi\left(x_{0}\right)\right)-\lambda\right)\right) . \tag{1.19}
\end{equation*}
$$

Remark 1.1. In case (1.9), the combined estimates (1.14) and (1.18) become

$$
\begin{equation*}
\frac{1}{4} \varepsilon e^{-2 \phi\left(x_{0}\right)}\left|\Delta \phi\left(x_{0}\right)\right|+o(\varepsilon) \leqq T_{\varepsilon} \leqq \varepsilon e^{-2 \phi\left(x_{0}\right)}\left|\Delta \phi\left(x_{0}\right)\right|+o(\varepsilon) . \tag{1.20}
\end{equation*}
$$

Proof. Taking $x_{0}=0$ we first construct a supersolution of the form

$$
w=\zeta\left(\zeta^{-1}(\phi(0))-t\right)+W(x, t), \quad 0<t<C
$$

where $C \in(0, T(\phi(0)))$ is to be chosen,

$$
W(x, t)=Z(x, \varepsilon t)
$$

and $Z(x, \tau)$ satisfies

$$
\begin{aligned}
& Z_{\tau}=\Delta Z \quad \text { if } x \in \Omega, \quad 0<\tau<C \varepsilon \\
& Z(x, 0)=\phi(x)-\phi(0) \quad \text { if } x \in \Omega \\
& Z(x, \tau)=\phi(x)-\phi(0) \quad \text { if } x \in \partial \Omega, \quad 0<\tau<C \varepsilon
\end{aligned}
$$

Clearly $Z \leqq 0$, whence

$$
\begin{aligned}
L_{\varepsilon} w & =w_{t}-\varepsilon \Delta w-f(w) \\
& =f\left(\zeta\left(\zeta^{-1}(\phi(0))-t\right)\right)+W_{t}-\varepsilon \Delta W-f(w) \\
& =f\left(\zeta\left(\zeta^{-1}(\phi(0))-t\right)\right)-f\left(\zeta\left(\zeta^{-1}(\phi(0))-t\right)+W\right) \geqq 0 .
\end{aligned}
$$

Also

$$
w(x, 0)=\phi(0)+(\phi(x)-\phi(0))=u_{\varepsilon}(x) \quad \text { if } x \in \Omega
$$

and

$$
w(x, t)=\zeta\left(\zeta^{-1}(\phi(0))-t\right)+\phi(x)=\phi(0) \geqq 0 \quad \text { if } x \in \partial \Omega,
$$

since $\zeta\left(\zeta^{-1}(\phi(0))-t\right) \geqq \phi(0)$ and $\phi(x)=0$ for $x \in \partial \Omega$.
It follows that

$$
\begin{equation*}
u_{\varepsilon} \leqq w \quad \text { if } x \in \Omega, \quad 0<t<C . \tag{1.21}
\end{equation*}
$$

We now choose $\mu$ arbitrarily small and $\eta$ small enough depending on $\mu$ so that

$$
-\Delta \phi(x)>-\Delta \phi(0)-\mu \quad \text { if }|x|<\eta .
$$

Then

$$
Z \leqq(\Delta \phi(0)+\mu) \tau+o(\tau) \quad \text { as } \tau \rightarrow 0 \quad \text { for }|x|<\eta,
$$

while $Z \leqq 0$ if $|x| \geqq \eta$. It follows that, for $\varepsilon \rightarrow 0$,

$$
\begin{aligned}
u_{\varepsilon}(x, c) & \leqq w(x, C)=\zeta\left(\zeta^{-1}(\phi(0))-C\right)+W(x, C) \\
& \leqq \zeta\left(\zeta^{-1}(\phi(0))-C\right)+(\Delta \phi(0)+\mu) C+o(\varepsilon)
\end{aligned}
$$

Denote by $\tilde{u}(x, t)$ the solution of (1.1), (1.2) for $t>C$ with $\tilde{u}(x, C)=w(x, C)$ and denote by $\tilde{T}$ the blow-up time for $\tilde{u}$. From a comparison of the form (1.13),

$$
\begin{aligned}
T_{\varepsilon} & \geqq \tilde{T} \geqq C+\zeta^{-1}\left\{\max _{\Omega} u_{\varepsilon}(\cdot, C)\right\} \\
& \geqq C+\zeta^{-1}\left\{\zeta\left(\zeta^{-1}(\phi(0))-C+(\Delta \phi(0)+\mu) \varepsilon C+o(\varepsilon)\right\}\right. \\
& \left.=C+\left(\zeta^{-1}(\phi(0))-C\right)-\varepsilon C(\Delta \phi(0)+\mu) / f\left(\zeta\left(\zeta^{-1}(\phi(0))-C\right)\right)+o(\varepsilon) \quad \quad \text { by }(1.18)\right) \\
& =T(\phi(0))-\varepsilon C(\Delta \phi(0)+\mu) / f\left(\zeta\left(\zeta^{-1}(\phi(0))-C\right)\right)+o(\varepsilon)
\end{aligned}
$$

But as this holds for $\mu$ arbitrarily small and $\Delta \phi(0)<0$,

$$
T_{\varepsilon} \geqq T(\phi(0))+\varepsilon|\Delta \phi(0)| C / f\left(\zeta\left(\zeta^{-1}(\phi(0))-C\right)\right)+o(\varepsilon) .
$$

Choosing $C=C_{M} \in\left(0, \zeta^{-1}(\phi(0))\right)$, which maximizes the coefficient of $\varepsilon$, assertion (1.18) follows with $\gamma\left(\phi\left(x_{0}\right)\right)$ defined by (1.19).

Remark 1.2. Theorem 1.1 does not require the assumption that $\phi \in C^{2}(\Omega)$; Theorems 1.2 and 1.3 require only that $\phi \in C^{2}$ in a neighborhood of $x_{0}$.

Remark 1.3. If $\phi(x)$ achieves its maximum at several points $x_{i}$, then in assertion (1.18) one should replace $\left|\Delta \phi\left(x_{0}\right)\right|$ by $\min _{i}\left|\Delta \phi\left(x_{i}\right)\right|$; the proof is the same as before.
2. The cases $\Delta \phi_{0}\left(x_{0}\right)=0$ or $-\infty$. Consider the case where at a point $x_{0}$ of maximum of $\phi$

$$
\begin{equation*}
\phi(x) \geqq \phi\left(x_{0}\right)-c_{0}\left|x-x_{0}\right|^{2 \alpha} \quad \text { if } x \rightarrow x_{0} \tag{2.1}
\end{equation*}
$$

where $c_{0}$ is a positive constant and $\alpha>0, \alpha \neq 1$; the assumption that $\phi \in C^{2}(\Omega)$ made in $\S 1$ is dropped (cf. Remark 1.2). The inequality (2.1) is taken in the usual sense that

$$
\liminf _{x \rightarrow x_{0}} \frac{\phi(x)-\phi\left(x_{0}\right)}{\left|x-x_{0}\right|^{2 \alpha}} \geqq-c_{0} .
$$

## Theorem 2.1. If (2.1) holds then

$$
\begin{equation*}
T_{\varepsilon} \leqq T\left(\phi\left(x_{0}\right)\right)+\kappa_{\alpha} c_{0} \varepsilon^{\alpha}\left\{\zeta^{-1}\left(\phi\left(x_{0}\right)\right\}^{\alpha} / f\left(\phi\left(x_{0}\right)\right)+o\left(\varepsilon^{\alpha}\right)\right. \tag{2.2}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, where $\kappa_{\alpha}$ is a universal positive constant, defined by (2.3) below.
Proof. We proceed as in the proof of Theorem 1.2. The only difference occurs when we analyze the behavior of the function $U\left(x_{0}, \tau\right)$. Using the relation

$$
\begin{equation*}
\int_{\Omega} \frac{e^{-\left(|x-\xi|^{2} / 4 \tau\right)}}{(4 \pi \tau)^{n / 2}}\left|\xi-x_{0}\right|^{2 \alpha} d \xi=\kappa_{\alpha} \tau^{\alpha}+o\left(\tau^{\alpha}\right) \quad \text { as } \tau \rightarrow 0 \tag{2.3}
\end{equation*}
$$

in the representation of $U\left(x_{0}, \tau\right)$ by means of Green's function, we get

$$
U\left(x_{0}, \tau\right) \leqq \zeta^{-1}\left(\phi\left(x_{0}\right)\right)-\kappa_{\alpha} c_{0} \tau^{\alpha}+o\left(\tau^{\alpha}\right) \quad \text { as } \tau \rightarrow 0 .
$$

The blow-up time for the subsolution $w$ is $\leqq \tilde{t}$ where

$$
\tilde{t}=U\left(x_{0}, \varepsilon \tilde{t}\right) \leqq T\left(\phi\left(x_{0}\right)\right)+\kappa_{\alpha} c_{0} \zeta^{-1}\left(\phi\left(x_{0}\right)\right) \varepsilon^{\alpha} \tilde{t}^{\alpha}+o\left(\tilde{t}^{\alpha}\right),
$$

from which the assertion (2.2) follows.
We next obtain a lower bound on $T_{\varepsilon}$, assuming that

$$
\begin{equation*}
\phi(x) \leqq \phi\left(x_{0}\right)-c_{0}\left|x-x_{0}\right|^{2 \alpha} \quad \text { as } x \rightarrow x_{0} . \tag{2.4}
\end{equation*}
$$

As before, the assumption $\phi \in C^{2}(\Omega)$ is dropped.
Theorem 2.2. Assume that $\phi$ achieves its maximum at the unique point $x_{0}$ and that (2.4) holds for some $c_{0}>0$ and $\alpha>0$. Then

$$
\begin{equation*}
T_{\varepsilon} \geqq T\left(\phi\left(x_{0}\right)+\kappa_{\alpha} c_{0} \varepsilon^{\alpha} \gamma_{\alpha}\left(\phi\left(x_{0}\right)\right)+o\left(\varepsilon^{\alpha}\right)\right. \tag{2.5}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, where $\gamma_{\alpha}\left(\phi\left(x_{0}\right)\right)$ is defined by

$$
\begin{equation*}
\gamma_{\alpha}\left(\phi\left(x_{0}\right)\right)=\max _{0<\lambda<\zeta^{-1}\left(\phi\left(x_{0}\right)\right)} \lambda^{\alpha} / f\left(\zeta\left(\zeta^{-1}\left(\phi\left(x_{0}\right)\right)-\lambda\right)\right) . \tag{2.6}
\end{equation*}
$$

Proof. We proceed as in the proof of Theorem 1.3, modified as in the proof of Theorem 2.1, to obtain the local behavior of $Z$ :

$$
Z(x, \tau)=-\kappa_{\alpha} c_{0} \tau^{\alpha}+o\left(\tau^{\alpha}\right) \quad \text { as } \tau \rightarrow 0 .
$$

The blow-up time for the supersolution $\tilde{u}$, applicable for $T>C$, is

$$
\tilde{T}=T\left(\phi\left(x_{0}\right)\right)+\kappa_{\alpha} c_{0} \varepsilon^{\alpha} / f\left(\zeta\left(\zeta^{-1}\left(\phi\left(x_{0}\right)\right)-C\right)\right)+o\left(\varepsilon^{\alpha}\right)
$$

the assertions (2.5) and (2.6) now readily follow.

Remark 2.1. If

$$
\phi(x) \sim \phi\left(x_{0}\right)-c_{0}\left|x-x_{0}\right|^{\alpha} \quad \text { as } x \rightarrow x_{0}
$$

then from Theorems 2.1 and 2.2 we obtain

$$
\begin{aligned}
& T\left(\phi\left(x_{0}\right)\right)+\kappa_{\alpha} c_{0} \varepsilon^{\alpha} \gamma_{\alpha}\left(\phi\left(x_{0}\right)\right)+o\left(\varepsilon^{\alpha}\right) \leqq T_{\varepsilon} \\
& \quad \leqq T\left(\phi\left(x_{0}\right)\right)+\kappa_{\alpha} c_{0} \varepsilon^{\alpha}\left\{\zeta^{-1}\left(\phi\left(x_{0}\right)\right)\right\}^{\alpha} / f\left(\phi\left(x_{0}\right)\right)+o\left(\varepsilon^{\alpha}\right)
\end{aligned}
$$

In particular, for the special case $f(s)=e^{s}$,

$$
\begin{gathered}
e^{-\phi\left(x_{0}\right)}+\frac{\alpha^{\alpha}}{(1+\alpha)^{1+\alpha}} \kappa_{\alpha} c_{0} \varepsilon^{\alpha} e^{-(1+\alpha) \phi\left(x_{0}\right)}+o\left(\varepsilon^{\alpha}\right) \leqq T_{\varepsilon} \\
\leqq e^{-\phi\left(x_{0}\right)}+\kappa_{\alpha} c_{0} \varepsilon^{\alpha} e^{-(1+\alpha) \phi\left(x_{0}\right)}+o\left(\varepsilon^{\alpha}\right) .
\end{gathered}
$$

3. Proof of (0.8). In this section we consider the case where $\phi$ depends on the parameter $\varepsilon$, say $\phi=\phi_{\varepsilon}$. The function $\phi_{\varepsilon}$ is a sum of two functions:

$$
\begin{equation*}
\phi_{\varepsilon}(x)=\phi_{0}(x)+\Phi_{\varepsilon}(x) \tag{3.1}
\end{equation*}
$$

where

$$
\Phi_{\varepsilon}(x)=\left\{\begin{array}{ll}
\Phi\left(\frac{x}{\varepsilon^{\beta}}\right) & \text { if }|x|<\varepsilon^{\beta},  \tag{3.2}\\
0 & \text { if }|x|>\varepsilon^{\beta},
\end{array} \quad \beta>0, ~ l\right.
$$

and

$$
\begin{equation*}
\phi_{0}(0)=\max _{x \in \Omega} \phi(x), \quad 0 \in \Omega . \tag{3.3}
\end{equation*}
$$

We assume that

$$
\begin{align*}
& \Phi \in C^{0}\left(\bar{B}_{1}\right), \quad \Phi \geqq 0, \quad \Phi(0)=\max _{x \in \bar{B}_{1}} \Phi(x), \\
& \Phi=0 \quad \text { on } \partial B_{1},  \tag{3.4}\\
& \Phi \in C^{2}\left(B_{\rho}\right) \quad \text { for some } \rho>0
\end{align*}
$$

where $B_{\rho}=\{x ;|x|<\rho\}$, and set

$$
\phi_{0}=\phi(0), \quad \Phi_{0}=\Phi(0) .
$$

To avoid a trivial case we assume that $\Phi_{0}>0$.
Introduce the blow-up times

$$
\begin{equation*}
T^{*}=T\left(\phi_{0}\right), \quad T_{*}=T\left(\phi_{0}+\Phi_{0}\right) ; \tag{3.5}
\end{equation*}
$$

clearly $T_{*}<T^{*}$.
Theorem 3.1. (i) If $\beta<\frac{1}{2}$ then $T_{\varepsilon} \rightarrow T_{*}$ as $\varepsilon \rightarrow 0$; (ii) if $\beta>\frac{1}{2}$ then $T_{\varepsilon} \rightarrow T^{*}$ as $\varepsilon \rightarrow 0$;
(iii) if $\beta=\frac{1}{2}$ then $T_{0}^{-} \equiv \lim _{\varepsilon \rightarrow 0} T_{\varepsilon}$ and $T_{0}^{+}=\lim _{\varepsilon \rightarrow 0} T_{\varepsilon}$ satisfy $T_{*}<T_{0}^{-} \leqq T_{0}^{+}<T^{*}$.

Proof. For simplicity consider first the case where $\phi_{0} \equiv 0$. Let $\tilde{\Phi}(x)$ be a function satisfying: $\tilde{\Phi}(0)=\Phi(0), \tilde{\Phi} \geqq \Phi_{\varepsilon}, \tilde{\Phi}=0$ on $\partial \Omega$. By comparison

$$
u_{0, \varepsilon} \leqq u_{\varepsilon} \leqq u_{1, \varepsilon}
$$

where $u_{0, \varepsilon}, u_{1, \varepsilon}$ are the solutions of (1.1)-(1.3) corresponding to $\phi \equiv 0$ and $\phi \equiv \tilde{\Phi}$ respectively. Since, by Theorems 1.1 and 1.2 , the blow-up times $T_{i, \varepsilon}$ corresponding to $u_{i}$ satisfy

$$
T_{0, \varepsilon} \rightarrow T^{*}, \quad T_{1, \varepsilon} \rightarrow T_{*} \quad \text { as } \varepsilon \rightarrow 0,
$$

it follows that

$$
\begin{equation*}
T_{*} \leqq \varliminf_{\varepsilon \rightarrow 0} T_{\varepsilon} \leqq \varlimsup_{\varepsilon \rightarrow 0} T_{\varepsilon} \leqq T^{*} \tag{3.6}
\end{equation*}
$$

In order to prove (i) it suffices to show that

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} T_{\varepsilon} \leqq T_{*} . \tag{3.7}
\end{equation*}
$$

To do this we construct a subsolution $w$ of the form

$$
w(x, t)=\zeta(V(x, t)-t)
$$

where

$$
V(x, t)=U\left(\frac{x}{\varepsilon^{\beta}}, \frac{\varepsilon t}{\varepsilon^{2 \beta}}\right)
$$

and $U(u, \tau)$ satisfies

$$
\begin{aligned}
& U_{\tau}=\Delta U \quad \text { if } y \in \mathbb{R}^{n}, \quad \tau>0, \\
& \zeta(U(y, 0))=\Phi(y) \quad \text { if }|y|<1, \\
& \zeta(U(y, 0))=0 \quad \text { if }|y|>1, \\
& \zeta(U(y, \tau))=0 \quad \text { if }|y|=1 .
\end{aligned}
$$

As in the proof of Theorem 1.2,w is a subsolution and $u_{\varepsilon} \geqq w$. Hence $T_{\varepsilon} \leqq \tilde{T}_{\varepsilon}$ where $\tilde{T}_{\varepsilon}$ is the blow-up time for $w$. Further, $\tilde{T}_{\varepsilon} \leqq \tilde{t}$ where $\tilde{t}$ satisfies

$$
\tilde{t} \sim V\left(0, \frac{\varepsilon \tilde{t}}{\varepsilon^{2 \beta}}\right)=\zeta^{-1}\left(\Phi_{0}\right)+O\left(\varepsilon^{1-2 \beta}\right)
$$

since $V_{t}$ is continuous about $(0,0)$. The estimate (3.7) now immediately follows.
To prove (ii) it suffices, in view of (3.6), to show that

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0} T_{\varepsilon} \geqq T^{*} \tag{3.8}
\end{equation*}
$$

We proceed similarly to the proof of Theorem 1.3, to construct a supersolution w of the form

$$
w=W(x, t)+t a
$$

where $a$ is a positive constant,

$$
W(x, t)=U\left(\frac{x}{\varepsilon^{\beta}}, \frac{\varepsilon t}{\varepsilon^{2 \beta}}\right)
$$

and $U(y, \tau)$ satisfies

$$
\begin{aligned}
& U_{\tau}=\Delta U \quad \text { if } y \in \mathbb{R}^{n}, \quad \tau>0, \\
& U(y, 0)=\Phi(y) \quad \text { if }|y|<1 \\
& U(y, 0)=0 \quad \text { if }|y|>1
\end{aligned}
$$

By the maximum principle $0 \leqq W \leqq \Phi_{0}$. Hence

$$
w_{t}-\varepsilon \Delta w-f(w)=a-f(W+t a)>0
$$

if $a>1+f\left(\Phi_{0}\right), t \leqq b$, provided $b$ is some small positive number. It follows that

$$
u_{\varepsilon} \leqq w \quad \text { in } \Omega_{b}
$$

Since $U(y, \tau) \leqq C \tau^{-n / 2}$, we have

$$
w \leqq a t+C\left(t \varepsilon^{1-2 \beta}\right)^{-n / 2}
$$

Noting that

$$
t_{0} \equiv \varepsilon^{(2 \beta-1) n /(n+2)}<b
$$

if $\varepsilon$ is small enough, we get

$$
\begin{equation*}
u_{\varepsilon}\left(x, t_{0}\right) \leqq w\left(x, t_{0}\right)<C \varepsilon^{(2 \beta-1) n /(n+2)} . \tag{3.9}
\end{equation*}
$$

Using comparison for $t>t_{0}$, we conclude from (3.9) (by (1.8), (1.9)) that

$$
u(x, t) \leqq \zeta\left(\zeta^{-1}\left(C \varepsilon^{(2 \beta-1) n /(n+2)}\right)-t+t_{0}\right) .
$$

The right-hand side blows up at time $\sim \tilde{t}$ where

$$
\begin{aligned}
\tilde{t} & =t_{0}+\zeta^{-1}\left(C \varepsilon^{(2 \beta-1) n /(n+2)}\right) \\
& =t_{0}+T^{*}+\left(\zeta^{-1}\right)^{\prime}(0) C \varepsilon^{(2 \beta-1) n /(n+2)} .
\end{aligned}
$$

Consequently

$$
T_{\varepsilon}>T^{*}+O\left(\varepsilon^{(2 \beta-1) n /(n+2)}\right),
$$

from which (3.8) follows.
To prove (iii) let $v_{\varepsilon}(x, t)=u(x \sqrt{\varepsilon}, t)$. Then

$$
\begin{align*}
& \frac{\partial v_{\varepsilon}}{\partial t}-\Delta v_{\varepsilon}=f\left(v_{\varepsilon}\right) \quad \text { if } x \in \Omega_{\varepsilon} \equiv \frac{1}{\sqrt{\varepsilon}} \Omega, \quad 0<t<T_{\varepsilon}, \\
& v_{\varepsilon}(x, 0)=\Phi(x) \quad \text { if }|x|<1,  \tag{3.10}\\
& v_{\varepsilon}=0 \text { on the remaining part of the parabolic boundary of } \Omega_{\varepsilon} \times\left(0, T_{\varepsilon}\right) .
\end{align*}
$$

It is clear that $v_{\varepsilon} \uparrow W$ where

$$
\begin{align*}
& W_{t}-\Delta W=f(W) \quad \text { in } \mathbb{R}^{n} x(0, \tilde{T}), \\
& W(x, 0)=\Phi(x) \quad \text { if }|x|<1,  \tag{3.11}\\
& W(x, 0)=0 \quad \text { if }|x|>1
\end{align*}
$$

where $\tilde{T}$ is the blow up time of $W$, and $T_{\varepsilon} \downarrow T_{0}$ where $T_{0} \geqq \tilde{T}$. We shall first prove that

$$
\begin{equation*}
\tilde{T}>T_{*} \tag{3.12}
\end{equation*}
$$

and, consequently, $T_{0}>T_{*}$.
Let $\Psi(x) \equiv \Psi_{0}(|x|) \geqq \Phi(x)$ be such that $\Psi_{0}(1)=0, \Psi_{0}^{\prime}(r) \leqq 0$ and $\Psi_{0}(0)=\Phi_{0}$. Denote by $\tilde{u}$ the corresponding solution of (3.11) which is obtained by limit of problems analogous to (3.10). Then $\tilde{u}$ is symmetric about the origin, i.e., $\tilde{u}=\boldsymbol{U}(r, t)$, and it is
decreasing in $r$, by the maximum principle applied to $\partial \tilde{u} / \partial r$. Further, by the maximum principle applied to $\partial \tilde{u} / \partial x_{i}$ we get that $\partial \tilde{u} / \partial x_{i}<0$ in $\left\{x_{i}>0\right\} \times\{t>0\}$, and

$$
\frac{\partial^{2} \tilde{u}}{\partial x_{i}^{2}}<0 \quad \text { on }\left\{x_{i}=0\right\} \times\{t>0\} ;
$$

in particular,

$$
\Delta \tilde{u}(0, t)<0 .
$$

It follows that $\tilde{U}(t) \equiv U(0, t)$ satisfies

$$
\tilde{U}^{\prime}<f(\tilde{U})
$$

Hence the blow-up time $\tilde{t}$ of $U$ satisfies

$$
\tilde{t}>\zeta^{-1}(\Psi(0))=\zeta^{-1}\left(\Phi_{0}\right)=T_{*} .
$$

Since $W \leqq \tilde{u}$ (by comparison), it follows that $\tilde{T} \geqq \tilde{t}>T_{*}$, and (3.12) is thereby proved.
In order to complete the proof of (iii) it remains to show that $T_{0}<T_{*}$. We proceed as in Theorem 1.2 with $\varepsilon=1$, taking

$$
w=\zeta(V(x, t)-t)
$$

where

$$
\begin{aligned}
& V_{t}=\Delta V \quad \text { if }|x|<1, \quad t>0 \\
& V(x, 0)=\zeta^{-1}(\Phi(x)) \quad \text { if }|x|<1 \\
& V(x, t)=0 \quad \text { if }|x|=1, \quad t>0 .
\end{aligned}
$$

Then $w$ is a subsolution and $u \geqq w$ in $\{|x|<1, t>0\}$. It follows that $T_{\varepsilon} \leqq \tilde{t}$ where

$$
\begin{equation*}
V(0, \tilde{t})=\tilde{t} . \tag{3.13}
\end{equation*}
$$

Since $\Phi \geqq 0$ we have

$$
\zeta^{-1}(\Phi) \leqq \zeta^{-1}(0)=T^{*}
$$

Also, $\zeta^{-1}(\Phi(0))<T^{*}$ since $\Phi(0)>0$. Applying the strong maximum principle we conclude that

$$
V(x, t)<T^{*} \quad \text { if }|x|<1, \quad t>0
$$

and, in particular,

$$
\begin{equation*}
V(0, \tilde{t})<T^{*} . \tag{3.14}
\end{equation*}
$$

Combining (3.13), (3.14) we deduce that $\tilde{t}<T^{*}$ and, consequently,

$$
\varlimsup_{\varepsilon \rightarrow 0} T_{\varepsilon} \leqq t<T^{*} .
$$

So far we have proved Theorem 3.1 in the case $\phi_{0} \equiv 0$. The same proof extends with minor changes to the case $\phi_{0} \not \equiv 0$. The only difference is that now we cannot assert that the corresponding function $v_{\varepsilon}(x, t)=u(x \sqrt{\varepsilon}, t)$ is monotonically increasing to $W$ and that consequently $\lim T_{\varepsilon}$ exists (if $\phi_{\varepsilon}(x)$ is decreasing in every radial direction then $v_{\varepsilon}(x, t)$ is still increasing in $\left.\varepsilon\right)$.

Remark 3.1. If condition (3.3) is not satisfied, then the blow-up times corresponding to $\phi_{0}$ and $\phi_{\varepsilon}$ coincide, i.e., the "spike" $\Phi_{\varepsilon}$ does not affect the blow-up time for small $\varepsilon$.

Remark 3.2. Theorem 3.1 clearly extends to the case of several spikes of the type $\Phi_{\varepsilon}$ with different $\beta$ 's.

Remark 3.3. The case $f(0)=0$. So far we have assumed that $f(0)>0$ and consequently $s_{0}<\infty$. This was needed in the proofs for upper bounds on $T_{\varepsilon}$ (e.g. Theorems 1.2 and 2.1). Consider now the case $f(0)=0$ and assume that for all $\varepsilon$ small enough

$$
\begin{equation*}
f(\phi)+\varepsilon \Delta \phi \geqq 0 \quad \text { in } \Omega . \tag{3.15}
\end{equation*}
$$

Then, by the maximum principle $\partial u_{\varepsilon} / \partial t \geqq 0$. It follows that for some small ball $B_{\rho}\left(x_{0}\right)$ with center $x_{0}$ and radius $\rho$ we have

$$
\begin{equation*}
u_{\varepsilon} \geqq \tilde{c}>0 \text { on the parabolic boundary of } B_{\rho}\left(x_{0}\right) \times\left(0, T_{\varepsilon}\right) . \tag{3.16}
\end{equation*}
$$

We can now modify the proofs of Theorems 1.2 and 2.1 by constructing subsolutions $w$ only in $B_{\rho}\left(x_{0}\right) \times(0, t)$; since $\zeta^{-1}(\tilde{c})$ is well defined, the proofs can be extended with just trivial changes.
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#### Abstract

We prove that for the parabolic initial value problem $u_{t}=\Delta u+\delta f(u)$ there is a finite time blow-up of the solution, provided $\delta$ is greater than the upper bound to the spectrum of the steady state problem and $\left(f / f^{\prime}\right)$ is concave. An upper bound of the blow-up time is given. The proof is based on a comparison with a subsolution to the parabolic initial value problem.
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1. The main result. We are interested in the finite time blow-up of the solution to the problem:

$$
\begin{array}{ll}
u_{t}=\Delta u+\delta f(u) & \text { in } Q_{T}, \\
u(x, 0)=u_{0}(x) & \text { in } D, \\
\alpha u_{\nu}+\beta u=0 & \text { on } \Gamma \tag{1.3}
\end{array}
$$

where $D$ is a bounded domain in $R^{n}$ with $C^{2, \mu}$ boundary and

$$
Q_{T}=D \times(0, T), \quad \Gamma=\partial D \times(0, T),
$$

$u_{0}$ is a positive continuous function on $\bar{D}, \nu$ is the outward normal to $D, \delta$ is a positive number (which is called the scaled Damköhler number in the combustion theory [3, p. 3]) and $\alpha, \beta$ are real numbers satisfying

$$
\alpha \geqq 0, \quad \beta \geqq 0, \quad \alpha+\beta>0 .
$$

Let $R_{+}=\{0<s<\infty\}$. We shall need the following conditions:

$$
\begin{align*}
& f \in C^{3}([0, \infty)), \quad f(0)>0, \quad f^{\prime}>0 \quad \text { on } R_{+},  \tag{1.4}\\
& \left(\frac{f}{f^{\prime}}\right)^{\prime \prime} \leqq 0 \quad \text { and } \quad M \equiv \int_{0}^{\infty} \frac{d s}{f(s)}<\infty  \tag{1.5}\\
& \left(\frac{s f^{\prime}(s)}{f(s)}\right)^{\prime} \geqq 0 \quad \text { on } R_{+} . \tag{1.6}
\end{align*}
$$

By standard results (see, for instance, [7]) there exists a unique positive solution $u(x, t)$ of (1.1)-(1.3) for $0 \leqq t<T$ with either $T$ finite or $+\infty$. If $T<\infty$ then

$$
\|u(\cdot, t)\|_{C^{0}(\bar{D})} \rightarrow \infty \quad \text { as } t \rightarrow T ;
$$

in this case we say that there is a finite time blow-up.
Under assumption (1.4), it is well known (Amann [2]) that there is a critical value $\delta^{*}$ such that, for any $\delta$ less than $\delta^{*}$, there is a positive classical solution to the steady state problem:

$$
\begin{array}{ll}
\Delta u+\delta f(u)=0 & \text { in } D \\
\alpha u_{\nu}+\beta u=0 & \text { on } \partial D, \tag{1.8}
\end{array}
$$

[^64]while, for $\delta$ greater than $\delta^{*}$, such a solution does not exist. We will need the following definition.

Definition. The spectrum of (1.7), (1.8) is the set of numbers $\delta>0$ such that a positive classical solution of (1.7), (1.8) exists.

Theorem 1. ${ }^{1}$ Assume that $f$ satisfies conditions (1.4), (1.5), and that if $\alpha \neq 0$ and $\beta \neq 0$ then $f$ also satisfies (1.6). If $\delta>\delta^{*}$ then the solution of (1.1)-(1.3) blows up in finite time T, and

$$
\begin{equation*}
T \leqq \frac{4 M\left(2 \delta^{*}+\delta^{\prime}\right)}{\delta^{\prime}\left(4 \delta^{*}+\delta^{\prime}\right)} \cdot\left[1-\left[\frac{4 \delta^{*}+\delta^{\prime}}{2\left(2 \delta^{*}+\delta^{\prime}\right)}\right]^{1 / 2}\right]^{-1} \quad \text { where } \delta^{\prime}=\delta-\delta^{*} . \tag{1.9}
\end{equation*}
$$

The proof is given in $\S 2$ and is based on comparison of $u$ with a subsolution to the problem (1.1)-(1.3).

The conditions on $f$ are satisfied by a large class of functions such as $e^{u}$ and $(A+u)^{p}(p>1, A>0)$, as well as functions with growth like $u \cdot(L n u)^{2}$.
A. A. Lacey proved that
(i) If $\delta<\delta^{*}$ then there is blow-up infinite time if $u_{0}$ is not "too small" in the average norm;
(ii) If $\delta>\delta^{*}$ and $\delta^{*}$ is in the spectrum, then the solution of problem (1.1)-(1.3) blows up in finite time.

Although he does not require that $\left(f / f^{\prime}\right)^{\prime \prime} \leqq 0$, as we did, his condition that $\delta^{*}$ be in the spectrum has been proved only for "small" dimension $n$, and then only for the Dirichlet problem (see [4]). Thus, in the case of $(A+u)^{p}$, he requires that $n \leqq 4$ and, for $e^{u}$, that $n \leqq 9$.
2. Auxiliary lemmas. Let

$$
\begin{aligned}
& g(t)=a^{2} t^{2} \\
& a=\frac{\delta^{\prime}}{M} \frac{4 \delta^{*}+\delta^{\prime}}{4\left(2 \delta^{*}+\delta^{\prime}\right)}\left[1-\left[\frac{4 \delta^{*}+\delta^{\prime}}{2\left(2 \delta^{*}+\delta^{\prime}\right)}\right]^{1 / 2}\right], \\
& T_{1}=\frac{1}{a}
\end{aligned}
$$

and consider the problem

$$
\begin{array}{ll}
v_{t}=\Delta v+\delta g(t) f(v) & \text { in } Q_{T}, \\
\alpha v_{\nu}+\beta v=0 & \text { on } \Gamma, \\
v(x, 0)=0 & \text { in } D . \tag{2.3}
\end{array}
$$

The local existence, uniqueness and regularity of a solution $v$ to the problem (2.1)-(2.3) follow from Theorem 6.1 of [7, p. 452]. Furthermore, $v$ ceases to exist only by becoming infinite. We want to prove that $v$ blows up at finite time $\leqq T_{1}$. Without loss of generality, we can assume that $v$ is finite in $D \times\left[0, T_{1}\right)$; then $v$ is $C_{x, t}^{6,3}\left(\bar{D} \times\left[0, T_{1}\right)\right.$ ), and $v_{t} / f(v)$ is in $C_{x, t}^{2,1}\left(\bar{D} \times\left[0, T_{1}\right)\right.$ ).

Lemma 1. There holds

$$
\left(\frac{v_{t}}{f(v)}\right)_{t} \geqq 0 \quad \forall t \leqq T_{1} .
$$

In the special case $f(s)=s^{\gamma}$ the lemma is due to F. B. Weissler [8]. However, our method of proof is different.

[^65]Proof. Dividing (2.1) by $f(v)$ we get

$$
\frac{v_{t}}{f(v)}=\frac{\Delta v}{f(v)}+\delta g .
$$

Taking $w=\int_{0}^{v} d s / f(s)$, we have that $w$ satisfies

$$
\begin{equation*}
w_{t}=\Delta w+(\nabla w)^{2} f^{\prime}(v)+\delta g(t) . \tag{2.4}
\end{equation*}
$$

Since

$$
\begin{aligned}
\left((\nabla w)^{2} f^{\prime}(v)\right)_{t t}= & \left(2 \nabla w_{t} \cdot \nabla w f^{\prime}+(\nabla w)^{2} w_{t} f^{\prime \prime} f\right)_{t} \\
= & 2 \nabla w_{t t} \cdot \nabla w f^{\prime}+2\left(\nabla w_{t}\right)^{2} f^{\prime}+4 \nabla w_{t} \cdot \nabla w w_{t} f^{\prime} f \\
& +(\nabla w)^{2} w_{t t} f^{\prime \prime} f+(\nabla w)^{2}\left(w_{t}\right)^{2} f^{\prime \prime} f+(\nabla w)^{2}\left(w_{t}\right)^{2} f^{\prime \prime} f^{\prime} f
\end{aligned}
$$

if we differentiate (2.4) twice with respect to $t$, we find that the function

$$
z \equiv\left(\frac{v_{t}}{f(v)}\right)_{t}=w_{t t}
$$

satisfies

$$
\begin{aligned}
L(z) & \equiv z_{t}-\Delta z-2 f^{\prime} \cdot \nabla z \cdot \nabla w-f^{\prime \prime} f(\nabla w)^{2} z \\
& =\delta g^{\prime \prime}+(\nabla w)^{2}\left(w_{t}\right)^{2}\left(f^{\prime \prime \prime} f^{2}+f^{\prime \prime} f^{\prime} f\right)+2\left(\nabla w_{t}\right)^{2} f^{\prime}+4 \nabla w_{t} \cdot \nabla w w_{t} f^{\prime \prime} f .
\end{aligned}
$$

Using

$$
\left|\nabla w_{t} \cdot \nabla w \cdot w_{t}\right| \leqq \frac{1}{2}\left[\varepsilon(\nabla w)^{2}\left(w_{t}\right)^{2}+\frac{1}{\varepsilon}\left(\nabla w_{t}\right)^{2}\right]
$$

we obtain

$$
L(z) \geqq \delta g^{\prime \prime}+(\nabla w)^{2}\left(w_{t}\right)^{2}\left(f^{\prime \prime \prime} f^{2}+f^{\prime \prime} f^{\prime} f-2 \varepsilon f^{\prime \prime} f\right)+2\left(\nabla w_{t}\right)^{2}\left(f^{\prime}-\frac{1}{\varepsilon} f^{\prime \prime} f\right)
$$

Taking $\varepsilon=\left(f^{\prime \prime} f / f^{\prime}\right)$ we get

$$
\begin{aligned}
L(z) & \geqq \delta g^{\prime \prime}+(\nabla w)^{2}\left(w_{t}\right)^{2}\left[f^{\prime \prime \prime} f^{2}+f^{\prime \prime} f^{\prime}-2 \frac{f^{\prime \prime 2} f^{2}}{f^{\prime}}\right] \\
& =\delta g^{\prime \prime}-(\nabla w)^{2} f^{\prime 2} f\left(\frac{f}{f^{\prime}}\right)^{\prime \prime},
\end{aligned}
$$

and by assumption (1.5),

$$
\begin{equation*}
L(z) \geqq \delta g^{\prime \prime}>0 \tag{2.5}
\end{equation*}
$$

From (2.3) and the definition of $z$ we have that

$$
\begin{equation*}
z(x, 0)=0 . \tag{2.6}
\end{equation*}
$$

If $\alpha=0$ (respectively, $\beta=0$ ) then $z(x, t)=0$ (respectively, $z_{\nu}(x, t)=0$ ) on $\Gamma$.
Since the coefficients of $L$ remain bounded as long as $v$ is bounded, we conclude by the maximum principle that

$$
z(x, t) \geqq 0 \quad \forall t<T_{1} .
$$

Consider now the case $\alpha \neq 0, \beta \neq 0$ and let $b=\beta / \alpha$. Then from (2.2) we have

$$
v_{\nu}=-b v
$$

Differentiating with respect to $t$ and dividing by $f$ we obtain

$$
\begin{equation*}
\frac{v_{\nu t}}{f}=-b \frac{v_{t}}{f} . \tag{2.7}
\end{equation*}
$$

On the other hand,

$$
\left(\frac{v_{t}}{f}\right)_{\nu}=\frac{v_{\nu t}}{f}-\frac{v_{t} v_{\nu} f^{\prime}}{f^{2}}=\frac{v_{\nu t}}{f}+b v \cdot \frac{v_{t}}{f} \frac{f^{\prime}}{f},
$$

so that

$$
\frac{v_{\nu t}}{f}=\left(\frac{v_{t}}{f}\right)_{\nu}-b v \frac{v_{t}}{f} \frac{f^{\prime}}{f} .
$$

Substituting into (2.7) we obtain

$$
\left(\frac{v_{t}}{f}\right)_{\nu}^{e}=b \frac{v_{t}}{f}\left(v_{\frac{f^{\prime}}{\prime}}^{f}-1\right)
$$

Since $w_{t}=v_{t} / f$, we then have

$$
w_{\nu t}=b w_{t}\left(v \frac{f^{\prime}}{f}-1\right)
$$

and differentiating with respect to $t$ we get

$$
\begin{aligned}
w_{t t \nu} & =b w_{t t}\left(v \frac{f^{\prime}}{f}-1\right)+b w_{t}\left[w_{t} f^{\prime}+v w_{t} f^{\prime \prime}-v w_{t} \frac{f^{\prime 2}}{f}\right] \\
& =b w_{t t}\left(v \frac{f^{\prime}}{f}-1\right)+b\left(w_{t}\right)^{2} f^{\prime}\left[1+v\left(\frac{f^{\prime \prime}}{f^{\prime}}-\frac{f^{\prime}}{f}\right)\right]
\end{aligned}
$$

Since $z=w_{t t}$, this yields

$$
\begin{equation*}
z_{\nu}=b z\left(v \frac{f^{\prime}}{f}-1\right)+b\left(w_{t}\right)^{2} f^{\prime} v \cdot\left(\operatorname{Ln}\left(v \frac{f^{\prime}}{f}\right)\right) \geqq b z\left(v \frac{f^{\prime}}{f}-1\right) \tag{2.8}
\end{equation*}
$$

where condition (1.6) was used.
Since $v(x, 0)=0$, there exists an $\varepsilon>0$ such that the coefficient of $z$ in (2.8) is negative in $\bar{D} \times(0, \varepsilon)$. From (2.5), (2.6), (2.8) we deduce by the strong maximum principle that $z>0$ in $\bar{D} \times(0, \varepsilon)$.

Suppose $z$ takes negative values in $D \times\left(0, T_{1}\right)$. Then let $t^{*}$ be the smallest positive time where $z$ has a zero. By (2.5), $z\left(x, t^{*}\right)>0$ in the interior of $D$. Thus $z\left(x, t^{*}\right)$ has a zero at a point $x^{*} \in \partial D$, and by the maximum principle

$$
z_{\nu}\left(x^{*}, t^{*}\right)<0 .
$$

On the other hand, from (2.8), $z_{\nu}\left(x^{*}, t^{*}\right) \geqq 0$, a contradiction. This completes the proof that

$$
z \geqq 0 \quad \text { in } D \times\left(0, T_{1}\right) .
$$

Lemma 2. There exists a point $x_{0}$ in $D$ such that

$$
v\left(x_{0}, t\right) \rightarrow \infty \quad \text { as } t \rightarrow T_{1} .
$$

Proof. Let

$$
t_{0}=\frac{1}{a}\left[\frac{4 \delta^{*}+\delta^{\prime}}{2\left(2 \delta^{*}+\delta^{\prime}\right)}\right]^{1 / 2}
$$

Then

$$
g\left(t_{0}\right)\left(\delta^{*}+\frac{\delta^{\prime}}{2}\right)=\delta^{*}+\frac{\delta^{\prime}}{4}
$$

and, at $t=t_{0}$, we have

$$
\begin{equation*}
v_{t}=\Delta v+\left(\delta^{*}+\frac{\delta^{\prime}}{4}\right) f(v)+\frac{\delta^{\prime}}{2} g\left(t_{0}\right) f(v) . \tag{2.9}
\end{equation*}
$$

Since $\delta^{\prime}>0$, the steady state problem (1.7), (1.8) has no solution for $\delta=\delta^{*}+\left(\delta^{\prime} / 4\right)$. By Theorem 1 of [1] the problem (1.7), (1.8) has no positive subsolution; thus there exists $x_{0}$ such that at the point $\left(x_{0}, t_{0}\right)$,

$$
\Delta v+\left(\delta^{*}+\frac{\delta^{\prime}}{4}\right) f(v)>0
$$

From (2.9) we therefore have that

$$
\frac{v_{t}}{f(v)} \geqq \frac{\delta^{\prime}}{2} g\left(t_{0}\right)
$$

at the point $\left(x_{0}, t_{0}\right)$. Also, by Lemma 1

$$
\begin{equation*}
\frac{v_{t}}{f(v)} \geqq \frac{\delta^{\prime}}{2} g\left(t_{0}\right) \tag{2.10}
\end{equation*}
$$

at $\left(x_{0}, t\right)$ for any $t \geqq t_{0}$.
Integrating (2.10) with respect to $t, t \in\left(t_{0}, T_{1}\right)$, we get

$$
\int_{0}^{v\left(x_{0}, T_{1}\right)} \frac{d s}{f(s)} \geqq \frac{\delta^{\prime}}{2} g\left(t_{0}\right)\left(T_{1}-t_{0}\right) .
$$

By the choice of $T_{1}$, we have that

$$
\frac{\delta^{\prime}}{2} g\left(t_{0}\right)\left(T_{1}-t_{0}\right)=M
$$

and thus $v\left(x_{0}, t\right) \rightarrow \infty$ as $t \rightarrow T_{1}$.
2.1. Proof of Theorem 1. Since $g(t) \leqq 1$ for $t \leqq T_{1}, v$ satisfies

$$
v_{t} \leqq \Delta v+\delta f(v) \quad \text { in } Q_{T_{1}} .
$$

The function $w=u-v$ satisfies

$$
w_{t} \geqq \Delta w+\gamma w, \quad w(x, 0)=0, \quad \alpha w_{\nu}+\beta w=0,
$$

where $\gamma=f^{\prime}(\theta u+(1-\theta) v)$, and $\gamma$ is a bounded function as long as $u$ and $v$ are both bounded. By the maximum principle, we conclude that $w \geqq 0$ and $u \geqq v$. Consequently, $u$ blows up at some time $\leqq T_{1}$.

Remark. Theorem 1 holds for more general equations such as

$$
u_{t}=\Delta u+\sum_{i=0}^{n} a_{i}(x) i_{x_{i}}+\delta f(u)+\gamma|\nabla u|^{2} \quad\left(\gamma \in R^{1}\right) ;
$$

the result of [1], [2] used in the proof of Theorem 1 has been generalized to the quasilinear case in [5].
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# LIMITING PROFILES IN CONTAMINANT TRANSPORT THROUGH POROUS MEDIA* 
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#### Abstract

In this paper the following degenerate nonlinear diffusion problem is investigated: $$
\begin{array}{ll} \beta(u)_{t}+u_{x}=u_{x x}, & t>0, \quad-\infty<x<\infty \\ u(x, 0)=u_{0}(x), & -\infty<x<\infty \end{array}
$$

For a special choice of $\beta\left(\beta(u)=u+u^{p}, p>0\right)$ the equation describes the one-dimensional transport of contaminant in a fluid flow through a homogeneous saturated porous medium.

Here the large time behaviour of the solution of the above problem is studied for more general $\beta$. It turns out that, depending upon the shape of $\beta$ (convex or concave) and the values $u_{0}(-\infty)$ and $u_{0}(+\infty)$, the solution converges to a travelling wave $g$ of the form $g(x-a t)$ or to a function $\omega^{*}$ of the form $\omega^{*}(x /(t+1))$.
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1. Introduction. Consider the flow of an incompressible fluid through a homogeneous saturated porous medium. It is assumed that the flow is steady-state, one-dimensional and directed in what is chosen to be the positive $x$-axis. Suppose the fluid is contaminated by a solute, whose concentration $C$ is defined as the mass of solute per unit volume of solution.

If no chemical reactions occur between the solute and the surrounding solid part of the porous medium, then the transport of the contaminant is determined by convection, molecular diffusion and mechanical dispersion; see Bear [1] or Freeze and Cherry [5].

But when chemical reactions do occur, this has to be taken into account when describing the transport process. In this reactive case, let $S$ denote the mass of chemical constituent adsorbed on the solid matrix per unit mass of solid. If the boundary conditions and flow conditions are such that both $S$ and $C$ can be assumed constant in planes perpendicular to the $x$-axis, which implies $C=C(x, t)$ and $S=S(x, t)$, then mass-conservation for the contaminant leads to the equation (see [1])

$$
\begin{equation*}
C_{t}+\frac{\rho_{b}}{n} S_{t}+v C_{x}=D C_{x x} \tag{1.1}
\end{equation*}
$$

where $t$ and $x$ denote, respectively, a time and a space coordinate, the subscripts $t$ and $x$ denote differentiation with respect to these variables, $\rho_{b}$ is the bulk mass density of the porous medium, $n$ is the porosity, $v$ is the average fluid velocity and $D$ is the coefficient which incorporates molecular diffusion and mechanical dispersion.

In view of our assumptions, all coefficients in (1.1) can be viewed as being constant and positive. The term $\left(\rho_{b} / n\right) S_{t}$ in (1.1) represents the change in concentration on the porous matrix caused by adsorption or desorption.

The adsorption reactions for contaminant in groundwater are normally considered as being very rapid with respect to the flow velocity. In view of this, the amount of

[^66]contaminant that is adsorbed by the solid is commonly assumed to be a function of the concentration in the fluid:
\[

$$
\begin{equation*}
S=f(C) \tag{1.2}
\end{equation*}
$$

\]

For a particular contaminant and porous material, (1.2) is determined by laboratory experiments. Since these experiments are normally carried out on soil-samples at constant temperature, relations such as (1.2) are known as isotherms. An important example is the Freundlich isotherm, when (1.2) is given by

$$
\begin{equation*}
S=K_{d} C^{p}, \tag{1.3}
\end{equation*}
$$

where $K_{d}$ and $p$ are positive constants.
Substitution of the isotherm (1.2) into (1.1) leads to the partial differential equation

$$
\begin{equation*}
\left(C+\frac{\rho_{b}}{n} f(C)\right)_{t}+v C_{x}=D C_{x x} \tag{1.4}
\end{equation*}
$$

This contaminant transport equation is frequently encountered in the groundwater literature (e.g. Bolt [2], further references given there). In particular many numerical models, which are often designed for prediction capabilities, are based on (1.4) or on higher dimensional and more complicated versions of it. When the first author was at the Delft Soil Mechanics Laboratory, he did contaminant transport calculations with a model which is based on a numerical approximation of (1.4) with $f$ given by (1.3). He made the following observations.

Let $p \in(0,1)$ and let $C$ be kept at some positive value far upstream and at zero far downstream. Then the numerical results indicate that when $t$ increases the contaminant profile $C$ converges towards a travelling front, which moves at a constant velocity. However, reversing the boundary conditions, thus keeping $C$ at zero far upstream and at a positive value far downstream, the numerical results show a flattening profile when $t$ increases.

Note that the first choice of boundary conditions describes the situation where polluted groundwater is contaminating the (originally clean) soil. The second choice corresponds to the situation where polluted soil is washed by uncontaminated groundwater.

For values of $p>1$, the situation seems to be the reverse of the case $p \in(0,1)$. Then the numerical calculations indicate a travelling front, which increases from zero (upstream) to some constant positive value (downstream) and a flattening profile when the boundary conditions are reversed.

Inspired by these observations, we study in this paper the large time behaviour of solutions of the initial value problem and of a boundary value problem related to (1.4). We do this for more general isotherms $f$.

Before we proceed, notice that when $f$ is given by (1.3), (1.4) can be rescaled to an equation with only one parameter. For general $f$ this cannot be done. However, the coefficients in (1.4) are constant and positive and remain fixed throughout this paper. Therefore, we set all coefficients in (1.4) equal to one. Furthermore, let $C$ be denoted by $u$ and define

$$
\begin{equation*}
\beta(s)=s+f(s) \quad \text { for } s \geqq 0 . \tag{1.5}
\end{equation*}
$$

We consider two problems.
The Cauchy problem.

$$
\mathrm{I} \begin{cases}(\beta(u))_{t}+u_{x}=u_{x x} & \text { in } S_{T}  \tag{1.6}\\ u(\cdot, 0)=u_{0}(\cdot) & \text { on } \mathbb{R},\end{cases}
$$

where $S_{T}=\{(x, t): x \in \mathbb{R}, 0<t \leqq T\}$ in which $T$ is some fixed positive number which eventually will tend to infinity.

The Cauchy-Dirichlet problem.

$$
\text { II } \begin{cases}(\beta(u))_{t}+u_{x}=u_{x x} & \text { in } H_{T}  \tag{1.8}\\ u(0, t)=u^{0} & 0<t \leqq T \\ u(\cdot, 0)=u_{0}(\cdot) & \text { on } \mathbb{R}^{+},\end{cases}
$$

where $H_{T}=\left\{(x, t): x \in \mathbb{R}^{+}, 0<t \leqq T\right\}$.
With respect to the function $\beta$ we assume the following hypotheses.
H1. $\beta:[0, M] \rightarrow[0, \infty)$ for some $M>0$ satisfies
(i) $\beta \in C([0, M]) \cap C^{1}((0, M]) ; \beta(0)=0$ and $\beta(s)>0$ on $(0, M]$;
(ii) $\beta^{\prime}(s)>0$ on $(0, M]$ and $\lim _{s \downarrow 0}\left(1 /\left(\beta^{\prime}(s)\right)\right)$ exists;
(iii) $\beta^{\prime \prime}$ exists and is locally Hölder continuous on $(0, M]$ with exponent $\mu \in(0,1)$;
(iv) $\left(\beta \cdot \beta^{\prime \prime}\right) /\left(\beta^{\prime}\right)^{2} \in L^{1}(0, M]$.

The initial function $u_{0}$ from Problem $I$ is chosen such that H 2 is satisfied.
$\mathrm{H} 2 . u_{0}: \mathbb{R} \rightarrow[0, M]$ is uniformly Lipschitz continuous on $\mathbb{R}$.
With respect to the initial function $u_{0}$ from Problem II we assume the following.
$\mathrm{H} 2^{+} . u_{0}:[0, \infty) \rightarrow[0, M]$ satisfies
(i) $u_{0} \in C([0, \infty))$;
(ii) $u_{0}$ is uniformly Lipschitz continuous on $\mathbb{R}^{+}$;
(iii) $u_{0}(0)=u^{0}$, where $u^{0} \in[0, M]$ is constant.

Equation (1.6) is a nonlinear second order equation of parabolic type. Since $\beta^{\prime}(s)$ may tend to infinity when $s$ tends to zero, this equation can degenerate at points where its solution vanishes. Therefore we cannot expect Problem I and Problem II to have classical solutions for all admissible choices of $\beta$ and thus we introduce the notion of weak solutions.

Definition I. $u: \bar{S}_{T} \rightarrow \mathbb{R}$ is a weak solution of Problem I if
(i) $u \in C\left(\bar{S}_{T}\right)$ and $u$ is uniformly bounded and nonnegative;
(ii) $u$ has a bounded generalized derivative with respect to $x$;
(iii) $\iint_{S_{T}}\left\{\phi_{x}\left(u-u_{x}\right)+\phi_{t} \beta(u)\right\} d x d t+\int_{\mathbb{R}} \phi(x, 0) \beta\left(u_{0}(x)\right) d x=0$ for all $\phi \in C^{1}\left(S_{T}\right)$ which vanish for large $|x|$ and $t=T$.
Definition II. $u: \bar{H}_{T} \rightarrow \mathbb{R}$ is a weak solution of Problem II if
(i) $u \in C\left(\bar{H}_{T}\right)$ and $u$ is uniformly bounded and nonnegative;
(ii) $u(0, t)=u^{0}$ for all $t \in[0, T]$;
(iii) $u$ has a bounded generalized derivative with respect to $x$;
(iv) $\iint_{H_{T}}\left\{\phi_{x}\left(u-u_{x}\right)+\phi_{t} \beta(u)\right\} d x d t+\int_{\mathbb{R}^{+}} \phi(x, 0) \beta\left(u_{0}(x)\right) d x=0$ for all $\phi \in C^{1}\left(\bar{H}_{T}\right)$ which vanish for $x=0$, for large $x$ and for $t=T$.
The hypotheses on $\beta$ and $u_{0}$ assure the existence of a unique weak solution of Problem I and Problem II in $\bar{S}_{T}$ and $\bar{H}_{T}$, respectively, for every $T>0$. This solution is a classical solution of (1.6) in a neighbourhood of a point in $S_{T}$ or $H_{T}$ where $u>0$, see Gilding [7] and Gilding and Peletier [8].

To study the asymptotic behaviour for $t \rightarrow \infty$ of solutions of Problem I and Problem II we set $M=1$ in $\mathrm{H} 1, \mathrm{H} 2$ and $\mathrm{H} 2^{+}$, for convenience. With respect to the initial function $u_{0}: \mathbb{R} \rightarrow[0,1]$ from the Cauchy problem we assume the following.

H3. The limits $\lim _{x \rightarrow-\infty} u_{0}(x)=u^{-}$and $\lim _{x \rightarrow+\infty} u_{0}(x)=u^{+}$exist.
In particular we consider the following two cases:

$$
\begin{array}{lll}
\mathrm{BC} 1: u^{-}=0 & \text { and } & u^{+}=1 \\
\mathrm{BC} 2: u^{-}=1 & \text { and } & u^{+}=0
\end{array}
$$

Similarly, the initial function $u_{0}:[0, \infty) \rightarrow[0,1]$ from the Cauchy-Dirichlet problem satisfies:
$\mathrm{H} 3^{+}$. The limit $\lim _{x \rightarrow+\infty} u_{0}(x)=u^{+}$exists.
As for the Cauchy problem, we consider the following two cases:

$$
\begin{array}{lll}
\mathrm{BC}^{+}: u^{0}=0 & \text { and } & u^{+}=1, \\
\mathrm{BC}^{+}: u^{0}=1 & \text { and } & u^{+}=0 .
\end{array}
$$

In § 2 we study the existence of travelling wave solutions of (1.6). In particular we look for solutions $g$ of the form $g(x-a t)(a>0)$ with $g(-\infty)=u^{-}$and $g(+\infty)=u^{+}$. It will turn out that for given $u^{-}$and $u^{+}$the existence of such travelling waves depends critically upon the shape of $\beta$. In fact we shall show that (1.6) has a travelling wave solution $g$ with $u^{-}=0$ and $u^{+}=1$ (respectively $u^{-}=1$ and $u^{+}=0$ ) if and only if $\beta(s)<\beta(1) \cdot s$ for all $s \in(0,1)$ (respectively $\beta(s)>\beta(1) \cdot s$ for all $s \in(0,1))$. This travelling wave solution is unique modulo translations.

The convergence of solutions of Problem I towards these travelling waves was studied by Osher and Ralston in [10]. In fact, making the additional hypothesis

$$
\begin{equation*}
\int_{-\infty}^{0}\left|\beta\left(u_{0}(x)\right)-\beta\left(u^{-}\right)\right| d x<\infty \quad \text { and } \quad \int_{0}^{\infty}\left|\beta\left(u_{0}(x)\right)-\beta\left(u^{+}\right)\right| d x<\infty, \tag{1.13}
\end{equation*}
$$

Osher and Ralston proved the next theorem with semigroup methods.
Theorem 1. Let assumptions H1, H2, H3 and (1.13) hold and suppose $u_{0}$ and $\beta$ are such that there exists a travelling wave $g(x-a t)$. Then the solution $u$ of Problem I converges to $g$ in the following sense:

$$
\lim _{t \rightarrow \infty} \int_{-\infty}^{\infty}|\beta(u(x, t))-\beta(g(x-y-a t))| d x=0
$$

where $y \in \mathbb{R}$ is such that $\int_{-\infty}^{\infty}\left\{\beta\left(u_{0}(x)\right)-\beta(g(x-y))\right\} d x=0$.
The convergence of solutions of Problem II, with $u_{0}$ satisfying $\mathrm{BC}^{+}$and with $\beta$ such that $0<\beta^{\prime}<\infty$, was studied by Khusnytdinova in [9]. She obtained exponential convergence towards a travelling wave. However, her proof depends critically upon the upper bound of $\beta^{\prime}$ on $[0,1]$.

In $\S \S 3$ and 4 we study Problem I when $u_{0}$ and $\beta$ are such that no travelling wave exists. To be definite we shall assume that $u_{0}$ satisfies BC 1 and that $\beta^{\prime \prime}<0$. To investigate the behaviour of the solution of this problem as $t \rightarrow \infty$ it will be convenient to change to the new independent variables

$$
\eta:=\frac{x}{t+1}, \quad \tau:=\log (t+1)
$$

Then $u(x, t)$ is a weak solution of Problem I if and only if $w(\eta, \tau):=u(x, t)$ is a weak solution of the transformed problem;

$$
P \begin{cases}(\beta(w))_{\tau}+\left(1-\eta \beta^{\prime}(w)\right) w_{\eta}=e^{-\tau} w_{\eta \eta} & \text { in } S_{T^{\prime}},  \tag{1.14}\\ w(\cdot, 0)=u_{0}(\cdot) & \text { on } \mathbb{R}\end{cases}
$$

where $S_{T^{\prime}}=\left\{(\eta, \tau): \eta \in \mathbb{R}, 0<\tau \leqq T^{\prime}\right\}$ and $T^{\prime}=\log (T+1)$.
Here a weak solution is a function that satisfies the following.
Definition. $w: \bar{S}_{T^{\prime}} \rightarrow \mathbb{R}$ is a weak solution of Problem $P$ if
(i) $w \in C\left(\bar{S}_{T^{\prime}}\right)$ and $w$ is uniformly bounded and nonnegative;
(ii) $w$ has a bounded generalized derivative with respect to $\eta$;
(iii) $\iint_{S_{T}}\left\{\beta(w) \phi_{\tau}+\left[w-\eta \beta(w)-w_{\eta} e^{-\tau}\right] \phi_{\eta}-\beta(w) \phi\right\} d \eta d \tau$ $+\int_{\mathbb{R}} \beta\left(u_{0}(\eta)\right) \phi(\eta, 0) d \eta=0$
for all $\phi \in C^{1}\left(\bar{S}_{T^{\prime}}\right)$ which vanish for large $|\eta|$ and for $\tau=T^{\prime}$.
To prove our results we need the following additional hypotheses on the functions $\beta$ and $u_{0}$.

H4. (i) $\beta \in C^{\alpha}([0,1])$ for some $\alpha \in(0,1)$;
(ii) $-\beta^{\prime \prime} /\left(\beta^{\prime}\right)^{2} \geqq \nu>0$ on $(0,1)$ for some $\nu>0$;
(iii) $\beta^{\prime \prime \prime}$ exists and $\left(\beta^{\prime \prime \prime} \cdot \beta^{\prime}\right) /\left(\beta^{\prime \prime}\right)^{2}<2$ on $(0,1)$.

H5. There exist constants $k_{1}>1 / \alpha, k_{2}>1$ such that
(i) $u_{0}(x)=O\left((-x)^{-k_{1}}\right) \quad$ when $x \rightarrow-\infty$,
(ii) $u_{0}(x)-1=O\left(x^{-k_{2}}\right)$ when $x \rightarrow+\infty$.

Here $\alpha$ is the Hölder exponent defined in H4.
We shall show that $w(\eta, \tau)$ converges, as $\tau \rightarrow \infty$, to a function $w^{*}$ which is a solution of the reduced problem:

$$
\bar{P}_{\infty} \begin{cases}\left(1-\eta \beta^{\prime}(w)\right) \frac{d w}{d \eta}=0 & \text { on } \mathbb{R}, \\ w(-\infty)=0, & w(+\infty)=1\end{cases}
$$

Using the notation $u^{*}(x, t)=w^{*}(\eta)$ we prove the following theorem.
Theorem 2. Suppose $\beta$ and $u_{0}$ satisfy H1 and H4, respectively H2 and H5. Let $u(x, t)$ be the weak solution of Problem I. Then the following estimate holds:

$$
\sup _{x \in \mathbb{R}}\left|\beta(u(x, t))-\beta\left(u^{*}(x, t)\right)\right| \leqq(t+1)^{-\alpha /(\alpha+1)}\left(A_{1}+A_{2} \log (t+1)\right)^{\alpha /(\alpha+1)}
$$

for all $t \geqq 0$, where $A_{1}$ and $A_{2}$ are positive constants.
Remark. In the case of the Freundlich isotherm, with $K_{d}=1$ in (1.3) for convenience, $\beta(s)=s+s^{p}$. Then when $p \in(0,1)$ Theorem 2 implies that

$$
\sup _{x \in \mathbb{R}}\left|\beta(u(x, t))-\beta\left(u^{*}(x, t)\right)\right| \leqq(t+1)^{-p /(p+1)}\left(A_{1}+A_{2} \log (t+1)\right)^{p /(p+1)}
$$

for all $t \geqq 0$.
For this choice of $\beta$ the function $w^{*}$ is explicitly known and is given by (3.8) in § 3. In terms of the variables $x$ and $t, u^{*}$ behaves as in Fig. 1. Indeed this gives a limiting profile, which becomes flatter when $t$ increases.


Fig. 1. The function $u^{*}$ for the case $\beta(s)=s+s^{1 / 2}$.

For the Cauchy-Dirichlet problem we have a similar result. We make the following assumption on the initial function $u_{0}$.
$\mathrm{H} 5^{+}$. There exists a constant $k_{0}>1 / \alpha$ such that

$$
\begin{equation*}
u_{0}(x)-u^{+}=O\left(x^{-k_{0}}\right) \quad \text { when } x \rightarrow+\infty . \tag{1.19}
\end{equation*}
$$

Then the following theorem can be proved.
Theorem 3. Suppose $\beta$ satisfies $\mathrm{H} 1, \mathrm{H} 4$ and $u_{0}$ satisfies $\mathrm{H} 2^{+}, \mathrm{H} 5^{+}$. Let $u(x, t)$ be the weak solution of Problem II. Then the following estimate holds:

$$
\sup _{x \in \mathbb{R}}\left|\beta(u(x, t))-\beta\left(u^{*}(x, t)\right)\right| \leqq(t+1)^{-\alpha /(\alpha+1)}\left(A_{1}^{+}+A_{2}^{+} \log (t+1)\right)^{\alpha /(\alpha+1)}
$$

for all $t \geqq 0$, where $A_{1}^{+}$and $A_{2}^{+}$are positive constants and $u^{*}(x, t)=w^{*}(\eta)$ with $w^{*}$ the solution of $\mathrm{P}_{\infty}$.

Finally note that Theorems 2 and 3 only partially answer the questions raised by the numerical computations. In particular, when $u_{0}$ satisfies the boundary conditions BC 2 or $\mathrm{BC}^{+}$and when $\beta(s)=s+s^{p}$ with $p>1$, our results do not apply. With respect to the convergence towards travelling waves, it is of interest to generalize the results of Khusnytdinova [9] for the Cauchy-Dirichlet problem and to obtain convergence estimates for the Cauchy problem studied by Osher and Ralston [10]. We leave these questions for future study.
2. Travelling waves. In this section we study the existence and uniqueness of travelling wave solutions of Problem I.

Definition. The pair $(a, g)$ with $a \in \mathbb{R}$ and $g: \mathbb{R} \rightarrow[0,1]$ is called a travelling wave solution of Problem I if
(i) $\beta(g)$ and $g^{\prime}$ are absolutely continuous on $\mathbb{R}$;
(ii) $a(\beta(g))^{\prime}-g^{\prime}=-g^{\prime \prime}$ a.e. on $\mathbb{R}$;
(iii) $g(-\infty)=0 ; g(+\infty)=1$ (in case BC1);
$g(-\infty)=1 ; g(+\infty)=0$ (in case BC2).
Theorem 4. Let $\beta$ satisfy assumption H1(i). Then
(i) Problem I has a unique travelling wave solution ( $a, g$ ) satisfying $\mathrm{BC1}$ if and only if $\beta(s)<\beta(1) \cdot s$ for all $s \in(0,1)$.
(ii) Problem I has a unique travelling wave solution ( $a, g$ ) satisfying BC2 if and only if $\beta(s)>\beta(1) \cdot s$ for all $s \in(0,1)$.
Remarks. (1) The uniqueness in the theorem must be understood modulo translations. (2) The unique speed $a$ of the travelling wave in the theorem is given by $a=1 /(\beta(1))$.

Proof. We shall only prove part (ii) of the theorem because part (i) can be handled in exactly the same way.

Define $\eta:=x-a t$. Then if $(a, g)$ is a travelling wave solution of Problem I, $a$ and $g$ satisfy

$$
\begin{align*}
& a(\beta(g))^{\prime}-g^{\prime}=-g^{\prime \prime} \quad \text { a.e. on } \mathbb{R},  \tag{2.1}\\
& g(-\infty)=1, \quad g(+\infty)=0, \tag{2.2}
\end{align*}
$$

where primes denote differentiation. Integration of (2.1) yields

$$
\begin{equation*}
a \beta(g(\eta))-g(\eta)+A=-g^{\prime}(\eta) \quad \text { for } \eta \in \mathbb{R}, \tag{2.3}
\end{equation*}
$$

where $A$ is a constant. Because $g^{\prime}$ is continuous we have

$$
\begin{gathered}
g(\eta+h)-g(\eta)=h g^{\prime}(\eta+\theta h)=h(-a \beta(g(\eta+\theta h))+g(\eta+\theta h)-A) \\
(0<\theta(\eta)<1, h>0) .
\end{gathered}
$$

Taking the limit $\eta \rightarrow+\infty$ respectively $\eta \rightarrow-\infty$ in this expression we find

$$
0=a \beta(0)-0+A \quad \text { and } \quad 0=a \beta(1)-1+A .
$$

Since $\beta(0)=0, A=0$ and hence for the speed $a$ we have

$$
\begin{equation*}
a=\frac{1}{\beta(1)} . \tag{2.4}
\end{equation*}
$$

Substituting $a$ and $A$ in (2.3) we derive the following equation for $g$

$$
\begin{equation*}
g^{\prime}=g-\frac{1}{\beta(1)} \cdot \beta(g) \quad \text { on } \mathbb{R} . \tag{2.5}
\end{equation*}
$$

Since $\beta \in C^{1}((0,1])$ it follows from (2.5) that when $g\left(\eta_{0}\right)>0$ for some $\eta_{0} \in \mathbb{R}$, there exists a neighbourhood of the point $\eta_{0}$ where $g$ is a classical solution.

Suppose that

$$
\begin{equation*}
\beta(s)>\beta(1) \cdot s \quad \text { on }(0,1) . \tag{*}
\end{equation*}
$$

Then (2.5) has a unique (modulo translations) solution given by

$$
\int_{1 / 2}^{g(\eta)} \frac{d s}{s-(\beta(s) / \beta(1))}=\eta,
$$

where we have chosen $g(0)=1 / 2$.
Note that the solution vanishes for finite $\eta>0$ if and only if $(\beta(s)-s \beta(1))^{-1} \in$ $L^{1}\left(0, \frac{1}{2}\right)$. Furthermore, since $(\beta(s)-s \beta(1))^{-1} \notin L^{1}\left(\frac{1}{2}, 1\right), g(\eta)<1$ on $\mathbb{R}$ and $g(\eta)$ tends to 1 as $\eta \rightarrow-\infty$.

Next suppose that there exist points where (*) does not hold. It is clear from (2.5) that if $\beta(\hat{g})<\beta(1) \cdot \hat{g}$ at some point $\hat{g} \in(0,1)$, then a travelling wave which satisfies (2.2) cannot exist. If $\beta(\hat{g})=\beta(1) \cdot \hat{g}$ at some point $\hat{g} \in(0,1)$, then it follows from the local uniqueness of solutions of (2.5) that the only solution for which $g\left(\eta_{0}\right)=\hat{g}$ at some point $\eta_{0} \in \mathbb{R}$ is the constant solution $g=\hat{g}$ and hence (2.2) is not satisfied.

Finally note that if $(a, g)$ is a travelling wave solution, then $g$ is the weak solution of Problem I (for an appropriate choice of $u_{0}$ ). The proof follows by direct calculation.

Remark. Suppose there exists a $s_{0} \in(0,1)$ where $\beta^{\prime}$ does not exist and where $\beta\left(s_{0}\right)=\beta(1) \cdot s_{0}$. Then if $\beta$ is Lipschitz continuous on $[0,1]$, the standard uniqueness result for ordinary differential equations gives that a travelling wave does not exist. If on the other hand $\beta(s)-\beta(1) s=O\left(\left|s-s_{0}\right|^{\sigma}\right)$ with $\sigma \in(0,1)$, then a travelling wave can still be constructed. However for this case there is no uniqueness.

In the case of the Freundlich isotherm $f(s)=s^{p}$, we have the following.
Example. Choose $\beta(s)=s+s^{p}$ with $0<p<1$. Then $\beta$ satisfies H1 and $\beta^{\prime \prime}<0$. Therefore we are in case (ii) of Theorem 4, so we know that a travelling wave solution $(a, g)$ exists with $g(-\infty)=1, g(+\infty)=0$ and $a=1 / 2$.

For this choice of $\beta$ we can explicitly calculate the travelling wave

$$
g(\eta)=\left\{\begin{array}{ll}
{\left[1-e^{\lambda\left(\eta-\eta_{0}\right)}\right]^{1 /(1-p)}} & \text { if } \eta<\eta_{0} \\
0 & \text { if } \eta \geqq \eta_{0}
\end{array} \text { for some } \eta_{0}\right.
$$

where $\eta=x-t / 2$ and $\lambda=(1-p) / 2$.
A trivial consequence of Theorem 4 is the following.

Corollary 1. Suppose $\beta$ satisfies $\mathrm{H} 1(\mathrm{i})$ and $\beta^{\prime \prime}$ exists and is of one sign. Then
(i) Problem I has a unique travelling wave solution ( $a, g$ ) satisfying BC 1 if and only if $\beta^{\prime \prime}(s)>0$ for all $s \in(0,1)$.
(ii) Problem I has a unique travelling wave solution ( $a, g$ ) satisfying BC 2 if and only if $\beta^{\prime \prime}(s)<0$ for all $s \in(0,1)$.
3. The function $\boldsymbol{w}^{*}$. In this section we study the problem:

$$
P_{\infty} \begin{cases}\left(1-\eta \beta^{\prime}(w)\right) \frac{d w}{d \eta}=0 & \text { on } \mathbb{R}, \\ w(-\infty)=0, & w(+\infty)=1\end{cases}
$$

where the prime denotes differentiation with respect to the argument of $\beta$. The solution of this problem arises in the study of the large time behaviour of solutions of Problem $\boldsymbol{P}$ (or Problem I) in the case where $u_{0}$ satisfies BC 1 and $\beta^{\prime \prime}<0$. This will be treated in § 4.

Definition. $w^{*}: \mathbb{R} \rightarrow \mathbb{R}$ is a weak solution of Problem $P_{\infty}$ if it satisfies
(i) $w^{*}$ is absolutely continuous on $\mathbb{R}$ and $0 \leqq w^{*} \leqq 1$;
(ii) $w^{*}(-\infty)=0 ; w^{*}(+\infty)=1$;
(iii) $\int_{\mathbb{R}}\left\{\left(w^{*}-\eta \beta\left(w^{*}\right)\right) \phi_{\eta}-\beta\left(w^{*}\right) \phi\right\} d \eta=0$
for all $\phi \in C^{1}(\mathbb{R})$ which vanish for large $|\eta|$.
Theorem 5. If $\beta$ satisfies $\mathrm{H} 1(\mathrm{i}, \mathrm{i})$ and $\beta^{\prime}$ is monotone decreasing, then Problem $P_{\infty}$ has one and only one weak solution.

Proof. Let $w^{*}$ be a weak solution of Problem $P_{\infty}$. Then it follows from (iii) and the continuity of $\beta$ that

$$
\begin{equation*}
\frac{d}{d \eta}\left(w^{*}-\eta \beta\left(w^{*}\right)\right)=-\beta\left(w^{*}\right) \quad \text { on } \mathbb{R} \tag{3.1}
\end{equation*}
$$

and $\left(w^{*}-\eta \beta\left(w^{*}\right)\right) \in C^{1}(\mathbb{R})$. Integrating (3.1) with respect to $\eta$ from $\eta_{1}$ to $\eta_{2}$ gives

$$
\begin{equation*}
\left[w^{*}\left(\eta_{2}\right)-\eta_{2} \beta\left(w^{*}\left(\eta_{2}\right)\right)\right]-\left[w^{*}\left(\eta_{1}\right)-\eta_{1} \beta\left(w^{*}\left(\eta_{1}\right)\right)\right]=-\int_{\eta_{1}}^{\eta_{2}} \beta\left(w^{*}(s)\right) d s \tag{3.2}
\end{equation*}
$$

Suppose that $w^{*}\left(\eta_{1}\right)=w^{*}\left(\eta_{2}\right)$ and $w^{*}(\eta)>w^{*}\left(\eta_{1}\right)$ on $\left(\eta_{1}, \eta_{2}\right)$ (respectively $w^{*}(\eta)<$ $w^{*}\left(\eta_{1}\right)$ on ( $\left.\eta_{1}, \eta_{2}\right)$ ). Then (3.2) yields

$$
\left(\eta_{2}-\eta_{1}\right) \beta\left(w^{*}\left(\eta_{1}\right)\right)=\int_{\eta_{1}}^{\eta_{2}} \beta\left(w^{*}(s)\right) d s,
$$

which gives a contradiction. This means that $w^{*}$ is nondecreasing, i.e.,

$$
\begin{equation*}
\frac{d w^{*}}{d \eta} \geqq 0 \quad \text { a.e. on } \mathbb{R} \text {. } \tag{3.3}
\end{equation*}
$$

Next we assume that $w^{*}\left(\eta_{0}\right)>0$ for some $\eta_{0}<0$. Then $w^{*}>0$ in a neighbourhood $N$ of $\eta_{0}$ with $N \subset \mathbb{R}^{-}$. Using the smoothness of $\beta$ in (3.1) it follows that

$$
\left(1-\eta \beta^{\prime}\left(w^{*}\right)\right) \frac{d w^{*}}{d \eta}=0 \quad \text { a.e. in } N .
$$

But $1-\eta \beta^{\prime}\left(w^{*}\right)>1$ in $N$. Therefore $\left(d w^{*}\right) / d \eta=0$ a.e. in $N$, which implies that $w^{*} \equiv 0$ on $\overline{\mathbb{R}^{-}}$.

Define

$$
\begin{equation*}
\eta^{*}:=\sup \left\{\eta \in \mathbb{R}: w^{*}(\eta)=0\right\} . \tag{3.4}
\end{equation*}
$$

Then $\eta^{*} \geqq 0$ and $w^{*}$ satisfies

$$
w^{*}(\eta) \begin{cases}=0 & \text { if } \eta \leqq \eta^{*},  \tag{3.5}\\ >0 & \text { if } \eta>\eta^{*} .\end{cases}
$$

Furthermore

$$
\begin{equation*}
\left(1-\eta \beta^{\prime}\left(w^{*}\right)\right) \frac{d w^{*}}{d \eta}=0 \quad \text { a.e. on }\left(\eta^{*}, \infty\right) \tag{3.6}
\end{equation*}
$$

Finally we show that $w^{*}$ is strictly increasing when $0<w^{*}<1$. Suppose not; then there exist points $\eta^{*}<\eta_{1}<\eta_{2}<\eta_{3}<\eta_{4}$ such that $\left(d w^{*}\right) / d \eta>0$ a.e. on $\left(\eta_{1}, \eta_{2}\right) \cup\left(\eta_{3}, \eta_{4}\right)$, and $w^{*}(\eta) \equiv \alpha_{0}>0$ on $\left[\eta_{2}, \eta_{3}\right]$. Then from (3.6) we have

$$
\frac{1}{\eta_{2}}=\beta^{\prime}\left(w^{*}\left(\eta_{2}\right)\right)=\beta^{\prime}\left(\alpha_{0}\right)=\beta^{\prime}\left(w^{*}\left(\eta_{3}\right)\right)=\frac{1}{\eta_{3}},
$$

which proves the assertion.
Thus if $\tilde{\eta}$ is such that $1-\tilde{\eta} \beta^{\prime}(1)=0$, we may conclude that a weak solution of Problem $P_{\infty}$ is of the form

$$
w^{*}(\eta) \begin{cases}=0 & \text { on }\left(-\infty, \eta^{*}\right]  \tag{3.7}\\ \text { satisfies } 1-\eta \beta^{\prime}\left(w^{*}\right)=0 & \text { on }\left(\eta^{*}, \tilde{\eta}\right), \\ =1 & \text { on }[\tilde{\eta}, \infty)\end{cases}
$$

Remark. The number $\eta^{*}$ in (3.4) is given by

$$
\eta^{*}=\lim _{s \downarrow 0} \frac{1}{\beta^{\prime}(s)}
$$

Example. In the case $\beta(s)=s+s^{p}$ with $0<p<1$ we can calculate $w^{*}$ explicitly and find

$$
w^{*}(\eta)= \begin{cases}0 & \text { if } \eta \leqq 0  \tag{3.8}\\ \left(\frac{p \eta}{1-\eta}\right)^{1 /(1-p)} & \text { if } 0<\eta<\frac{1}{1+p} \\ 1 & \text { if } \eta \geqq \frac{1}{1+p}\end{cases}
$$

4. Convergence to the function $\boldsymbol{u}^{*}(\boldsymbol{x}, \boldsymbol{t})$ for the Cauchy problem. In this section we study the asymptotic behaviour as $t \rightarrow \infty$ of the solution $u(x, t)$ of Problem I when $u_{0}$ satisfies BC1 and $\beta^{\prime \prime}<0$. From the corollary in § 2 we know that Problem I does not have a travelling wave solution in this case.

Throughout this section we assume that $\beta$ satisfies H 1 and H 4 and $u_{0}$ satisfies H 2 and H5.

Set

$$
\begin{equation*}
\eta=\frac{x}{t+1} \quad \text { and } \quad \tau=\log (t+1) \tag{4.1}
\end{equation*}
$$

and consider the transformed problem

$$
P \begin{cases}(\beta(w))_{\tau}+\left(1-\eta \beta^{\prime}(w)\right) w_{\eta}=e^{-\tau} w_{\eta \eta} & \text { in } S_{T} \\ w(\cdot, 0)=u_{0}(\cdot) & \text { on } \mathbb{R} .\end{cases}
$$

The main result of this section is the following.
Proposition 1. Let $w(\eta, \tau)$ be the weak solution of Problem $P$ with $\beta$ satisfying $\mathrm{H} 1, \mathrm{H} 4$ and $u_{0}$ satisfying H2, H5. Let $w^{*}(\eta)$ be the weak solution of Problem $P_{\infty}$. Then the following integral estimate holds:

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\beta(w(\eta, \tau))-\beta\left(w^{*}(\eta)\right)\right| d \eta \leqq\left(C_{1}+C_{2} \tau\right) e^{-\tau} \tag{4.2}
\end{equation*}
$$

for all $\tau \in\left[0, T^{\prime}\right]$, where $C_{1}$ and $C_{2}$ are positive constants.
Proof. The proof consists of two parts. In the first part we approximate the initial function $u_{0}$ by a sequence of smooth positive functions $\left\{u_{0 n}\right\}$. Then we consider the family of problems $\left\{P_{n}\right\}$ obtained from Problem $P$ by using $u_{0 n}$ as the initial function. Next we show that the classical solution $w_{n}$ of the corresponding Problem $P_{n}$ converges towards a function $w_{n}^{*}$ as $\tau \rightarrow \infty$, where $w_{n}^{*}$ is an approximation of $w^{*}$.

In the second part we let $n$ tend to infinity and obtain the desired integral estimate (4.2).

Without loss of generality we may assume that $u_{0}$ is nondecreasing. In the case where $u_{0}$ is nonmonotone, two nondecreasing functions $\psi_{1}$ and $\psi_{2}$ can always be found such that $\psi_{1} \leqq u_{0} \leqq \psi_{2}$ on $\mathbb{R}$. Then if Proposition 1 holds for the monotone initial functions $\psi_{1}$ and $\psi_{2}$, it follows by a maximum principle argument (see [7]) that the integral estimate (4.2) also holds in the case of arbitrary initial functions $u_{0}$.

Part 1. Because the initial function $u_{0}$ is uniformly Lipschitz continuous and nondecreasing on $\mathbb{R}$ we can construct a sequence of smooth functions $\left\{u_{0 n}\right\}_{n=1}^{\infty}$ such that $u_{0 n} \rightarrow u_{0}$ as $n \rightarrow \infty$, uniformly on $\mathbb{R}$, and where every function $u_{0 n}$ satisfies
(i) $u_{0 n} \in C^{\infty}(\mathbb{R})$ and $0 \leqq u_{0 n}^{\prime} \leqq M^{*}$ (for some constant $M^{*}>0$, independent of $n$ ),
(ii) $u_{0 n}(-\infty)=1 / n ; u_{0 n}(+\infty)=1$.

Now consider for each $n \in \mathbb{N}$ the approximate problem:

$$
P_{n} \begin{cases}(\beta(w))_{\tau}+\left(1-\eta \beta^{\prime}(w)\right) w_{\eta}=e^{-\tau} w_{\eta \eta} & \text { in } S_{T},  \tag{4.3}\\ w(\cdot, 0)=u_{0 n}(\cdot) & \text { on } \mathbb{R}\end{cases}
$$

This problem has a unique solution $w_{n} \in C^{3+\mu}\left(\bar{S}_{T^{\prime}}\right)$, with $\mu \in(0,1)$ as given in H 1 (iii), and $1 / n \leqq w_{n} \leqq 1$. This follows directly from the observation that $w_{n}$ is the transformed of $u_{n}$, where $u_{n}$ is the unique classical solution of Problem I with initial function $u_{0 n}$ (see e.g. van Duyn and Ye [4]).

We want to show that $w_{n}$ tends to an approximation of $w^{*}$ as $\tau \rightarrow \infty$, where this approximation is defined by

$$
\begin{equation*}
w_{n}^{*}=\max \left\{w^{*}, \frac{1}{n}\right\}, \quad n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

Note that the function $w_{n}^{*}$ satisfies

$$
\begin{align*}
& \left(1-\eta \beta^{\prime}\left(w_{n}^{*}\right)\right) \frac{d w_{n}^{*}}{d \eta}=0 \quad \text { a.e. on } \mathbb{R},  \tag{4.5}\\
& w_{n}^{*}(-\infty)=\frac{1}{n}, \quad w_{n}^{*}(+\infty)=1 .
\end{align*}
$$

In order to prove the convergence of $w_{n}$ to $w_{n}^{*}$ we need the following lemma.

Lemma 1. There exists a constant $M_{0}>0$ such that for all $n \in \mathbb{N}$

$$
0 \leqq w_{n \eta} \leqq M_{0} \quad \text { in } S_{T^{\prime}} .
$$

Proof. Differentiate (4.3) with respect to $\eta$. Then $v:=w_{n \eta}$ satisfies the following problem;

$$
P_{n}^{\prime} \begin{cases}\beta^{\prime}\left(w_{n}\right) v_{\tau}+\left(1-\eta \beta^{\prime}\left(w_{n}\right)\right) v_{\eta}+\left\{-\frac{\beta^{\prime \prime}\left(w_{n}\right)}{\beta^{\prime}\left(w_{n}\right)} v-\beta^{\prime}\left(w_{n}\right)\right\} v \\ +\frac{\beta^{\prime \prime}\left(w_{n}\right)}{\beta^{\prime}\left(w_{n}\right)} e^{-\tau} v v_{\eta}=e^{-\tau} v_{\eta \eta} & \text { in } S_{T^{\prime}}, \\ v(\cdot, 0)=u_{0 n}^{\prime}(\cdot) & \text { on } \mathbb{R} .\end{cases}
$$

It is known that $0 \leqq u_{0 n}^{\prime} \leqq M^{*}$. Then obviously $\underline{v} \equiv 0$ is a subsolution for Problem $P_{n}^{\prime}$. Furthermore the function $\bar{v} \equiv M_{0}$, with $M_{0}=\max \left\{M^{*}, 1 / \nu\right\}$, is a supersolution for Problem $P_{n}^{\prime}$. This follows from H4(ii). Then Cosner [3, Lemma 1] implies that $0 \leqq w_{n \eta} \leqq M_{0}$, where the constant $M_{0}$ does not depend on $n$ and $\tau$.

To investigate the asymptotic behaviour of $w_{n}$ for large $|\eta|$ we construct a timeindependent sub- and supersolution.

Lemma 2. (i) There exist constants $\gamma>0,1<k<k_{2}, \eta_{0}>1$ such that the function $\underline{s}_{n}(\eta)$, for each $n \in \mathbb{N}$ defined by

$$
\underline{s}_{n}(\eta):= \begin{cases}\frac{1}{n}, & \eta \leqq \eta_{0}  \tag{4.6}\\ \max \left\{\frac{1}{n}, 1-\gamma\left(\eta-\eta_{0}\right)^{-k}\right\}, & \eta>\eta_{0}\end{cases}
$$

satisfies: $\underline{\underline{S}}_{n}$ is continuous on $\mathbb{R}$ and $w_{n}(\cdot, \tau) \geqq \underline{\tilde{S}}_{n}(\cdot)$ on $\mathbb{R}$ for all $0 \leqq \tau \leqq T^{\prime}$ and for all $n \in \mathbb{N}$.
(ii) There exist constants $\tilde{\gamma}>0,1 / \alpha<\tilde{k}<k_{1}, \eta_{1}<-1$ such that the function $\bar{s}_{n}(\eta)$, for each $n \in \mathbb{N}$ defined by

$$
\bar{s}_{n}(\eta):= \begin{cases}1, & \eta \geqq \eta_{1},  \tag{4.7}\\ \min \left\{1, \tilde{\gamma}\left(-\eta+\eta_{1}\right)^{-\tilde{k}}+\frac{1}{n}\right\}, & \eta<\eta_{1},\end{cases}
$$

satisfies: $\bar{s}_{n}$ is continuous on $\mathbb{R}$ and $w_{n}(\cdot, \tau) \leqq \bar{s}_{n}(\cdot)$ on $\mathbb{R}$ for all $0 \leqq \tau \leqq T^{\prime}$ and for all $n \in \mathbb{N}$.
Proof. For each $n \in \mathbb{N}$ the approximating initial functions $u_{0 n}$, used in Problem $P_{n}$, are given by

$$
u_{0 n}(x)=\int_{\mathbb{R}} \rho_{n}(x-y) u_{0}^{+}(y) d y .
$$

Here $u_{0}^{+}=\max \left\{u_{0}, 1 / n\right\}$ and $\rho_{n}(x)=n \rho(n x)$, where $\rho \in C^{\infty}(\mathbb{R})$ is such that Supp $\rho=$ $[-1,1], \rho(x) \geqq 0$ on $\mathbb{R}$ and $\|\rho\|_{L^{1}(\mathbb{R})}=1$.

Below we use the following property of the functions $u_{0 n}$ : for any increasing function $f$ defined on $\mathbb{R}$, let $f^{+}=\max \{f, 1 / n\}$. Then for each $x_{0} \geqq 1$ we have:
(a) If $u_{0} \geqq f$ on $\mathbb{R}$, then $u_{0 n}(x) \geqq f^{+}\left(x-x_{0}\right)$ for all $n \in \mathbb{N}$ and for all $x \in \mathbb{R}$;
(b) If $u_{0} \leqq f$ on $\mathbb{R}$, then $u_{0 n}(x) \leqq f^{+}\left(x+x_{0}\right)$ for all $n \in \mathbb{N}$ and for all $x \in \mathbb{R}$.

We shall only prove part (i) of Lemma 2. The proof of part (ii) is almost identical and is therefore omitted.

Choose constants $\gamma>0, k>1, \hat{\eta} \geqq\left(\beta^{\prime}(1)\right)^{-1}\left(1+(k+1) \gamma^{-1 / k}\right)$ such that $\mu_{0}(\eta) \geqq$ $1-\gamma(\eta-\hat{\eta})^{-k}$ for $\eta>\hat{\eta}$. Because $\mu_{0}$ satisfies H5 this is possible if we choose $k<k_{2}$.

Next let $\eta^{*}=\hat{\eta}+\gamma^{1 / k}$ and define

$$
\underline{s}(\eta):= \begin{cases}0, & \eta \leqq \eta^{*} \\ 1-\gamma(\eta-\hat{\eta})^{-k}, & \eta>\eta^{*}\end{cases}
$$

From property (a) we know that there exists a constant $\xi_{0}>1$ such that $u_{0 n}(\eta) \geqq$ $\underline{s}\left(\eta-\xi_{0}\right)$ on $\mathbb{R}$. Thus if we choose in (4.6) $\eta_{0}=\hat{\eta}+\xi_{0}$, then $u_{0 n}(\eta) \geqq \underline{s}_{n}(\eta)$ on $\mathbb{R}$. Furthermore if

$$
\mathscr{L} u:=(\beta(u))_{\tau}+\left(1-\eta \beta^{\prime}(u)\right) u_{\eta}-e^{-\tau} u_{\eta \eta},
$$

then an elementary computation shows that $\mathscr{L} \underline{\underline{s}}_{n} \leqq 0$ for $\eta>\bar{\eta}$. Applying [3, Lemma 1] to the difference $w_{n}-\underline{s}_{n}$, part (i) of the lemma follows immediately.

Thus Lemma 2 gives

$$
\begin{equation*}
\underline{s}_{n}(\cdot) \leqq w_{n}(\cdot, \tau) \leqq \bar{s}_{n}(\cdot) \quad \text { on } \mathbb{R} \tag{4.8}
\end{equation*}
$$

for all $\tau \in\left[0, T^{\prime}\right]$ and for all $n \in \mathbb{N}$.
From (4.8) and H1(i) we may now conclude that $\left(\beta\left(w_{n}(\cdot, \tau)\right)-\beta\left(w_{n}^{*}(\cdot)\right)\right) \in L^{1}(\mathbb{R})$ for all $\tau \in\left[0, T^{\prime}\right]$.

To estimate

$$
\left\|\beta\left(w_{n}(\tau)\right)-\beta\left(w_{n}^{*}\right)\right\|_{L^{1}(\mathbb{R})}:=\int_{-\infty}^{\infty}\left|\beta\left(w_{n}(\eta, \tau)\right)-\beta\left(w_{n}^{*}(\eta)\right)\right| d \eta
$$

it will be convenient to consider the following auxiliary problem:

$$
\tilde{P}_{n}\left\{\begin{array}{l}
(\beta(w))_{\tau}+\left(1-\eta \beta^{\prime}(w)\right) w_{\eta}=e^{-\tau} w_{\eta \eta} \quad \text { in } H_{T^{\prime}}^{\tilde{q}}, \\
w(\tilde{\eta}, \tau)=1, \quad 0<\tau \leqq T^{\prime}, \\
w(\cdot, 0)=\tilde{u}_{0 n}(\cdot) \quad \text { on }(-\infty, \tilde{\eta}),
\end{array}\right.
$$

where $H_{T^{\prime}}^{\tilde{\tilde{n}}}=\left\{(\eta, \tau): \eta \in(-\infty, \tilde{\eta}), 0<\tau \leqq T^{\prime}\right\}$. In this problem $\tilde{\eta}$ is chosen such that $w^{*}(\tilde{\eta})=1$ and $w^{*}(\eta)<1$ if $\eta<\tilde{\eta}$, thus $\tilde{\eta}=1 / \beta^{\prime}(1)$ (see $\S 3$ ). The function $\tilde{u}_{0 n}$ is given by $\tilde{u}_{0 n}=\max \left\{u_{0 n}, w_{n}^{*}\right\}$.

We want to transform Problem $\tilde{P}_{n}$ into one in which the differential equation has bounded coefficients and in which the boundary condition is essentially unchanged. To this end we set

$$
y=(\eta-\tilde{\eta}) e^{\tau} \quad \text { and } \quad t=e^{\tau}-1 .
$$

Then $w(\eta, \tau)$ is a classical solution of Problem $\tilde{P}_{n}$ if and only if $h(y, t):=w(\eta, \tau)$ is a classical solution of the problem

$$
\begin{aligned}
& (\beta(h))_{t}+(h-\tilde{\eta} \beta(h))_{y}=h_{y y} \quad \text { in } H_{T}^{-}=(-\infty, 0) \times(0, T], \\
& h(0, t)=1, \quad 0<t \leqq T, \\
& h(y, 0)=\tilde{u}_{0 n}(y+\tilde{\eta}) \quad \text { on }(-\infty, 0) .
\end{aligned}
$$

Now this problem has a unique classical solution $h_{n} \in C^{2,1}\left(H_{T}^{-}\right) \cap C\left(\overline{H_{T}^{-}}\right)$(see e.g. [7]). Then $v_{n}(\eta, \tau):=h_{n}(y, t)$ is the unique solution of Problem $\tilde{P}_{n}$ such that $v_{n} \in$ $C^{2,1}\left(H_{T}^{\tilde{\eta}}\right) \cap\left(\overline{H_{T}^{\tilde{\tilde{n}}}}\right)$ and $1 / n \leqq v_{n} \leqq 1$.

If we define the function $\tilde{w}_{n}$ as

$$
\tilde{w}_{n}(\eta, \tau):= \begin{cases}v_{n}(\eta, \tau) & \eta<\tilde{\eta} \\ 1 & \eta \geqq \tilde{\eta}\end{cases}
$$

then by a maximum principle argument we have

$$
\begin{equation*}
\tilde{w}_{n} \geqq w_{n} \quad \text { in } \overline{S_{T^{\prime}}} . \tag{4.9}
\end{equation*}
$$

Furthermore it can be proved by direct calculation that $w_{n}^{*}$ is a subsolution for Problem $\tilde{P}_{n}$, where we use the fact that $\beta$ satisfies H4(iii). Also it can be shown that $\bar{s}_{n}(\eta)$ is a supersolution for Problem $\tilde{P}_{n}$. Therefore

$$
\begin{equation*}
w_{n}^{*}(\cdot) \leqq \tilde{w}_{n}(\cdot, \tau) \leqq \bar{s}_{n}(\cdot) \quad \text { on } \mathbb{R} \tag{4.10}
\end{equation*}
$$

for all $\tau \in\left[0, T^{\prime}\right]$ and for all $n \in \mathbb{N}$.
Now it follows from (4.8), (4.10) and the definition of $\underline{s}_{n}, \bar{s}_{n}$ that $\left(\beta\left(\tilde{w}_{n}(\cdot, \tau)\right)-\right.$ $\left.\beta\left(w_{n}(\cdot, \tau)\right)\right) \in L^{1}(\mathbb{R})$ and $\left(\beta\left(\tilde{w}_{n}(\cdot, \tau)\right)-\beta\left(w_{n}^{*}(\cdot)\right)\right) \in L^{1}(\mathbb{R})$ for all $\tau \in\left[0, T^{\prime}\right]$.

Since

$$
\begin{align*}
\left\|\beta\left(w_{n}(\tau)\right)-\beta\left(w_{n}^{*}\right)\right\|_{L^{1}(\mathbb{R})} \leqq & \left\|\beta\left(w_{n}(\tau)\right)-\beta\left(\tilde{w}_{n}(\tau)\right)\right\|_{L^{1}(\mathbb{R})} \\
& +\left\|\beta\left(\tilde{w}_{n}(\tau)\right)-\beta\left(w_{n}^{*}\right)\right\|_{L^{1}(\mathbb{R})}, \tag{4.11}
\end{align*}
$$

it is sufficient to find estimates for the norms on the right-hand side of (4.11).
Lemma 3. (i) $\left\|\beta\left(w_{n}(\tau)\right)-\beta\left(\tilde{w}_{n}(\tau)\right)\right\|_{L^{\prime}(\mathbb{R})} \leqq\left(B_{0}+B_{1} \tau\right) e^{-\tau}$ for all $\tau \in\left[0, T^{\prime}\right]$, where $B_{0}$ and $B_{1}$ are constants independent of $n$. (ii) $\left\|\beta\left(\tilde{w}_{n}(\tau)\right)-\beta\left(w_{n}^{*}\right)\right\|_{L^{1}(\mathbb{R})} \leqq\left(B_{2}+B_{3} \tau\right) e^{-\tau}$ for all $\tau \in\left[0, T^{\prime}\right]$, where $B_{2}$ and $B_{3}$ are constants independent of $n$.

Proof. (i) The function $\tilde{w}_{n}$ satisfies

$$
\left(\beta\left(\tilde{w}_{n}\right)\right)_{\tau}+\left(1-\eta \beta^{\prime}\left(\tilde{w}_{n}\right)\right) \tilde{w}_{n \eta}=e^{-\tau} \tilde{w}_{n \eta \eta} \quad \text { on } \mathbb{R} \mid\{\tilde{\eta}\} \times\left(0, T^{\prime}\right] .
$$

The function $w_{n}$ satisfies

$$
\left(\beta\left(w_{n}\right)\right)_{\tau}+\left(1-\eta \beta^{\prime}\left(w_{n}\right)\right) w_{n \eta}=e^{-\tau} w_{n \eta \eta} \quad \text { on } \mathbb{R} \times\left(0, T^{\prime}\right] .
$$

Subtraction and integration with respect to $\eta$ from $-\infty$ to $\infty$ yields

$$
\begin{align*}
& \frac{d}{d \tau}\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})}+\left.\left(\tilde{w}_{n}-w_{n}\right)\right|_{\eta=-\infty} ^{\infty} \\
& \quad-\left.\eta\left\{\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\}\right|_{\eta=-\infty} ^{\infty}+\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})}  \tag{4.12}\\
&= e^{-\tau}\left\{\left.\left(\tilde{w}_{n}-w_{n}\right)_{\eta}\right|_{\eta=-\infty} ^{\tilde{\eta}-}+\left.\left(\tilde{w}_{n}-w_{n}\right)_{\eta}\right|_{\eta=\tilde{\eta}^{+}+} ^{\infty}\right\} .
\end{align*}
$$

Because (4.8) and (4.10) hold and because $k, \tilde{k}>1$ in (4.6), (4.7) respectively, the third term on the left-hand side of (4.12) vanishes. Then, using Lemma 1 and Lemma 2, we find

$$
\begin{array}{r}
\frac{d}{d \tau}\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})}+\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})} \\
\leqq e^{-\tau}\left\{\tilde{w}_{n \eta}\left(\tilde{\eta}^{-}, \tau\right)-\tilde{w}_{n \eta}(-\infty, \tau)+C_{0}\right\} \tag{4.13}
\end{array}
$$

for all $\tau \in\left(0, T^{\prime}\right]$, where the constant $C_{0}$ does not depend on $n$. For each $n \in \mathbb{N}$ the solution $v_{n}$ of Problem $\tilde{P}_{n}$ satisfies $v_{n \eta}(\tilde{\eta}, \tau) \geqq 0$ for $\tau \in\left[0, T^{\prime}\right]$ and $v_{n \eta}(\eta, 0) \geqq 0$ for $\eta \in(-\infty, \tilde{\eta}]$, except possibly at the points where $u_{0 n}=w_{n}^{*}$. It then follows from a maximum principle argument that $v_{n \eta}=\tilde{w}_{n \eta} \geqq 0$ in $H_{T}^{\tilde{\eta}}$. Moreover, using (4.10), we see that

$$
\tilde{w}_{n \eta}\left(\tilde{\eta}^{-}, \tau\right) \leqq \frac{d w_{n}^{*}\left(\tilde{\eta}^{-}\right)}{d \eta}
$$

for all $\tau \in\left(0, T^{\prime}\right]$ and for all $n \in \mathbb{N}$.

Therefore the right-hand side of (4.13) can be estimated uniformly with respect to $n$, which implies that there exists a constant $C$ such that

$$
\begin{equation*}
\frac{d}{d \tau}\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})}+\left\|\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right\|_{L^{1}(\mathbb{R})} \leqq C e^{-\tau} \tag{4.14}
\end{equation*}
$$

for all $\tau \in\left(0, T^{\prime}\right]$ and for all $n \in \mathbb{N}$.
From this, inequality (i) follows immediately.
(ii) The proof of this inequality is almost identical and will be omitted.

Next use (4.11) and Lemma 3 to find

$$
\begin{equation*}
\left\|\beta\left(w_{n}(\tau)\right)-\beta\left(w_{n}^{*}\right)\right\|_{L^{1}(\mathbb{R})} \leqq\left(C_{1}+C_{2} \tau\right) e^{-\tau} \tag{4.15}
\end{equation*}
$$

for all $\tau \in\left[0, T^{\prime}\right]$, where $C_{1}$ and $C_{2}$ are constants independent of $n$.
Part 2. The convergence of $\left\{w_{n}\right\}$ to the weak solution $w$ of Problem $P$ as $n \rightarrow \infty$. From Lemma 1 it follows that

$$
\begin{equation*}
\left|w_{n}\left(\eta_{1}, \tau\right)-w_{n}\left(\eta_{2}, \tau\right)\right| \leqq M_{0}\left|\eta_{1}-\eta_{2}\right| \tag{4.16}
\end{equation*}
$$

for all $\left(\eta_{1}, \tau\right),\left(\eta_{2}, \tau\right) \in \bar{S}_{T^{\prime}}$ and for all $n \in \mathbb{N}$.
Next consider the sequence of rectangles $D_{m}:=(-m, m) \times\left(0, T^{\prime}\right)$ with $m \in \mathbb{N}$. Then by a result of Gilding [6] about the Hölder continuity of solutions of parabolic equations

$$
\begin{equation*}
\left|w_{n}\left(\eta, \tau_{1}\right)-w_{n}\left(\eta, \tau_{2}\right)\right| \leqq C(m)\left|\tau_{1}-\tau_{2}\right|^{1 / 2} \text { in } D_{m} \tag{4.17}
\end{equation*}
$$

for all $n \in \mathbb{N}$ and for all $\left(\eta, \tau_{1}\right)$ and $\left(\eta, \tau_{2}\right) \in D_{m}$ with $\left|\tau_{1}-\tau_{2}\right| \leqq 1$. Thus, for each $m \geqq 1$, the set of functions $\left\{w_{n}(\eta, \tau)\right\}$ is bounded $\left(0 \leqq w_{n}(\eta, \tau) \leqq 1\right.$ in $\left.\bar{S}_{T^{\prime}}\right)$ and equicontinuous on $D_{m}$. Hence the Arzela-Ascoli Theorem implies the existence of a subsequence $\left\{w_{n_{k}}\right\}$ and a function $w_{m} \in C\left(\bar{D}_{m}\right)$ such that $w_{n_{k}} \rightarrow w_{m}$ as $n_{k} \rightarrow \infty$, uniformly on $D_{m}$. Then, by a diagonal process, it follows that there exists a function $w$, defined on $\bar{S}_{T^{\prime}}$, and a convergent subsequence $\left\{w_{n_{j}}(\eta, \tau)\right\}$ such that $w_{n_{j}} \rightarrow w$ as $j \rightarrow \infty$, pointwise on $\bar{S}_{T^{\prime}}$. Since this convergence is uniform on every bounded subset of $\bar{S}_{T^{\prime}}$, the limit function $w$ is continuous on $\bar{S}_{T^{\prime}}$.

To show that the function $w(\eta, \tau)$ is a weak solution of Problem $P$ we must check properties (i), (ii) and (iii) in the definition of weak solution. Because the proof is standard (see e.g. [4]), we shall omit it here.

Finally we derive the integral estimate (4.2).
Because $\left|\beta\left(w_{n}\right)-\beta\left(w_{n}^{*}\right)\right| \leqq\left(\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}\right)\right)+\left(\beta\left(\tilde{w}_{n}\right)-\beta\left(w_{n}^{*}\right)\right)$ and (4.8), (4.10)
hold, we have

$$
\left|\beta\left(w_{n}\right)-\beta\left(w_{n}^{*}\right)\right| \leqq \begin{cases}\beta(1)-\beta\left(\underline{s}_{n}\right), & \eta \geqq \tilde{\eta},  \tag{4.18}\\ 2\left\{\beta\left(\bar{s}_{n}\right)-\beta\left(\frac{1}{n}\right)\right\}, & \eta<\tilde{\eta} .\end{cases}
$$

Using the assumptions $\mathrm{H} 1(\mathrm{i}), \mathrm{H} 4(\mathrm{i})$ on $\beta$ and the definition of $\underline{s}_{n}, \bar{s}_{n}$ (given in (4.6) and (4.7)) it is clear that the right-hand side of (4.18) can be estimated, uniformly in $n$, by an $L^{1}$-function which is $O\left(\eta^{-k}\right)$ for $\eta \rightarrow \infty$ and $O\left((-\eta)^{-\hat{k} \alpha}\right)$ for $\eta \rightarrow-\infty$. Then if we take the limit $n \rightarrow \infty$ in the estimates in Lemma 3 and use the Dominated Convergence Theorem, we find

$$
\left\|\beta(w(\tau))-\beta\left(w^{*}\right)\right\|_{L^{1}(\mathbb{R})} \leqq\left(C_{1}+C_{2} \tau\right) e^{-\tau}
$$

for all $\tau \in\left[0, T^{\prime}\right]$, where $C_{1}$ and $C_{2}$ are positive constants independent of $n$.
This proves Proposition 1.
To derive a pointwise estimate from the integral estimate (4.2) we need the following lemma.

Lemma 4. Let $\phi$ be a function defined on $\mathbb{R}$, satisfying $\phi(x) \geqq 0$ on $\mathbb{R}$ and $\mid \phi(x)-$ $\phi\left(x_{0}\right)|\leqq A| x-\left.x_{0}\right|^{\alpha}$ on $\mathbb{R}$, where $A$ and $\alpha$ are positive constants. Furthermore, suppose

$$
\int_{-\infty}^{\infty} \phi(x) d x \leqq l .
$$

Then

$$
\sup _{x \in \mathbb{R}} \phi(x) \leqq l^{\alpha /(\alpha+1)} A^{1 /(\alpha+1)}\left(\frac{\alpha+1}{\alpha}\right)^{\alpha /(\alpha+1)} .
$$

Proof. The proof is similar to the proof of Lemma 3 in Gilding and Peletier [8].
Proposition 2. Let $\beta$ and $u_{0}$ satisfy $\mathrm{H} 1, \mathrm{H} 4$, respectively, $\mathrm{H} 2, \mathrm{H} 5$. Then if $w(\eta, \tau)$ is the weak solution of Problem $P$ and $w^{*}(\eta)$ is the weak solution of Problem $P_{\infty}$, the following estimate holds:

$$
\sup _{\eta \in \mathbb{R}}\left|\beta(w(\eta, \tau))-\beta\left(w^{*}(\eta)\right)\right| \leqq\left[e^{-\tau}\left(A_{1}+A_{2} \tau\right)\right]^{\alpha /(\alpha+1)}
$$

for all $\tau \in\left[0, T^{\prime}\right]$, where $A_{1}$ and $A_{2}$ are positive constants.
Proof. Because $w$ is uniformly Lipschitz continuous with respect to $\eta$, which is a direct consequence of (4.16), and $\beta$ satisfies H4(i), we have

$$
\left|\beta(w(\eta, \tau))-\beta\left(w\left(\eta_{0}, \tau\right)\right)\right| \leqq C\left|\eta-\eta_{0}\right|^{\alpha}
$$

for $\eta, \eta_{0} \in \mathbb{R}$ and for all $\tau \in\left[0, T^{\prime}\right]$, where $C$ is a positive constant. The same is true for the function $w^{*}$

$$
\left|\beta\left(w^{*}(\eta)\right)-\beta\left(w^{*}\left(\eta_{0}\right)\right)\right| \leqq C^{*}\left|\eta-\eta_{0}\right|^{\alpha}
$$

for $\eta, \eta_{0} \in \mathbb{R}$ and for some positive constant $C^{*}$.
Now apply Lemma 4 with $\phi(\eta)=\left|\beta(w(\eta, \tau))-\beta\left(w^{*}(\eta)\right)\right|$ and Proposition 2 is proved.

Finally, let $u^{*}(x, t)=w^{*}(\eta)$, where $w^{*}$ is the weak solution of Problem $P_{\infty}$.
Since the result of Proposition 2 does not depend on $T^{\prime}$, Theorem 2 follows immediately.
5. Convergence to the function $\boldsymbol{u}^{*}(\boldsymbol{x}, \boldsymbol{t})$ for the Cauchy-Dirichlet problem. In this section we give results on the asymptotic behaviour of the solution of the CauchyDirichlet problem II when $u_{0}$ satisfies the boundary condition $\mathrm{BC1}{ }^{+}$and $\beta^{\prime \prime}<0$.

Furthermore we assume that $\beta$ satisfies $\mathrm{H} 1, \mathrm{H} 4$ and $u_{0}$ satisfies $\mathrm{H} 2^{+}, \mathrm{H} 5^{+}$.
As in § 4 we use transformation (4.1) and consider the transformed problem:

$$
P^{+}\left\{\begin{array}{l}
(\beta(w))_{\tau}+\left(1-\eta \beta^{\prime}(w)\right) w_{\eta}=e^{-\tau} w_{\eta \eta} \text { in } H_{T^{\prime}}, \\
w(0, \tau)=0, \quad 0<\tau \leqq T^{\prime}, \\
w(\cdot, 0)=u_{0}(\cdot) \quad \text { on } \mathbb{R}^{+},
\end{array}\right.
$$

where $H_{T^{\prime}}=\left\{(\eta, \tau): \eta \in \mathbb{R}^{+}, 0<\tau \leqq T^{\prime}\right\}, T^{\prime}=\log (T+1)$ and $w(\eta, \tau)=u(x, t)$.
The reduced problem

$$
P_{\infty}^{+}\left\{\begin{array}{l}
\left(1-\eta \beta^{\prime}(w)\right) \frac{d w}{d \eta}=0 \quad \text { on } \mathbb{R}^{+}, \\
w(0)=0, \quad w(+\infty)=1
\end{array}\right.
$$

has a unique weak solution $w^{*}$ (as in § 3).
The following proposition holds.

Proposition 3. Let $w$ be the weak solution of Problem $P^{+}$and let $w^{*}$ be the weak solution of Problem $P_{\infty}^{+}$. Suppose $\beta$ satisfies $\mathrm{H} 1, \mathrm{H} 4$ and $u_{0}$ satisfies $\mathrm{H}^{+}, \mathrm{H}^{+}$. Then

$$
\sup _{\eta \in \mathbb{R}^{+}}\left|\beta(w(\eta, \tau))-\beta\left(w^{*}(\eta)\right)\right| \leqq\left[e^{-\tau}\left(A 1^{+}+A 2^{+} \tau\right)\right]^{\alpha /(\alpha+1)}
$$

for all $\tau \in\left[0, \mathrm{~T}^{\prime}\right]$, where $\mathrm{A1}^{+}$and $\mathrm{A2}^{+}$are positive constants.
Proof. The proof is essentially the same as the proof of Proposition 2. The main difference is the following. When introducing the approximate Problem $P_{n}$ in $H_{T^{\prime}}$, with solution $w_{n}$, one needs a uniform bound with respect to $n$ on $w_{n \eta}$ at $\eta=0$. This bound is obtained by observing that

$$
\frac{1}{n} \leqq w_{n}(\eta, \tau) \leqq \min \left\{\frac{1}{n}+M \eta, 1\right\}
$$

for all $(\eta, \tau) \in H_{T^{\prime}}$ and for all $n \in \mathbb{N}$. Here the constant $M$ is chosen such that $M=$ $\max \left\{M^{*},(1 / \tilde{\eta})\right\}$, where $\tilde{\eta}=1 /\left(\beta^{\prime}(1)\right)$ as defined in $\S 3$. The rest of the proof will be omitted.

Again define $u^{*}(x, t)=w^{*}(\eta)$; then an immediate consequence of Proposition 3 is Theorem 3.

Acknowledgment. The authors are greatly indebted to Professor L. A. Peletier for his assistance with this work.

## REFERENCES

[1] J. Bear, Dynamics of Fluids in Porous Media, American Elsevier, New York, 1972.
[2] G. H. Bolt, ed., Soil Chemistry, B. Physico-Chemical Models, Developments in Soil Science 5 B, Elsevier, Amsterdam, New York, 1982.
[3] C. COSNER, Asymptotic behaviour of solutions of second order parabolic partial differential equations with unbounded coefficients, J. Differential Equations, 35 (1980), pp. 407-428.
[4] C. J. van Duyn and Q. X. Ye, The flow of two immiscible fluids through a porous medium, Nonlinear Anal. Theory Meth. Appl., 8 (1984), pp. 353-367.
[5] R. A. Freeze and J. A. Cherry, Groundwater, Prentice-Hall, Englewood Cliffs, NJ, 1979.
[6] B. H. Gilding, Hölder continuity of solutions of parabolic equations, J. London Math. Soc. (2), 13 (1976), pp. 103-106.
[7] ——, A nonlinear degenerate parabolic equation, Ann. Scuola Norm. Sup. Pisa Cl. Sci., 4 (1977), pp. 393-432.
[8] B. H. Gilding and L. A. Peletier, The Cauchy problem for an equation in the theory of infiltration, Arch. Rational Mech. Anal., 61 (1976), pp. 127-140.
[9] N. V. Khusnytdinova, The limiting moisture profile during infiltration into a homogeneous soil, Prikl. Mat. Mekh., 31 (1967), pp. 770-776; J. Appl. Math. Mech., 31 (1967), pp. 783-789.
[10] S. Osher and J. Ralston, $L^{1}$-stability of travelling waves with applications to convective porous media flow, Comm. Pure Appl. Math., 35 (1982), pp. 737-749.
[11] L. A. Peletier, Asymptotic behaviour of solutions of the porous media equation, SIAM J. Appl. Math., 21 (1971), pp. 542-551.

# GLOBAL EXISTENCE AND BOUNDEDNESS IN REACTION-DIFFUSION SYSTEMS* 

SELWYN L. HOLLIS $\dagger$, ROBERT H. MARTIN, Jr. $\dagger$ AND MICHEL PIERRE $\ddagger$


#### Abstract

In many applications, systems of reaction-diffusion equations arise in which the nature of the nonlinearity in the reaction terms renders ineffective the standard techniques (such as invariant sets and differential inequalities) for establishing global existence, boundedness, and asymptotic behavior of solutions. In this paper we prove global existence and uniform boundedness for a class of reaction-diffusion systems involving two unknowns in which an a priori bound is available for one component as long as solutions exist. Among this class of systems is the so-called Brusselator, a model from the study of instabilities in chemical processes.
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Introduction. It is well known that the addition of diffusion in a reaction system can cause the loss of stability properties of equilibrium solutions. This follows from the fact that the subtraction of a positive diagonal matrix from a square matrix can increase the maximum real part of the eigenvalues. In general, it does not seem to be known whether adding diffusion in a reaction system (or changing the diffusion coefficients in a reaction-diffusion system) can affect the global existence of solutions. In some situations general results on invariant sets and differential inequalities may be applied to establish global existence as well as estimate the growth of solutions. However, the class of equations under consideration here cannot be effectively analyzed by these general methods.

A typical type of system that can be studied with the methods of this paper is a reaction-diffusion equation of the form

$$
\begin{equation*}
u_{t}=d_{1} \Delta u-u v^{\beta}, \quad v_{t}=d_{2} \Delta v+u v^{\beta} \tag{1}
\end{equation*}
$$

with various homogeneous boundary conditions and nonnegative initial data, where $\Omega$ is a bounded region in $\mathbb{R}^{n}, \Delta$ is the Laplacian, $\beta \geqq 1$, and $d_{1}, d_{2}>0$. N. Alikakos [1] established global existence and $\mathscr{L}^{\infty}$-bounds of solutions when $1 \leqq \beta<(n+2) / n$. K. Masuda [8] shows that solutions to this system exist globally for every $\beta \geqq 1$ and, in addition, shows that the solutions converge as $t \rightarrow \infty$. One should note that the global existence assertion is immediate if $\beta=1$ and also if $d_{1}=d_{2}$ (for if $d_{1}=d_{2}$ and $w \equiv u+v$, then $w_{t}=d_{1} \Delta w$, and it easily follows that $u$ and $v$ remain uniformly bounded since $u, v \geqq 0$ ). On the other hand, if $d_{1} \neq d_{2}$, the global boundedness is not obvious; one can even show that there is no global $\mathscr{L}^{\infty}$ estimate in terms of $\left\|u_{0}\right\|_{\infty}$ and $\left\|v_{0}\right\|_{\infty}$ for $t$ large if $d_{2}=0$ (see §5).

A second illustration is the Brusselator, a model of a certain chemical morphogenetic process due to Turing [12], which has the form

$$
\begin{array}{lll}
u_{t}=d_{1} \Delta u-u v^{2}+B v, & x \in \Omega, & t>0, \\
v_{t}=d_{2} \Delta v+u v^{2}-(B+1) v+A, &  \tag{2}\\
u(x, t)=B / A, v(x, t)=A, & t>0, & x \in \partial \Omega
\end{array}
$$

[^67]with nonnegative initial data where $A, B, d_{1}$ and $d_{2}$ are positive constants. This system is discussed for $\Omega=(0,1)$ in Prigogine and Nicolis [10]. Except for inhomogenous boundary conditions, (2) is very similar to (1) with $\beta=2$. In [6], H. Lange proved that solutions to ( 2 ) with $\Omega=(0,1)$ exist globally, provided that the diffusion coefficients satisfy
$$
\left(d_{1}-d_{2}\right)^{2} /\left(4 d_{1} d_{2}\right)<\left[1+B^{2} /\left(4 A^{2}\right)\right]^{-1} .
$$

Observe that this result may be regarded as a perturbation of the routinely deduced fact that nonnegative solutions to (2) exist globally when $d_{1}=d_{2}$ (for if $d_{1}=d_{2}$ and $w \equiv u+v$, then $w_{t}=d_{1} w_{x x}+A-v \leqq d_{1} w_{x x}+A$ ). Auchmuty and Nicolis [2] proved the global existence of solutions to (2) for spatial dimension 1 and arbitrary $d_{1}, d_{2}>0$. A proof of global existence and boundedness for solutions of (2) with Neumann boundary conditions; $d_{1}, d_{2}>0$; and spatial dimension $n \leqq 3$ may be found in Rothe [11]. Our results show that nonnegative solutions to (2) exist globally and remain uniformly bounded for the stated boundary conditions, arbitrary spatial dimensions, and $d_{1}$, $d_{2}>0$.

The present paper is organized as follows: 1, The main results; 2, Semigroup formulation and local existence; 3, Preliminary estimates; 4, Proof of the theorems; 5 , An example and a counterexample.

1. The main results. Throughout this paper it is assumed that $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$. Also, $\Delta$ is the Laplacian operator on $\Omega$ and $\partial / \partial n$ denotes the outward normal derivative on $\partial \Omega$. We consider the reaction-diffusion system
(a)

$$
\begin{aligned}
& u_{t}=d_{1} \Delta u+f(t, u, v) \\
& v_{t}=d_{2} \Delta v+g(t, u, v)
\end{aligned}
$$

$$
\alpha_{1} u+\left(1-\alpha_{1}\right) \frac{\partial u}{\partial n}=\beta_{1},
$$

(b)

$$
\alpha_{2} v+\left(1-\alpha_{2}\right) \frac{\partial v}{\partial n}=\beta_{2},
$$

(c)

$$
u=u_{0}, v=v_{0}, \quad x \in \Omega, \quad t=0
$$

where the following basic hypotheses are assumed to hold:
(H1) $d_{1}, d_{2}, \alpha_{1}, \alpha_{2}, \beta_{1}$ and $\beta_{2}$ are constants with $d_{1}, d_{2}>0 ; \beta_{1}, \beta_{2} \geqq 0$; and either $0<\alpha_{1}, \alpha_{2}<1, \alpha_{1}=\alpha_{2}=1$, or $\alpha_{1}=\alpha_{2}=0$. Also, $\beta_{1}=\beta_{2}=0$ if $\alpha_{1}=\alpha_{2}=0$;
(H2) $f$ and $g$ are continuously differentiable functions from $[0, \infty)^{3}$ into $\mathbb{R}$ with $f(t, 0, \eta) \geqq 0$ and $g(t, \xi, 0) \geqq 0$ for all $t, \xi, \eta \geqq 0$;
(H3) Both $u_{0}$ and $v_{0}$ are measurable on $\Omega$ and there is an $M_{0}>0$ such that $0 \leqq u_{0}(x)$, $v_{0}(x) \leqq M_{0}$ for all $x \in \Omega$.
Proposition 1. Suppose that (H1)-(H3) are satisfied. Then (1.1) has a unique, noncontinuable (classical) solution $(u, v)$ on $\Omega \times\left[0, T^{*}\right)$, and there are continuous functions $N_{1}, N_{2}:\left[0, T^{*}\right) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
0 \leqq u(x, t) \leqq N_{1}(t), \quad 0 \leqq v(x, t) \leqq N_{2}(t) \quad \text { for }(x, t) \in \Omega \times\left[0, T^{*}\right) \tag{1.2}
\end{equation*}
$$

Moreover, if $T^{*}<\infty$ then

$$
\begin{equation*}
\lim _{t \uparrow T^{*}} \sup _{x \in \Omega}\{|u(x, t)|+|v(x, t)|\}=\infty . \tag{1.3}
\end{equation*}
$$

This local existence result follows from the basic existence theory for abstract semilinear differential equations (see, e.g., Henry [4] or Pazy [9]). Since some modifications of these results are needed, the ideas of the proof are included in $\S 2$. In general, (H1)-(H3) are not sufficient to insure that solutions to (1.1) exist for all $t \geqq 0$. The purpose of this paper is to give sufficient conditions guaranteeing that $T^{*}=\infty$ in Proposition 1. In addition, we establish a result on the uniform boundedness of solutions on $\Omega \times[0, \infty)$.

Theorem 1. In addition to (H1)-(H3) suppose that
( H 4$)$ The function $N_{1}$ in (1.2) is bounded if $T^{*}<\infty$;
(H5) There is a $\gamma \geqq 1$ and a continuous $L_{0}:[0, \infty)^{2} \rightarrow[0, \infty)$ such that $|g(t, \xi, \eta)| \leqq$ $L_{0}(t, r)(1+\eta)^{\gamma}$ for all $t, \xi, \eta \geqq 0$ with $\xi \leqq r$;
(H6) There is a continuous $\mu_{0}:[0, \infty)^{2} \rightarrow[0, \infty)$ such that $f(t, \xi, \eta)+g(t, \xi, \eta) \leqq$ $\mu_{0}(t, r)$ for all $t, \xi, \eta \geqq 0$ with $\xi \leqq r$.
Then the solution ( $u, v$ ) exists on $\Omega \times\left[0, \infty\right.$ ) and (1.2) holds with $T^{*}=\infty$.
Remark 1. Condition (H4) says that in each bounded $t$ interval, $u(\cdot, t)$ remains uniformly bounded so long as the solution to (1.1) exists. This is the case, for example, if $f(t, \xi, \eta) \leqq \mu_{1}(t) \xi+\mu_{2}(t)$ for all $t, \xi, \eta \geqq 0$, where $\mu_{1}, \mu_{2}:[0, \infty) \rightarrow[0, \infty)$ are continuous.

Theorem 2. In addition to the suppositions in Theorem 1, suppose that there is an $\bar{N}_{1}>0$ and for each $r>0$ there are numbers $L_{\infty}(r)$ and $\mu_{\infty}(r)$ such that

$$
N_{1}(t) \leqq \bar{N}_{1}, \quad L_{0}(t, r) \leqq L_{\infty}(r), \quad \mu_{0}(t, r) \leqq \mu_{\infty}(r) \quad \text { for all } t \geqq 0 .
$$

If $\alpha_{2}=0$, assume also that $\mu_{\infty}(r) \equiv 0$. Then, there is an $\bar{N}_{2}$ such that $N_{2}(t) \leqq \bar{N}_{2}$ for all $t \geqq 0$, and so the solution to (1.1) is uniformly bounded on $\Omega \times[0, \infty)$.
2. Semigroup formulation and local existence. For each $p \in(1, \infty)$ and $j \in\{1,2\}$ define $A_{j, p}$ on $\mathscr{L}^{p}(\Omega)$ by

$$
\begin{align*}
& A_{j, p} w=d_{j} \Delta w \text { for } w \in \mathscr{D}\left(A_{j, p}\right), \text { and }  \tag{2.1}\\
& \mathscr{D}\left(A_{j, p}\right)=\left\{w \in W^{2, p}(\Omega): \alpha_{j} w+\left(1-\alpha_{j}\right) \frac{\partial w}{\partial n}=0 \text { on } \partial \Omega\right\}
\end{align*}
$$

where $W^{2, p}(\Omega)$ is the usual Sobolev space and $d_{j}, \alpha_{j}$ are as in (H1). It is well known that $A_{j, p}$ generates a compact, analytic semigroup $\mathscr{T}_{j, p}=\left\{\mathscr{T}_{j, p}(t): t \geqq 0\right\}$ of bounded linear operators on $\mathscr{L}^{p}(\Omega)$, and that

$$
\begin{equation*}
\left|\mathscr{T}_{j, p}(t) w\right|_{p} \leqq e^{\omega t}|w|_{p} \quad \text { for } t \geqq 0, \quad w \in \mathscr{L}^{p}(\Omega) \tag{2.2}
\end{equation*}
$$

where $\omega<0$ if $\alpha_{j}>0, \omega=0$ if $\alpha_{j}=0$, and

$$
|w|_{p} \equiv\left[\int_{\Omega}|w(x)|^{p} d x\right]^{1 / p} .
$$

For each $\alpha>0$ and $\lambda>\omega$ the fractional powers $\left(\lambda I-A_{j, p}\right)^{-\alpha}$ exist and are injective, bounded linear operators on $\mathscr{L}^{p}(\Omega)$ (see Pazy [9]). For each $\alpha>0$ define $B_{j, p}^{-\alpha}=$ $\left(-A_{j, p}\right)^{-\alpha}$ if $\alpha_{j}>0, B_{j, p}^{-\alpha}=\left(I-A_{j, p}\right)^{-\alpha}$ if $\alpha_{j}=0$, and $B_{j, p}^{\alpha}=\left(B_{j, p}^{-\alpha}\right)^{-1}$. Recall that $\mathscr{D}\left(B_{j, p}^{\alpha}\right)$ is a Banach space with the graph norm $|w|_{\alpha}=\left|B_{j, p}^{\alpha} w\right|_{p}$, and that, for $\alpha>\beta \geqq 0, \mathscr{D}\left(B_{j, p}^{\alpha}\right)$ is a dense subspace of $\mathscr{D}\left(B_{j, p}^{\beta}\right)$ with the inclusion $\mathscr{D}\left(B_{j, p}^{\alpha}\right) \subset \mathscr{D}\left(B_{j, p}^{\beta}\right)$ compact (we use the convention $\left.\mathscr{D}\left(B_{j, p}^{0}\right)=\mathscr{L}^{p}(\Omega)\right)$. Also (see Henry [4, p. 40]),

$$
\begin{equation*}
\text { if } \alpha>n /(2 p) \text { then } \mathscr{D}\left(B_{j, p}^{\alpha}\right) \subset \mathscr{L}^{\infty}(\Omega) \text {, and } \tag{2.3}
\end{equation*}
$$

$|w|_{\infty} \leqq M_{\alpha, p}\left|B_{j, p}^{\alpha} w\right|_{p}$ for all $w \in \mathscr{D}\left(B_{j, p}^{\alpha}\right)$.

In addition, the following properties are satisfied by $\mathscr{T}_{j, p}$ and $B_{j, p}^{\alpha}$; a proof can be found in Pazy [9, p. 74].

Lemma 1. Suppose that $\mathscr{T}_{j, p}$ and $B_{j, p}^{\alpha}$ are as above. Then
(i) $\mathscr{T}_{j, p}(t): \mathscr{L}^{p}(\Omega) \rightarrow \mathscr{D}\left(B_{j, p}^{\alpha}\right)$ for all $t>0$,
(ii) $\left|B_{j, p}^{\alpha} \mathscr{T}_{j, p}(t) w\right|_{p} \leqq C_{\alpha, p} t^{-\alpha} e^{\omega t}|w|_{p}$ for $t>0$ and $w \in \mathscr{L}^{p}(\Omega)$, and
(iii) $\mathscr{T}_{j, p}(t) B_{j, p}^{\alpha} w=B_{j, p}^{\alpha} \mathscr{T}_{j, p}(t) w$ for $t>0, w \in \mathscr{D}\left(B_{j, p}^{\alpha}\right)$.

In order to use a modification of a local existence result in Henry [4], we write (1.1) as an integral equation system via variation of constants. So define $F$ and $G$ on $[0, \infty) \times \mathscr{L}^{\infty}(\Omega)^{2}$ by

$$
\begin{align*}
& {\left[F\left(t, w_{1}, w_{2}\right)\right](x)=f\left(t, w_{1}(x), w_{2}(x)\right)}  \tag{2.4}\\
& {\left[G\left(t, w_{1}, w_{2}\right)\right](x)=g\left(t, w_{1}(x), w_{2}(x)\right)}
\end{align*} \text { for } x \in \Omega, \quad t>0, \quad w_{1}, w_{2} \in \mathscr{L}^{\infty}(\Omega),
$$

and let $z_{j}$ satisfy

$$
\begin{equation*}
\Delta z_{j}=0 \quad \text { on } \Omega, \quad \alpha_{j} z_{j}+\left(1-\alpha_{j}\right) \frac{\partial z_{j}}{\partial n}=\beta_{j} \quad \text { on } \partial \Omega \tag{2.5}
\end{equation*}
$$

where $z_{j}=0$ if $\alpha_{j}=0$ (and hence $\beta_{j}=0 —$ see (H1)). By variation of constants (see Pazy [9]) it follows that if $(u, v)$ is a solution in $\mathscr{L}^{p}(\Omega) \times \mathscr{L}^{p}(\Omega)$ to the system

$$
\begin{align*}
& u(t)=\mathscr{T}_{1, p}(t)\left(u_{0}-z_{1}\right)+z_{1}+\int_{0}^{t} \mathscr{T}_{1, p}(t-s) F(s, u(s), v(s)) d s,  \tag{2.6}\\
& v(t)=\mathscr{T}_{2, p}(t)\left(v_{0}-z_{2}\right)+z_{2}+\int_{0}^{t} \mathscr{T}_{2, p}(t-s) G(s, u(s), v(s)) d s
\end{align*}
$$

then $u(x, t) \equiv[u(t)](x), v(x, t) \equiv[v(t)](x)$ is the solution to (1.1). Of course, $z_{1}$ and $z_{2}$ reflect the possibility of the inhomogeneous boundary conditions in (1.1b), and clearly $z_{j}=0$ whenever $\beta_{j}=0$.

Proof of Proposition 1. Select $\alpha \in(0,1)$ and $p>1$ so that (2.3) holds and use the techniques in Henry [4, § 3.3], modified to take into account the inhomogeneous terms, to show the existence of a unique noncontinuable soltuion $(u, v)$ to (2.6) for

$$
\left(u_{0}-z_{1}, v_{0}-z_{2}\right) \in \mathscr{D}\left(B_{1, p}^{\alpha}\right) \times \mathscr{D}\left(B_{2, p}^{\alpha}\right) .
$$

Also, $u(t)$ and $v(t)$ have nonnegative values on $\Omega$ since $f(t, 0, \eta) \geqq 0$ and $g(t, \xi, 0) \geqq 0$ for all $t, \xi, \eta \geqq 0$ (see, e.g., Lightbourne and Martin [7]). Application of the results of Ball [3, Thm. 3.1] shows that ( $u, v$ ) is defined on an interval of the form [ $0, T^{*}$ ), and that

$$
\begin{align*}
& \text { if } T^{*}<\infty \text {, then }\left|B_{1, p}^{\alpha}\left(u(t)-z_{1}\right)\right|_{p}+\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p} \rightarrow \infty \text { as } t \uparrow T^{*} \text {, and }  \tag{2.7}\\
& \underset{t \uparrow T^{*}}{\limsup \int_{0}^{t}(t-s)^{-\alpha}\left[|F(s, u(s), v(s))|_{p}+|G(s, u(s), v(s))|_{p}\right] d s=\infty \text {. }}
\end{align*}
$$

For each $T, R>0$ there is an $M(T, R)>0$ such that

$$
|f(t, \xi, \eta)|,|g(t, \xi, \eta)| \leqq M(T, R) \quad \text { for } t \in[0, T], \quad \xi, \eta \in[0, R] .
$$

Hence,

$$
\begin{align*}
& \left|F\left(t, w_{1}, w_{2}\right)\right|_{\infty},\left|G\left(t, w_{1}, w_{2}\right)\right|_{\infty} \leqq M(T, R) \\
& \text { whenever } t \in[0, T] \text { and } w_{1}, w_{2} \in \mathscr{L}^{\infty}(\Omega) \text { with }\left|w_{1}\right|_{\infty},\left|w_{2}\right|_{\infty} \leqq R . \tag{2.8}
\end{align*}
$$

Since the function $\psi(t) \equiv \mathscr{T}_{j, p}(t)\left(w_{j}-z_{j}\right)+z_{j}$ satisfies

$$
\begin{aligned}
& \psi_{t}=d_{j} \Delta \psi \quad \text { on } \Omega \times(0, \infty) \\
& \alpha_{j} \psi+\left(1-\alpha_{j}\right) \frac{\partial \psi}{\partial n}=\beta_{j} \quad \text { on } \partial \Omega \times(0, \infty) \\
& \psi(0)=w_{j} \quad \text { on } \Omega
\end{aligned}
$$

application of the maximum principle yields

$$
\begin{equation*}
\left|\mathscr{T}_{j, p}(t)\left(w_{j}-z_{j}\right)+z_{j}\right|_{\infty} \leqq R \quad \text { for all } t \geqq 0 \text { whenever }\left|z_{j}\right|_{\infty},\left|w_{j}\right|_{\infty} \leqq R . \tag{2.9}
\end{equation*}
$$

If $0 \leqq t_{1}<T^{*},\left|z_{j}\right|_{\infty} \leqq R_{1}<R_{2}$ and $\left|u\left(t_{1}\right)\right|_{\infty},\left|v\left(t_{1}\right)\right|_{\infty} \leqq R_{1}$, then by (2.8) and (2.9)

$$
\begin{aligned}
|u(t)|_{\infty} & =\left|\mathscr{T}_{1, p}\left(t-t_{1}\right)\left(u\left(t_{1}\right)-z_{1}\right)+z_{1}+\int_{t_{1}}^{t} \mathscr{T}_{1, p}(t-s) F(s, u(s), v(s)) d s\right|_{\infty} \\
& \leqq\left|\mathscr{T}_{1, p}\left(t-t_{1}\right)\left(u\left(t_{1}\right)-z_{1}\right)+z_{1}\right|_{\infty}+\int_{t_{1}}^{t}\left|\mathscr{T}_{1, p}(t-s) F(s, u(s), v(s))\right| d s \\
& \leqq R_{1}+\left(t-t_{1}\right) M\left(T^{*}, R_{2}\right)
\end{aligned}
$$

so long as $|u(s)|_{\infty},|v(s)|_{\infty} \leqq R_{2}$ for $s \in\left[t_{1}, t\right]$. A similar estimate holds for $|v(t)|_{\infty}$, and, taking $R_{2}=R_{1}+1$, it follows that

$$
\begin{align*}
& \text { if } 0 \leqq t_{1}<T^{*} \text { and }\left|u\left(t_{1}\right)\right|_{\infty},\left|v\left(t_{1}\right)\right|_{\infty} \leqq R_{1} \text { where } R_{1} \geqq \max \left\{\left|z_{1}\right|_{\infty},\left|z_{2}\right|_{\infty}\right\} \text {, } \\
& \text { then } T^{*}-t_{1}>M\left(T^{*}, \dot{R}_{1}+1\right)^{-1} \text {, and }|u(t)|_{\infty},|v(t)|_{\infty} \leqq R_{1}+1  \tag{2.10}\\
& \text { for } t \in\left[t_{1}, t_{1}+M\left(T^{*}, R_{1}+1\right)^{-1}\right] \text {. }
\end{align*}
$$

Now suppose that $T^{*}<\infty$. Then (2.7) implies that

$$
\begin{aligned}
\infty & =\limsup _{t \uparrow T^{*}}|F(t, u(t), v(t))|_{p}+|G(t, u(t), v(t))|_{p} \\
& \leqq C \limsup _{t \uparrow T^{*}}|F(t, u(t), v(t))|_{\infty}+|G(t, u(t), v(t))|_{\infty} .
\end{aligned}
$$

Hence by (2.8)

$$
\underset{t \uparrow T^{*}}{\lim \sup ^{2}}|u(t)|_{\infty}+|v(t)|_{\infty}=\infty
$$

This, combined with (2.10), shows that

$$
|u(t)|_{\infty}+|v(t)|_{\infty} \rightarrow \infty \quad \text { as } t \uparrow T^{*} \text { if } T^{*}<\infty
$$

Each of the assertions in Proposition 1 follows whenever

$$
\left(u_{0}-z_{1}, v_{0}-z_{2}\right) \in \mathscr{D}\left(B_{1, p}^{\alpha}\right) \times \mathscr{D}\left(B_{2, p}^{\alpha}\right)
$$

Suppose now that $\left(u_{0}, v_{0}\right) \in \mathscr{L}^{\infty}(\Omega)^{2}$ and let $\left\{\left(u_{0}^{k}, v_{0}^{k}\right)\right\}_{1}$ be a sequence in $\mathscr{D}\left(B_{1, p}^{\alpha}\right) \times$ $\mathscr{D}\left(B_{2, p}^{\alpha}\right)$ such that $u_{0}^{k}, v_{0}^{k} \geqq 0$ and

$$
\left|u_{0}^{k}-u_{0}\right|_{p},\left|v_{0}^{k}-v_{0}\right|_{p} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

By the first equation in (2.6) and the properties of $B_{1, p}$ stated in Lemma 1, it follows that

$$
\left|B_{1, p}^{\beta}\left(u^{k}(t)-z_{1}\right)\right|_{p} \leqq C_{\beta} t^{-\beta}\left|u_{0}^{k}-z_{1}\right|_{p}+\int_{0}^{t} C_{\beta}(t-s)^{-\beta}\left|F\left(s, u^{k}(s), v^{k}(s)\right)\right|_{p} d s
$$

for all $t \in\left[0, T_{k}^{*}\right)$. If $R_{1} \geqq\left|z_{1}\right|_{\infty},\left|z_{2}\right|_{\infty}$ is chosen so that $R_{1} \geqq\left|u_{0}^{k}\right|_{\infty},\left|v_{0}^{k}\right|_{\infty}$ for all $k \geqq 1$, then it follows from (2.10) that if $\delta=M\left(R_{1}, R_{1}+1\right)^{-1}$ then $T_{k}^{*}>\delta$ for all $k \geqq 1$. From these estimates one can deduce the existence of a $\bar{C}_{\beta}$ such that

$$
\left|B_{1, p}^{\beta}\left(u^{k}(t)-z_{1}\right)\right|_{p} \leqq \bar{C}_{\beta} t^{-\beta} \quad \text { for all } t \in[0, \delta], k \geqq 1 \text { and } \alpha \leqq \beta<1
$$

and, similarly,

$$
\left|B_{2, p}^{\beta}\left(v^{k}(t)-z_{2}\right)\right|_{p} \leqq \bar{C}_{\beta} t^{-\beta} \quad \text { for all } t \in[0, \delta], k \geqq 1 \text { and } \alpha \leqq \beta<1 .
$$

Because of the compact embedding of $\mathscr{D}\left(B_{j, p}^{\beta}\right)$ in $\mathscr{D}\left(B_{j, p}^{\alpha}\right)$ for $\alpha<\beta<1$ and the compactness of $T_{j, p}$, it follows, by selecting a subsequence and relabeling if necessary, that

$$
\lim _{k \rightarrow \infty}\left|u^{k}(t)-u(t)\right|_{p}=\lim _{k \rightarrow \infty}\left|v^{k}(t)-v(t)\right|_{p}=0
$$

for $t \in[0, \delta]$ and that $(u, v)$ is a solution to (2.6) on $[0, \delta]$ with $u(t)-z_{1} \in \mathscr{D}\left(B_{1, p}^{\alpha}\right)$ and $v(t)-z_{2} \in \mathscr{D}\left(B_{2, p}^{\alpha}\right)$ for $0<t \leqq \delta$ (see, e.g., Lemmas 6 and 7 in Lightbourne and Martin [7]). By replacing [ $0, T^{*}$ ) with [ $\delta, T^{*}$ ) and ( $u_{0}, v_{0}$ ) with ( $u(\delta), v(\delta)$ ) and using the results already established when $u_{0}-z_{1} \in \mathscr{D}\left(B_{1, p}^{\alpha}\right)$ and $v_{0}-z_{2} \in \mathscr{D}\left(B_{2, p}^{\alpha}\right)$, Proposition 1 follows.
3. Preliminary estimates. For $0 \leqq \tau<T<\infty$ let $Q_{\tau, T}=\Omega \times(\tau, T)$ and for $q \in[1, \infty)$ let $\mathscr{L}^{q}\left(Q_{\tau, T}\right)$ be the space of measurable $\phi: Q_{\tau, T} \rightarrow \mathbb{R}$ with

$$
\|\phi\|_{q, \tau, T} \equiv\left[\int_{Q_{r, T}}|\phi(x, t)|^{q} d x d t\right]^{1 / q}<\infty .
$$

Observe that if $\phi \in \mathscr{L}^{q}\left(Q_{\tau, T}\right)$ then $\phi(\cdot, t) \in \mathscr{L}^{q}(\Omega)$ for almost all $t \in(\tau, T), t \mapsto \phi(\cdot, t)$ is measurable, and that

$$
\|\phi\|_{q, \tau, T}=\left[\int_{\tau}^{T}|\phi(\cdot, t)|_{q}^{q} d t\right]^{1 / q} .
$$

Throughout this section we assume that $\theta \in \mathscr{L}^{q}\left(Q_{\tau, T}\right)$ and that $\phi: Q_{\tau, T} \rightarrow \mathbb{R}$ is the solution to

$$
\begin{array}{ll}
\phi_{t}=-d_{2} \Delta \phi-\theta, & x \in \Omega, \quad t \in(\tau, T), \\
\alpha_{2} \phi+\left(1-\alpha_{2}\right) \frac{\partial \phi}{\partial n}=0, & x \in \partial \Omega, \quad t \in(\tau, T),  \tag{3.1}\\
\phi=0, & x \in \Omega, \quad t=T
\end{array}
$$

where $d_{2}$ and $\alpha_{2}$ are as in (H1). If $\bar{\phi}(x, t) \equiv \phi(x, T-t)$ and $\bar{\theta}(x, t) \equiv \theta(x, T-t)$ for $(x, t) \in \Omega \times(0, T-\tau)$, then

$$
\begin{array}{ll}
\bar{\phi}_{t}=d_{2} \Delta \bar{\phi}+\bar{\theta}, & x \in \Omega, \quad t \in(0, T-\tau), \\
\alpha_{2} \bar{\phi}+\left(1-\alpha_{2}\right) \frac{\partial \bar{\phi}}{\partial n}=0, & x \in \partial \Omega, \quad t \in(0, T-\tau),  \tag{3.2}\\
\bar{\phi}=0, & x \in \Omega, \quad t=0 .
\end{array}
$$

The maximum principle implies that $\bar{\phi} \geqq 0$ (and hence $\phi \geqq 0$ ) whenever $\theta \geqq 0$. Thus it follows immediately that $\partial \phi / \partial n \leqq 0$ on $\partial \Omega \times(\tau, T)$ whenever $\theta \geqq 0$.

Lemma 2. Suppose that $q \in(1, \infty), \theta \in \mathscr{L}^{q}\left(Q_{\tau, T}\right)$ and $\phi$ is the solution to (3.1). Then there is a constant $C(q, T-\tau)$ (independent of $\theta$ ) such that

$$
\begin{equation*}
\|\phi\|_{q, \tau, T},\|\Delta \phi\|_{q, \tau, T} \leqq C(q, T-\tau)\|\theta\|_{q, \tau, T} . \tag{3.3}
\end{equation*}
$$

Also, $C(q, T-\tau)$ can be chosen so that

$$
\begin{equation*}
|\phi(\cdot, \tau)|_{q} \leqq C(q, T-\tau)\|\theta\|_{q, \tau, \tau} . \tag{3.4}
\end{equation*}
$$

Proof. The estimates in (3.3) follow directly from Theorem 9.1 of Ladyzenskaja et al. [5, p. 341]. Applying variation of constants to (3.2) and using (2.2) and Hölder's inequality we have, taking $p$ conjugate to $q$,

$$
\begin{aligned}
|\phi(\cdot, \tau)|_{q}=|\bar{\phi}(\cdot, T-\tau)|_{q} & =\left|\int_{0}^{T-\tau} \mathscr{T}_{2, q}(T-\tau-s) \bar{\theta}(\cdot, s) d s\right|_{q} \\
& \leqq \int_{0}^{T-\tau}|\bar{\theta}(\cdot, s)|_{q} d s \\
& \leqq(T-\tau)^{1 / p}\|\theta\|_{q, \tau, T}
\end{aligned}
$$

and (3.4) follows by taking $C(q, T-\tau) \geqq(T-\tau)^{1 / p}$.
In order to obtain uniform boundedness of solutions to (1.1), we need to control the dependence on $T-\tau$ of the constants in Lemma 2.

Lemma 3. Under the assumptions of Lemma 2, there is a $\bar{C}(q)$ such that

$$
|P \phi(\cdot, \tau)|_{q},\|P \phi\|_{q, \tau, T},\|\Delta \phi\|_{q, \tau, T} \leqq \bar{C}(q)\|\theta\|_{q, \tau, T}
$$

where we set

$$
P \phi(\cdot, t)= \begin{cases}\phi(\cdot, t) & \text { if } \alpha_{2} \neq 0 \\ \phi(\cdot, t)-|\Omega|^{-1} \int_{\Omega} \phi(x, t) d x & \text { if } \alpha_{2}=0\end{cases}
$$

for $t \in(\tau, T)$. Thus, if $\alpha_{2} \neq 0$, one can assume that $C(q, T-\tau) \leqq \bar{C}(q)$ in Lemma 2.
Proof. Note first that $C$ can be chosen so that

$$
\begin{equation*}
C(q, T-\tau) \leqq C\left(q, T^{\prime}-\tau\right) \quad \text { if } T^{\prime} \geqq T>\tau \geqq 0 . \tag{3.5}
\end{equation*}
$$

Suppose that $\theta_{1} \in \mathscr{L}^{q}\left(Q_{\tau, T}\right)$ and define $\theta_{2} \in \mathscr{L}^{q}\left(Q_{\tau, T}\right)$ by $\theta_{2}=\theta_{1}$ on $Q_{\tau, T}$ and $\theta_{2}=0$ on $Q_{T, T^{\prime}}$ Then $\left\|\theta_{1}\right\|_{q, \tau T}=\left\|\theta_{2}\right\|_{q, \tau, T^{\prime}}$ and if $\phi_{1}$ and $\phi_{2}$ are solutions to (3.1) with $\theta=\theta_{1}$ and $\theta=\theta_{2}$, respectively, then $\phi_{2}=\phi_{1}$ on $Q_{\tau, T}$. Thus, by (3.3),

$$
\left\|\phi_{1}\right\|_{q, \tau, T} \leqq\left\|\phi_{2}\right\|_{q, \tau, T^{\prime}} \leqq C\left(q, T^{\prime}-\tau\right)\left\|\theta_{2}\right\|_{q, \tau, T^{\prime}}=C\left(q, T^{\prime}-\tau\right)\left\|\theta_{1}\right\|_{q, \tau, \tau} .
$$

Since the same estimate holds for $\left\|\Delta \phi_{1}\right\|_{q, \tau, T}$ and $\left|\phi_{1}(\cdot, \tau)\right|_{q}$, we see that (3.5) is true. Let us first assume that $\alpha_{2} \neq 0$. Then (2.2) holds with $\omega=-\delta<0$. By variation of constants

$$
\begin{aligned}
|\phi(\cdot, \tau)|_{q} & =|\bar{\phi}(\cdot, T-\tau)|_{q}=\left|\int_{0}^{T-\tau} \mathscr{T}_{2, q}(T-\tau-s) \bar{\theta}(\cdot, s) d s\right| \\
& \leqq \int_{0}^{T-\tau} e^{-\delta(T-\tau-s)}|\bar{\theta}(\cdot, s)|_{q} d s \\
& \leqq\left[\int_{0}^{T-\tau} e^{-p \delta(T-\tau-s)} d s\right]^{1 / p}\left[\int_{0}^{T-\tau}|\bar{\theta}(\cdot, s)|_{q}^{q} d s\right]^{1 / q} \\
& \leqq(p \delta)^{-1 / p}\|\theta\|_{q, \tau, T}
\end{aligned}
$$

where $p^{-1}+q^{-1}=1$. Therefore,

$$
\begin{equation*}
|\phi(\cdot, \tau)|_{q} \leqq k_{q}\|\theta\|_{q, \tau, T} . \tag{3.6}
\end{equation*}
$$

This shows that the constant in (3.4) may be chosen independent of $T-\tau$. Again by variation of constants

$$
\begin{aligned}
\|\phi\|_{q, \tau, T}^{q} & =\int_{0}^{T-\tau}|\bar{\phi}(\cdot, t)|_{q}^{q} d t \\
& =\int_{0}^{T-\tau}\left|\int_{0}^{t} \mathscr{T}_{2, q}(t-s) \bar{\theta}(\cdot, s) d s\right|_{q}^{q} d t \\
& \leqq \int_{0}^{T-\tau}\left\{\int_{0}^{t} e^{-\delta(t-s)}|\bar{\theta}(\cdot, s)|_{q} d s\right\}^{q} d t .
\end{aligned}
$$

Let us set $y(s)=|\bar{\theta}(\cdot, s)|_{q}$, By Hölder's inequality

$$
\int_{0}^{t} e^{-\delta(t-s)} y(s) d s \leqq\left[\int_{0}^{t} e^{-\delta(t-s)} y(s)^{q} d s\right]^{1 / q}\left[\int_{0}^{t} e^{-\delta(t-s)} d s\right]^{1 / p},
$$

and the last integral is bounded above by $\delta^{-1}$. Hence

$$
\begin{aligned}
\|\phi\|_{q, \tau, T}^{q} & \leqq \delta^{-q / p} \int_{0}^{T-\tau} \int_{0}^{t} e^{-\delta(t-s)} y(s)^{q} d s d t \\
& =\delta^{-q / p} \int_{0}^{T-\tau} y(s)^{q} \int_{s}^{T-\tau} e^{-\delta(t-s)} d t d s
\end{aligned}
$$

where the last integral is bounded above by $\delta^{-1}$. This implies that

$$
\begin{equation*}
\|\phi\|_{q, \tau, T}^{q} \leqq \delta^{-q}\|\theta\|_{q, \tau, T}^{q} \tag{3.7}
\end{equation*}
$$

and shows that the constant in the estimate for $\|\phi\|_{q, \tau, T}$ in (3.3) may be chosen independent of $T-\tau$.

To show the same for $\|\Delta \phi\|_{q, \tau, T}$, we argue as follows. Let $A$ be an even regular function on $\mathbb{R}$ such that

$$
0 \leqq A \leqq 1, \quad A \equiv 1 \quad \text { on }(0,1), \quad A \equiv 0 \quad \text { on }[2, \infty) .
$$

For $t_{0} \geqq 2$, set $\psi(t, x)=A\left(t-t_{0}\right) \bar{\phi}(t, x)$ where $\bar{\phi}$ is defined for $t \geqq 0$ by (3.2). Then

$$
\begin{array}{ll}
\psi_{t}=d_{2} \Delta \psi+A\left(t-t_{0}\right) \bar{\theta}+A^{\prime}\left(t-t_{0}\right) \bar{\phi}, & x \in \Omega, \quad t>t_{0}-2, \\
\alpha_{2} \psi+\left(1-\alpha_{2}\right) \frac{\partial \psi}{\partial n}=0, & x \in \partial \Omega, \quad t>t_{0}-2, \\
\psi\left(t_{0}-2\right)=0 . &
\end{array}
$$

Set $C(q)=C(q, 4)$. By Lemma 2,

$$
\begin{aligned}
\|\Delta \psi\|_{q, t_{0}-2, t_{0}+2}^{q} & \leqq C(q)^{q}\left(\|\bar{\theta}\|_{q, t_{0}-2, t_{0}+2}+\left\|\boldsymbol{A}^{\prime}\right\|_{\infty}\|\bar{\phi}\|_{q, t_{0}-2, t_{0}+2}\right)^{q} \\
& \leqq 2^{q} C(q)^{q}\left(\|\bar{\theta}\|_{q, t_{0}-2, t_{0}+2}^{q}+\left\|A^{\prime}\right\|_{\infty}^{q}\|\bar{\phi}\|_{q, t_{0}-2, t_{0}+2}^{q}\right) .
\end{aligned}
$$

By the choice of $A$,

$$
\|\Delta \psi\|_{q, t_{0}-2, t_{0}+2}^{q} \geqq\|\Delta \psi\|_{q, t_{0}-1, t_{0}+1}^{q} \geqq\|\Delta \bar{\phi}\|_{q, t_{0}-1, t_{0}+1}^{q} .
$$

Applying these inequalities with $t_{0}=2,4, \cdots, 2 k, \cdots$ and summing over $k$, we obtain

$$
\|\Delta \bar{\phi}\|_{q, 1, \infty}^{q} \leqq 2^{q} C(q)^{q}\left(\|\bar{\theta}\|_{q, 0, \infty}^{q}+\left\|A^{\prime}\right\|_{\infty}^{q}\|\bar{\phi}\|_{q, 0, \infty}^{q}\right) .
$$

Using again Lemma 2 on ( 0,1 ), we deduce that

$$
\|\Delta \bar{\phi}\|_{q, 0, \infty}^{q} \leqq\left(2^{q}+1\right) C(q)^{q}\left(\|\bar{\theta}\|_{q, 0, \infty}^{q}+\left\|A^{\prime}\right\|_{\infty}^{q}\|\bar{\phi}\|_{q, 0, \infty}^{q}\right) .
$$

Combining this with (3.7) yields

$$
\|\Delta \bar{\phi}\|_{q, 0, \infty} \leqq \bar{C}(q)\|\bar{\theta}\|_{q, 0, \infty}
$$

where $\bar{C}(q)=\left(2^{q}+1\right)^{1 / q} C(q)\left(q+\left\|A^{\prime}\right\|_{\infty}^{q} \delta^{-q}\right)^{1 / q}$. Applying this with $\bar{\theta}=0$ for $t \geqq T-\tau$ yields the required estimate.

Assume now that $\alpha_{2}=0$. For $\psi \in \mathscr{L}^{q}(\Omega)$ set

$$
\hat{\psi}=|\Omega|^{-1} \int_{\Omega} \psi \quad \text { and } \quad P \psi=\psi-\hat{\psi}
$$

If $\phi$ and $\theta$ are as in (3.1), then $\hat{\phi}_{t}=-\hat{\theta}$ since $\partial \phi / \partial n=0$ on $\partial \Omega$, and

$$
\begin{array}{ll}
(P \phi)_{t}=-d_{2} \Delta(P \phi)-P \theta, & x \in \Omega, \quad t \in(0, T-\tau), \\
\frac{\partial}{\partial n}(P \phi)=0, & x \in \partial \Omega, \quad t \in(0, T-\tau), \\
P \phi(T)=0 . &
\end{array}
$$

Moreover, there exists $\delta>0$ such that

$$
\left|P \mathscr{T}_{2, q}(t) w\right|_{q} \leqq e^{-\delta t}|w|_{q} \quad \text { for } w \in \mathscr{L}^{q}(\Omega), \quad t \geqq 0 .
$$

Arguing as for $\alpha_{2} \neq 0$ but with $\phi$ replaced by $P \phi$ completes the proof of Lemma 3.
Our final estimate relates $\phi$ and $\theta$ to the solution ( $u, v$ ) of (1.1):
Lemma 4. Let the supposition of Proposition 1 be satisfied, let $0 \leqq \tau<T<T^{*}$, and let $q, \theta$ and $\phi$ be as in Lemma 2 with $\theta \geqq 0$. Then there are constants $E_{1}(\tau, T), E_{2}(\tau, T)$ and $P_{0}(q)$ such that
(i) $\int_{Q_{r, T}} u \theta \leqq \int_{Q_{r, T}} \phi f(t, u, v)+\int_{\Omega} \phi(\cdot, \tau) u(\cdot, \tau)+E_{1}(\tau, T)$,
(ii) $\int_{Q_{\tau, T}} v \theta \leqq \int_{Q_{r, T}} \phi g(t, u, v)+\int_{\Omega} \phi(\cdot, \tau) v(\cdot, \tau)+E_{2}(\tau, T)$,
(iii) $\quad E_{1}(\tau, T)+E_{2}(\tau, T) \leqq P_{0}(q)\left[1+\bar{N}_{1}(\tau, T)\right](T-\tau)^{1 / p}\|\theta\|_{q, \tau, T}$
where $\bar{N}_{1}(\tau, T) \equiv \sup \left\{N_{1}(t): \tau \leqq t<T\right\}$ and $1 / p+1 / q=1$. Moreover, if $T^{*}<\infty$ and $\sup \left\{N_{1}(t): 0 \leqq t<T^{*}\right\}<\infty$, then (i), (ii), and (iii) hold with $T=T^{*}$.

Proof. Integrating $\phi u_{t}$ over $\Omega$, we obtain

$$
\begin{align*}
\int_{\Omega} \phi u_{t} & =\int_{\Omega}\left[d_{1} \phi \Delta u+\phi f(t, u, v)\right] \\
& =d_{1} \int_{\Omega} u \Delta \phi+\int_{\Omega} \phi f(t, u, v)+I_{1}(t) \tag{3.8}
\end{align*}
$$

where $I_{1}(t)=\int_{\partial \Omega}(\phi(\partial u / \partial n)-u(\partial \phi / \partial n))$.
If $\alpha_{1}=0$, then $\alpha_{2}=\beta_{1}=\beta_{2}=0\left(\right.$ see (H1)) and so $I_{1}(t) \equiv 0$. If $\alpha_{1}=1$ then $\alpha_{2}=1$, and so

$$
I_{1}(t)=-\int_{\partial \Omega} u \frac{\partial \phi}{\partial n}=-\beta_{1} \int_{\Omega} \Delta \phi \leqq \beta_{1} \int_{\Omega}|\Delta \phi| .
$$

Finally, if $0<\alpha_{1}<1$ then $0<\alpha_{2}<1$, and so (since $\partial \phi / \partial n \leqq 0$ )

$$
\begin{aligned}
I_{1}(t) & =\int_{\partial \Omega}\left[\frac{\left(\beta_{1}-\alpha_{1} u\right)\left(\alpha_{2}-1\right)}{\left(1-\alpha_{1}\right) \alpha_{2}} \frac{\partial \phi}{\partial n}-u \frac{\partial \phi}{\partial n}\right] \\
& \leqq\left\{\left(\beta_{1}+\alpha_{1} \bar{N}_{1}(\tau, T)\right)\left(1-\alpha_{2}\right)\left[\left(1-\alpha_{1}\right) \alpha_{2}\right]^{-1}+\bar{N}_{1}(\tau, T)\right\} \int_{\partial \Omega}-\frac{\partial \phi}{\partial n} \\
& =-c_{0}\left[1+\bar{N}_{1}(\tau, T)\right] \int_{\Omega} \Delta \phi \\
& \leqq c_{0}\left[1+\bar{N}_{1}(\tau, T)\right] \int_{\Omega}|\Delta \phi| .
\end{aligned}
$$

Thus, in each case, $I_{1}(t) \leqq c_{0}\left[1+\bar{N}_{1}(\tau, T)\right] \int_{\Omega}|\Delta \phi|$ for some constant $c_{0} \geqq 0$.
Now integrating $\phi u_{t}$ from $t=\tau$ to $t=T$ we obtain

$$
\begin{aligned}
\int_{\tau}^{T} \phi u_{t} & =-\phi(\cdot, \tau) u(\cdot, \tau)-\int_{\tau}^{T} u \phi_{t} \\
& =-\phi(\cdot, \tau) u(\cdot, \tau)+d_{2} \int_{\tau}^{T} u \Delta \phi+\int_{\tau}^{T} u \theta
\end{aligned}
$$

using the fact that $\phi(\cdot, T) \equiv 0$. Now by integrating each side of this equation over $\Omega$ and each side of (3.8) from $t=\tau$ to $t=T$ and interchanging the order of integration, we see that (i) holds with

$$
\begin{aligned}
E_{1} & =\left(d_{1}-d_{2}\right) \int_{\tau}^{T} \int_{\Omega} u \Delta \phi+\int_{\tau}^{T} I_{1}(t) d t \\
& \leqq\left[\left|d_{1}-d_{2}\right| \bar{N}_{1}(\tau, T)+c_{0}\left(1+\bar{N}_{1}(\tau, T)\right)\right] \int_{\tau}^{T} \int_{\Omega}|\Delta \phi| \\
& \leqq\left(\left|d_{1}-d_{2}\right|+c_{0}\right)\left[1+\bar{N}_{1}(\tau, T)\right](T-\tau)^{1 / p}|\Omega|^{1 / p}\|\Delta \phi\|_{q, \tau, T}
\end{aligned}
$$

where $|\Omega|$ is the measure of $\Omega$. Therefore, by Lemma 3, there is a $c_{1}(q)$ such that

$$
E_{1} \leqq c_{1}(q)\left[1+\bar{N}_{1}(\tau, T)\right](T-\tau)^{1 / p}\|\theta\|_{q, \tau, T} .
$$

In the same manner, one can show that (ii) holds with $E_{2}=\int_{\tau}^{T} I_{2}(t) d t$ where $I_{2}(t)=$ $\int_{\partial \Omega} \phi \partial v / \partial n-v \partial \phi / \partial n$. Estimates similar to those for $I_{1}(t)$ reveal that for each boundary condition there is a constant $\bar{c}_{0}$ such that $I_{2}(t) \leqq \bar{c}_{0} \int_{\Omega}|\Delta \phi|$ for all $t \in(\tau, T)$, and hence there is by (3.3) a $c_{2}(q)$ such that

$$
E_{2} \leqq c_{2}(q)(T-\tau)^{1 / p}\|\theta\|_{q, \tau, T} .
$$

Assertion (iii) now follows, and the proof is complete.
4. Proof of the theorems. Theorems 1 and 2 are proved in this section, and it is assumed throughout that (H1)-(H6) hold and that $(u, v)$ is the noncontinuable solution to (1.1) on $\Omega \times\left[0, T^{*}\right)$ guaranteed by Proposition 1 . A crucial estimate is the following.

Lemma 5. Suppose that $0 \leqq \tau<T<T^{*}$ and $1<p<\infty$. Then $v \in \mathscr{L}^{p}\left(Q_{\tau, T}\right)$ and the estimate

$$
\begin{equation*}
\int_{\tau}^{T}|v(\cdot, t)|_{p}^{p} d t \leqq R_{p}\left(\bar{N}_{1}(\tau, T), C(q, T-\tau)\right)^{p}\left[1+|v(\cdot, \tau)|_{p}+(T-\tau)^{1 / p}\right]^{p} \tag{4.1}
\end{equation*}
$$

is valid where $R_{p}:[0, \infty)^{2} \rightarrow[0, \infty)$ is continuous, $q$ is conjugate to $p, C$ is as in Lemma 2, and

$$
\bar{N}_{1}(\tau, T)=\sup \left\{N_{1}(t): \tau \leqq t<T\right\} .
$$

Moreover, if $T^{*}<\infty$ then (4.1) holds with $T=T^{*}$.
Proof. Inequalities (i) and (ii) in Lemma 4 imply that

$$
\begin{aligned}
& \int_{Q_{r, T}} u \theta+\int_{Q_{r, T}} v \theta \leqq \int_{Q_{r, T}} \phi[f(t, u, v)+g(t, u, v)] \\
&+\int_{\Omega} \phi(\cdot, \tau)[u(\cdot, \tau)+v(\cdot, \tau)]+E_{1}(\tau, T)+E_{2}(\tau, T)
\end{aligned}
$$

where $\theta \in \mathscr{L}^{q}\left(Q_{\tau, T}\right), \theta \geqq 0$, and $\phi$ satisfies (3.1). By (H6) and (1.2),

$$
\begin{aligned}
& \int_{Q_{r, T}} v \theta \leqq \int_{Q_{r, T}} \phi \mu_{0}\left(t, \bar{N}_{1}(\tau, T)\right)+\int_{\Omega} \phi(\cdot, \tau) N_{1}(\tau) \\
&+\int_{\Omega} \phi(\cdot, \tau) v(\cdot, \tau)+E_{1}(\tau, T)+E_{2}(\tau, T)
\end{aligned}
$$

Applying Hölder's inequality,

$$
\begin{aligned}
& \int_{Q_{\pi} T} v \theta \leqq\left[\int_{\tau} \int_{\Omega} \mu_{0}\left(t, \bar{N}_{1}(\tau, T)\right)^{p} d t\right]^{1 / p}\|\phi\|_{q, \tau, T} \\
&+N_{1}(\tau)|\Omega|^{1 / p}|\phi(\cdot, \tau)|_{q}+|v(\cdot, \tau)|_{p}|\phi(\cdot, \tau)|_{q}+E_{1}(\tau, T)+E_{2}(\tau, T) .
\end{aligned}
$$

Now using the estimates in Lemma 2 and (iii) in Lemma 4 we have that

$$
\int_{Q_{r, T}} v \theta \leqq\left\{R_{p}\left(\bar{N}_{1}(\tau, T), C(q, T-\tau)\right)\left[1+|v(\cdot, \tau)|_{p}+(T-\tau)^{1 / p}\right]\right\}\|\theta\|_{q, \tau, T} .
$$

Since this holds for every $\theta \in \mathscr{L}^{q}\left(Q_{\tau, T}\right), \theta \geqq 0$, we have by duality that $v \in \mathscr{L}^{p}\left(Q_{\tau, T}\right)$ and that the term in the braces is an estimate for $\|v\|_{p, \tau, T}$. Thus (4.1) holds and since $N_{1}$ is assumed bounded on $\left[0, T^{*}\right)$ if $T^{*}<\infty$, the final assertion is immediate from (4.1).

Combining Lemma 5 with assumption (H5) gives the following estimate:
Lemma 6. With the suppositions of Lemma 5, suppose that $r>1$ and $\gamma$ is as in (H5). Then there is a constant $\bar{L}_{r}\left(T-\tau, \bar{N}_{1}(\tau, T)\right)$ such that

$$
\begin{equation*}
\int_{\tau}^{T}|g(t, u(\cdot, t), v(\cdot, t))|_{r}^{r} d t \leqq \bar{L}_{r}\left(T-\tau, \bar{N}_{1}(\tau, T)\right)\left[1+\int_{\tau}^{T}|v(\cdot, t)|_{\gamma r}^{\gamma r} d t\right] \tag{4.2}
\end{equation*}
$$

whenever $0 \leqq \tau<T<T^{*}$. Also, this estimate is valid for $T=T^{*}$ if $T^{*}<\infty$.
Proof. By (H5),

$$
\begin{aligned}
|g(t, u(x, t), v(x, t))|_{r}^{r} & \leqq L_{0}\left(t, \bar{N}_{1}(\tau, T)\right)^{r}[1+|v(x, t)|]^{\gamma r} \\
& \leqq 2^{\gamma r} L_{0}\left(t, \bar{N}_{1}(\tau, T)\right)^{r}\left[1+|v(x, t)|^{\gamma r}\right]
\end{aligned}
$$

and, integrating over $\Omega$,

$$
|g(t, u(\cdot, t), v(\cdot, t))|_{r}^{r} \leqq 2^{\gamma r} L_{0}\left(t, \bar{N}_{1}(\tau, T)\right)^{r}\left[|\Omega|+|v(\cdot, t)|_{\gamma r}^{\gamma r}\right] .
$$

Now (4.2) follows by integrating each side of this inequality from $t=\tau$ to $t=T$.
Proof of Theorem 1. Suppose, for contradiction, that $T^{*}<\infty$. From (H4) and (1.3) it follows that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}|v(\cdot, t)|_{\infty}=\infty . \tag{4.3}
\end{equation*}
$$

Let $\alpha \in(0,1)$ and select $p>1$ large enough so that $\alpha>n /(2 p)$ (see (2.3)) and $\alpha q<1$ where $p^{-1}+q^{-1}=1$. Since $T^{*}<\infty$ and $\left|v_{0}\right|_{r} \leqq|\Omega|^{1 / r}\left|v_{0}\right|_{\infty}$ for each $r>1$, we have by (4.1) that

$$
\int_{0}^{T^{*}}|v(\cdot, t)|_{r}^{r} d t \leqq M_{1}(r)^{r}
$$

Hence, by (4.2) there is an $M_{2}(p)$ such that

$$
\begin{equation*}
\int_{0}^{T^{*}}|g(t, u(\cdot, t), v(\cdot, t))| d t \leqq M_{2}(p)^{P}\left[1+M_{1}(\gamma p)^{\gamma p}\right]^{p} \tag{4.4}
\end{equation*}
$$

Using the second equation in (2.6) and the properties of $B_{2, p}^{\alpha}$ in Lemma 1 we see that

$$
\begin{aligned}
\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p} \leqq & C_{\alpha, p} t^{-\alpha} e^{\omega t}\left|v_{0}-z_{2}\right|_{p}+\int_{0}^{t} C_{\alpha, p}(t-s)^{-\alpha}|G(s, u(s), v(s))|_{p} d s \\
\leqq & C_{\alpha, p} t^{-\alpha} e^{\omega} \tau\left|v_{0}-z_{2}\right|_{p} \\
& \quad+\left[\int_{0}^{t} C_{\alpha, p}^{q}(t-s)^{-\alpha q} d s\right]^{1 / q}\left[\int_{0}^{t}|G(s, u(s), v(s))|_{p}^{p} d s\right]^{1 / p} .
\end{aligned}
$$

By (4.4) and the definition of $G$ in (2.4)

$$
\begin{aligned}
\int_{0}^{t}|G(s, u(s), v(s))|_{p}^{p} d s & \leqq \int_{0}^{T^{*}}|G(s, u(s), v(s))|_{p}^{p} d s \\
& \leqq M_{2}(p)^{p}\left[1+M_{1}(\gamma p)^{\gamma p}\right]^{p}
\end{aligned}
$$

and since $\alpha q<1$ it follows that

Since $\alpha>n /(2 p)$, we have by (2.3) that

$$
\left|v(t)-z_{2}\right|_{\infty} \leqq M_{\alpha, p}\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p},
$$

which contradicts (4.3). Thus $T^{*}=\infty$, and the proof of Theorem 1 is complete.
Now assume that the suppositions of Theorem 2 are satisfied, and hence that ( $u, v$ ) exists on $\Omega \times[0, \infty)$ by Theorem 1. If $\alpha_{2} \neq 0$, by Lemma 3 one can assume that $C(q, T-\tau) \leqq \bar{C}(q)$. Since $N_{1}(t) \leqq \bar{N}_{1}$ for all $t \geqq 0$, from (4.1) we obtain

$$
\begin{equation*}
\int_{\tau}^{T}|v(\cdot, t)|_{p}^{p} d t \leqq \bar{R}_{p}^{p}\left[1+|v(\cdot, \tau)|_{p}+(T-\tau)^{1 / p}\right]^{p} \quad \text { for } T \geqq \tau \geqq 0 \tag{4.5}
\end{equation*}
$$

for some $\bar{R}_{p}>0$. If $\alpha_{2}=0$ and $\mu_{\infty}(r) \equiv 0$, then (4.5) remains valid. Indeed, from Lemma 4, we have

$$
\int_{Q_{r, T}} v \theta \leqq \int_{\Omega} \phi(\cdot, \tau)[u(\cdot, \tau)+v(\cdot, \tau)]+E_{1}(\tau, T)+E_{2}(\tau, T)
$$

where here $E_{2}=0$ and $E_{1} \leqq\left|d_{1}-d_{2}\right| \int_{Q_{r, T}} u|\Delta \phi|$. By Lemma 3,

$$
E_{1} \leqq\left|d_{1}-d_{2}\right| \bar{N}_{1}(T-\tau)^{1 / p}|\Omega|^{1 / p} \bar{C}(q)\|\theta\|_{q, \tau, T}
$$

Using again that $\mu_{\infty}(r) \equiv 0$ and $\alpha_{2}=0$, we have

$$
\int_{\Omega}[u(+, \tau)+v(\cdot, \tau)] \leqq \int_{\Omega} u_{0}+v_{0}
$$

Thus, if $\hat{\phi}$ and $P \phi$ are as in Lemma 3, we have

$$
\begin{aligned}
\int_{\Omega} \phi(\cdot, \tau)[u(\cdot, \tau)+v(\cdot, \tau)] & =\int_{\Omega}[\hat{\phi}(\cdot, \tau)+P \phi(\cdot, \tau)][u(\cdot, \tau)+v(\cdot, \tau)] \\
& \leqq \hat{\phi}(\cdot, \tau) \int_{\Omega}\left[u_{0}+v_{0}\right]+\left[\bar{N}_{1}|\Omega|^{1 / p}+|v(\cdot, \tau)|_{p}\right]|P \phi(+, \tau)|_{q}
\end{aligned}
$$

where

$$
\hat{\phi}(\cdot, \tau)=\int_{\tau}^{T} \hat{\theta}(\cdot, s) d s \leqq|\Omega|^{1 / p-1}(T-\tau)^{1 / p}\|\theta\|_{q, \tau, T}
$$

Recalling Lemma 3 to estimate $|P \phi(\cdot, \tau)|_{p}$ and combining these inequalities yields (4.5).
Lemma 7. Let the suppositions of Theorem 2 be satisfied. For each $p \in(1, \infty)$ there are constants $\Lambda_{0}(p)$ and $\Gamma_{0}(p)$ and a sequence $\left\{t_{k}\right\}_{0}^{\infty}$ in $[0, \infty)$ such that $t_{0}=0$ and for each $k \geqq 0$,
(i) $1 \leqq t_{k+1}-t_{k} \leqq \Lambda_{0}(p)$,
(ii) $\left|v\left(\cdot, t_{k}\right)\right|_{p} \leqq \bar{R}_{p}+1$,
(iii) $\int_{t_{k}}^{t_{k+1}}|v(\cdot, t)|_{p}^{p} d t \leqq \Gamma_{0}(p)$
where $\bar{R}_{p}$ is as in (4.5).
Proof. We assume without loss that $\bar{R}_{p}+1 \geqq\left|v_{0}\right|_{p}$ and that $\bar{R}_{p} \geqq 1$. For notational convenience set $\bar{S}_{p}=\bar{R}_{p}^{p}\left(\bar{R}_{p}+2\right)^{p}$. Note first that

$$
\begin{align*}
& \text { if } \tau \geqq 0 \text { and }|v(\cdot, \tau)|_{p} \leqq \bar{R}_{p}+1 \text {, then there is a }  \tag{4.6}\\
& t^{*} \in\left(\tau, \tau+S_{p}\right] \text { such that }\left|v\left(\cdot, t^{*}\right)\right|_{p} \leqq \bar{R}_{p}+1 .
\end{align*}
$$

For if this were not the case, then $|v(\cdot, t)|_{p}>\bar{R}_{p}+1$ for all $t \in\left(\tau, \tau+\bar{S}_{p}\right)$ and so

$$
\int_{\tau}^{\tau+\bar{S}_{p}}|v(\cdot, t)|_{p}^{p} d t>\bar{S}_{p}\left(\bar{R}_{p}+1\right)^{p}
$$

However, by (4.5) with $T=\tau+\bar{S}_{p}$,

$$
\begin{aligned}
\int_{\tau}^{\tau+\bar{S}_{p}}|v(\cdot, t)|_{p}^{p} d t & \leqq \bar{R}_{p}^{p}\left[1+\bar{R}_{p}+1+\bar{S}_{p}^{1 / p}\right]^{p} \\
& =\bar{R}_{p}^{p}\left[\bar{R}_{p}+2+\bar{R}_{p}\left(\bar{R}_{p}+2\right)\right]^{p} \\
& =\bar{S}_{p}\left(\bar{R}_{p}+1\right)^{p}
\end{aligned}
$$

which is impossible. Thus (4.6) is valid. Now set $\Lambda_{0}(p)=2 \bar{S}_{p}$ and inductively define $\left\{t_{k}\right\}_{0}^{\infty}$ by $t_{0}=0$ and

$$
t_{k+1}=\sup \left\{T \geqq t_{k}: T-t_{k} \leqq 2 \bar{S}_{p} \text { and }|v(\cdot, T)|_{p} \leqq \bar{R}_{p}+1\right\}
$$

By the continuity of $t \mapsto|v(\cdot, t)|_{p}$ we have that $\left|v\left(\cdot, t_{k+1}\right)\right|_{p} \leqq \bar{R}_{p}+1$ and $\left|v\left(\cdot, t_{k+1}\right)\right|_{p}=$ $\bar{R}_{p}+1$ if $t_{k+1}<t_{k}+2 \bar{S}_{p}$. Moreover, $t_{k+1}-t_{k} \geqq \bar{S}_{p} \geqq 1$, for if $t_{k+1}-t_{k}<\bar{S}_{p}$ then (4.6) implies that there is a $t^{*} \in\left(t_{k+1}, t_{k+1}+\bar{S}_{p}\right)$ such that $\left|v\left(\cdot, t^{*}\right)\right|_{p} \leqq \bar{R}_{p}+1$. But $t^{*} \leqq t_{k+1}+\bar{S}_{p}<$ $t_{k}+2 \bar{S}_{p}$, and this contradicts the definition of $t_{k+1}$. Thus $\left\{t_{k}\right\}_{0}^{\infty}$ is well defined and satisfies (i) and (ii). Since (4.5) implies that

$$
\begin{aligned}
\int_{t_{k}}^{t_{k+1}}|v(\cdot, t)|_{p}^{p} d t & \leqq \bar{R}_{p}^{p}\left[1+\left|v\left(\cdot, t_{k}\right)\right|_{p}+\left(t_{k+1}-t_{k}\right)^{1 / p}\right]^{p} \\
& \leqq \bar{R}_{p}^{p}\left[\bar{R}_{p}+2+\left(2 \bar{S}_{p}\right)^{1 / p}\right]^{p}
\end{aligned}
$$

we see that (iii) holds with $\Gamma_{0}(p)=\bar{R}_{p}^{p}\left[\bar{R}_{p}+2+\left(2 \bar{S}_{p}\right)^{1 / p}\right]^{p}$.

Lemma 8. Suppose that the assumptions in Theorem 2 are satisfied, $p \in(1, \infty), \gamma$ is as in (H5), and that $\left\{t_{k}\right\}_{0}^{\infty}$ is the sequence constructed in Lemma 7 corresponding to $\gamma p$. Then there is a $\Gamma_{1}(p, \gamma p)$ such that

$$
\begin{equation*}
\int_{t_{k}}^{t_{k+1}}|g(t, u(\cdot, t), v(\cdot, t))|_{p}^{p} \leqq \Gamma_{1}(p, \gamma p) \quad \text { for all } k \geqq 0 \tag{4.7}
\end{equation*}
$$

Proof. The boundedness assumptions on $\mu_{0}, L_{0}$, and $N_{1}$ applied to (4.2) and Lemma 7 imply that

$$
\begin{aligned}
\int_{t_{k}}^{t_{k+1}}|g(t, u(\cdot, t), v(\cdot, t))|_{p}^{p} d t & \leqq M_{3}(p)\left[1+\int_{t_{k}}^{t_{k+1}}|v(\cdot, t)|_{\gamma p}^{\gamma p} d t\right] \\
& \leqq M_{3}(p)\left[1+\Gamma_{0}(\gamma p)\right] \\
& =\Gamma_{1}(p, \gamma p) .
\end{aligned}
$$

$M_{3}(p)$ and consequently $\Gamma_{1}(p, \gamma p)$ are independent of $k$, and the proof is complete.
Proof of Theorem 2. Select $\alpha \in(0,1)$ and $p \in(1, \infty)$ so that $\alpha>n /(2 p)$ and $q<1$, where $p^{-1}+q^{-1}=1$. Then $\mathscr{D}\left(B_{2, p}^{\alpha}\right)$ is continuously embedded in $\mathscr{L}^{\infty}(\Omega)$ (see (2.3)); thus to establish the boundedness of $|v(\cdot, t)|_{\infty}$ on $[0, \infty)$ it suffices to show that

$$
\begin{equation*}
\sup \left\{\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p}: t \geqq 0\right\}<\infty . \tag{4.8}
\end{equation*}
$$

So let $\left\{t_{k}\right\}_{0}^{\infty}$ be the sequence constructed in Lemma 7 corresponding to $\gamma p$ and note that for $k \geqq 2$ and $t \in\left[t_{k}, t_{k+1}\right]$,

$$
\begin{aligned}
B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)=B_{2, p}^{\alpha} \mathscr{T}_{2, p}( & \left.t-t_{k-1}\right)\left(v\left(t_{k-1}\right)-z_{2}\right) \\
& +\int_{t_{k-1}}^{t} B_{2, p}^{\alpha} \mathscr{T}_{2, p}(t-s) G(s, u(s), v(s)) d s
\end{aligned}
$$

(replace $t$ by $t-t_{k-1}$ and $v_{0}$ by $v\left(t_{k-1}\right)$ in (2.6)). By (ii) in Lemma 1 ,

$$
\begin{aligned}
&\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p} \leqq C_{\alpha, p}\left(t-t_{k-1}\right)^{-\alpha}\left|v\left(t_{k-1}\right)-z_{2}\right|_{p} \\
& \quad+\int_{t_{k-1}}^{t} C_{\alpha, p}(t-s)^{-\alpha}|G(s, u(s), v(s))|_{p} d s .
\end{aligned}
$$

Since $t \geqq t_{k} \geqq t_{k-1}+1$, we have from (ii) in Lemma 7 that

$$
\begin{aligned}
C_{\alpha, p}\left(t-t_{k-1}\right)^{-\alpha}\left|v\left(t_{k-1}\right)-z_{2}\right|_{p} & \leqq C_{\alpha, p}\left(\left|v\left(t_{k-1}\right)\right|_{p}+\left|z_{2}\right|_{p}\right) \\
& \leqq C_{\alpha, p}\left(\left|v\left(t_{k-1}\right)+1\right|_{\gamma p}^{\gamma}+\left|z_{2}\right|_{p}\right) \\
& \leqq C_{\alpha, p}\left[\left(\left|v\left(t_{k-1}\right)\right|_{\gamma p}+|1|_{\gamma p}\right)^{\gamma}+\left|z_{2}\right|_{p}\right] \\
& \leqq C_{\alpha, p}\left[\left(\bar{R}_{\gamma p}+1+|\Omega|^{1 / \gamma p}\right)^{\gamma}+\left|z_{2}\right|_{p}\right] \\
& \leqq M_{4} .
\end{aligned}
$$

Also, by Hölder's inequality and Lemma 8 and since $\alpha q<1$, we have

$$
\begin{aligned}
& \int_{t_{k-1}}^{t} C_{\alpha, p}(t-s)^{-\alpha}|G(s, u(s), v(s))|_{p} d s \\
& \leqq C_{\alpha, p}\left[\int_{t_{k-1}}^{t}(t-s)^{-\alpha q} d s\right]^{1 / q}\left[\int_{t_{k-1}}^{t}|G(s, u(s), v(s))|_{p}^{p} d s\right]^{1 / p} \\
& \leqq M_{5}\left[\int_{t_{k+1}}^{t_{k+1}}|G(s, u(s), v(s))|_{p}^{p} d s\right]^{1 / p} \\
& \leqq 2^{1 / p} M_{5} \Gamma_{1}(p, \gamma p)^{1 / p} .
\end{aligned}
$$

Thus, for $t \in\left[t_{k}, t_{k+1}\right]$ with $k \geqq 2$,

$$
\left|B_{2, p}^{\alpha}\left(v(t)-z_{2}\right)\right|_{p} \leqq M_{4}+2^{1 / p} M_{5} \Gamma_{1}(p, \gamma p)^{1 / p} .
$$

So (4.8) holds, and the proof of Theorem 2 is complete.
5. An example and a counterexample. We begin this section by showing how the preceeding results apply to the Brusselator mentioned in the introduction:

$$
\begin{array}{lll} 
& u_{t}=d_{1} \Delta u-u v^{2}+B v, & x \in \Omega, \\
\text { (a) } & v_{t}=d_{2} \Delta v+u v^{2}-(B+1) v+A, & \\
\text { (b) } & u(x, t)=B / A, \quad v(x, t)=A, & x \in \partial \Omega,  \tag{b}\\
\text { (c) } & u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x), & x \in \bar{\Omega} .
\end{array}
$$

It is assumed that $A, B, d_{1}$, and $d_{2}$ are positive constants and that $u_{0}$ and $v_{0}$ are nonnegative, uniformly bounded, measurable functions on $\bar{\Omega}$. The following result is valid for the solution to (5.1).

Proposition 2. The system (5.1) has a unique solution ( $u, v$ ) on $\Omega \times[0, \infty$ ), and there is a constant $M>0$ such that

$$
0 \leqq u(x, t), \quad v(x, t) \leqq M \quad \text { for all } t \geqq 0 \text { and } x \in \Omega .
$$

In order to establish this result we show that (5.1) satisfies the suppositions of Theorem 2 with

$$
f(t, \xi, \eta) \equiv-\xi \eta^{2}+B \eta, \quad g(t, \xi, \eta) \equiv \xi \eta^{2}-(B+1) \eta+A .
$$

It is immediate that (H1)-(H3) are satisfied, and that (H5) holds with $\gamma=2$ and $L_{0}$ independent of $t \geqq 0$. Moreover, since

$$
f(t, \xi, \eta)+g(t, \xi, \eta)=A-\eta \leqq A
$$

for all $t, \xi, \eta \geqq 0$, we see that (H6) is valid with $\mu_{0}(t, r) \equiv A$. Therefore, Proposition 2 will be established once it is shown that $u$ remains uniformly bounded on $\Omega \times[0, \infty)$.

Proof of Proposition 2. As asserted in the preceding paragraph, we need only show that $|u(\cdot, t)|_{\infty}$ remains uniformly bounded so long as the solution to (5.1) exists. Since the suppositions of Proposition 1 are satisfied, there is a $T^{*}>0$ such that $(u, v)$ exists on $\Omega \times\left[0, T^{*}\right)$. So let $N_{1}, N_{2}$ be as in (1.2) in Proposition 1 and let $0<t_{0}<T^{*}$. Define $\delta=\min \left\{v\left(x, t_{0}\right): x \in \bar{\Omega}\right\}$ and note that $\delta>0$. For if $\delta=v\left(x^{*}, t_{0}\right)=0$ then $x^{*} \in \Omega$, and so $\Delta v\left(x^{*}, t_{0}\right) \geqq 0$. By substitution of $\left(x^{*}, t_{0}\right)$ into the second equation in (5.1a) it follows that $v_{t}\left(x^{*}, t_{0}\right) \geqq A>0$, which is impossible since this implies $v\left(x^{*}, t\right)<0$ for $t \in$ [ $t_{0}-\varepsilon, t_{0}$ ) where $\varepsilon>0$. To complete the proof we show that

$$
\begin{equation*}
u(x, t) \leqq \max \left\{\left|u\left(\cdot, t_{0}\right)\right|_{\infty}, B / \delta, B(B+1) / A\right\} \equiv N_{1}(t) \quad \text { for all }(x, t) \in \Omega \times\left[t_{0}, T^{*}\right) \tag{5.2}
\end{equation*}
$$

First, however, observe that

$$
\begin{equation*}
v(x, t) \geqq \min \{\delta, A /(B+1)\} \quad \text { for all }(x, t) \in \bar{\Omega} \times\left[t_{0}, T^{*}\right) . \tag{5.3}
\end{equation*}
$$

For otherwise, if $t_{0}<t_{1}<T^{*}$ and

$$
\begin{aligned}
v\left(x^{*}, t^{*}\right) & =\min \left\{v(x, t):(x, t) \in \bar{\Omega} \times\left[t_{0}, t_{1}\right]\right\} \\
& <\min \{\delta, A /(B+1)\}
\end{aligned}
$$

then $v\left(x^{*}, t^{*}\right)<A$ and so $x^{*} \in \Omega$ and $\Delta v\left(x^{*}, t^{*}\right) \geqq 0$. Thus

$$
\begin{aligned}
v_{t}\left(x^{*}, t^{*}\right) & \geqq-(B+1) v\left(x^{*}, t^{*}\right)+A \\
& >-(B+1) A /(B+1)+A=0
\end{aligned}
$$

and so it follows that $t^{*}=t_{0}$. But if $t^{*}=t_{0}$ then $v\left(x^{*}, t^{*}\right) \geqq \delta$ by the definition of $\delta$, and we have a contradiction. This establishes (5.3). Now assuming for contradiction that (5.2) is not true, it follows that there is a $t_{1} \in\left(t_{0}, T^{*}\right)$ such that

$$
\begin{aligned}
u\left(x^{*}, t^{*}\right) & =\max \left\{u(x, t):(x, t) \in \bar{\Omega} \times\left[t_{0}, t_{1}\right]\right\} \\
& >\max \left\{\left|u\left(\cdot, t_{0}\right)\right|_{\infty}, B / \delta, B(B+1) / A\right\} .
\end{aligned}
$$

Then $t^{*}>t_{0}$ since $u\left(x^{*}, t^{*}\right)>\left|u\left(\cdot, t_{0}\right)\right|_{\infty}$, and $x^{*} \in \Omega$ since $u\left(x^{*}, t^{*}\right)>B / A$. Thus $\Delta u\left(x^{*}, t^{*}\right) \leqq 0$. Therefore,

$$
u_{t}\left(x^{*}, t^{*}\right) \leqq-u\left(x^{*}, t^{*}\right) v\left(x^{*}, t^{*}\right)^{2}+B v\left(x^{*}, t^{*}\right)=v\left(x^{*}, t^{*}\right)^{2}\left[B v\left(x^{*}, t^{*}\right)^{-1}-u\left(x^{*}, t^{*}\right)\right]
$$

By (5.3), max $\{B / \delta, B(B+1) / A\} \geqq B v\left(x^{*}, t^{*}\right)^{-1}$. Thus $u\left(x^{*}, t^{*}\right)>B v\left(x^{*}, t^{*}\right)^{-1}$, and so $u_{t}\left(x^{*}, t^{*}\right)<0$. This is not possible, since $t^{*}>t_{0}$. Thus (5.2) holds, and hence Theorem 2 implies the boundedness of solutions to (5.1).

We remark here that even though $u_{\infty}(r) \equiv A>0$, our techniques can be used to show that the solution to (5.1) exists and is uniformly bounded on $\Omega \times[0, \infty)$ when the boundary conditions are Neumann type rather than Dirichlet (cf. Rothe [11]). This is accomplished by incorporating the $-v$ term in the equation for $v$ into the differential operator. The semigroups $T_{2, p}^{*,}, 1<p<\infty$, generated by the corresponding perturbations of the operators $A_{2, p}$ are contractive rather than nonexpansive. Hence the estimates in Lemma 3 hold for the solution $\sigma$ of

$$
\begin{array}{ll}
\sigma_{t}=-\left(d_{2} \Delta \sigma-\sigma\right)-\theta & \text { on } Q_{\tau, T}, \\
\frac{\partial \sigma}{\partial n}=0 & \text { on } \partial \Omega \times(\tau, T), \\
\sigma(\cdot, T)=0 & \text { on } \Omega
\end{array}
$$

without the aid of the operator $P$. Using $\sigma$ in place of $\phi$ in Lemmas 4 and 5 yields similar results, and hence (4.5) holds. The proof then proceeds exactly as before.

Let us now consider the model

$$
\begin{array}{ll}
u_{t}=d_{1} \Delta u-u v^{\beta}, & x \in \Omega, \quad t>0, \\
v_{t}=d_{2} \Delta v+u v^{\beta}, & \\
\frac{\partial u}{\partial n}=\frac{\partial v}{\partial n}=0, & x \in \partial \Omega, \quad t>0,  \tag{5.4}\\
u=u_{0}, \quad v=v_{0}, & x \in \Omega, \quad t=0
\end{array}
$$

where $0 \leqq u_{0}, v_{0} \leqq M$ and $d_{1}, d_{2}>0$. It is easy to see that this model (with these and other boundary conditions) fits into our result of Theorem 2 , since $|u(\cdot, t)|_{\infty}$ is obviously a priori bounded for $t \geqq 0$. As mentioned in the introduction, global existence and uniform boundedness of solutions to (5.4) were proved by Masuda [8].

It is interesting to notice that the assumption $d_{2}>0$ is essential here. Indeed, although the situation is good when either $d_{1}, d_{2}>0$ or $d_{1}=d_{2}=0$, one can prove that, if $d_{2}=0$ and $\beta>1$, there is no $\mathscr{L}^{\infty}$-estimate of the solution of (5.4) in terms of $\left|u_{0}\right|_{\infty}$ and $\left|v_{0}\right|_{\infty}$ for $t$ large. More precisely we have

Proposition 3. Assume $d_{2}=0, d_{1}>0$, and $\beta>1$. Let $a, b>0$ and suppose that for all $u_{0}, v_{0}$ satisfying

$$
0 \leqq u_{0} \leqq 1, \quad 0 \leqq v_{0} \leqq b
$$

there exists a solution to (5.4) on $[0, T)$ such that for each $t \in[0, T)$,

$$
|v(\cdot, t)|_{\infty} \leqq c(T, a, b) .
$$

Then

$$
T \leqq\left[(\beta-1) b^{\beta-1} a\right]^{-1}
$$

Proof. Let $v_{0}$ be a nonnegative and compactly supported $\mathscr{L}^{\infty}$ function on $\Omega$. If (5.4) has a solution on [ $0, T$ ), since $d_{2}=0$, the equation in $v$ can be explicitly solved as

$$
\begin{equation*}
v(x, t)=v_{0}(x)\left[1-(\beta-1) v(x)^{\beta-1} U(x, t)\right]^{-1 /(\beta-1)} \tag{5.5}
\end{equation*}
$$

where $U(x, t) \equiv \int_{0}^{t} u(x, s) d s$ (we use here the uniqueness of bounded solutions of (5.4)). Let us now consider ( $u_{k}, v_{k}$ ) the solution of (5.4) with the initial data

$$
u_{k}(x, 0) \equiv a \quad \text { for all } x \in \Omega
$$

and $v_{k}(x, 0)$ a compactly supported $\mathscr{C}^{\infty}$ function on $\Omega$ satisfying

$$
\begin{align*}
& 0 \leqq v_{k}(x, 0) \leqq b,  \tag{5.6}\\
& v_{k}\left(x_{0}, 0\right)=b \text { for some } x_{0} \in \Omega \text { independent of } k,  \tag{5.7}\\
& v_{k}(x, 0) \rightarrow 0 \text { for } x \neq x_{0} \quad \text { as } k \rightarrow \infty . \tag{5.8}
\end{align*}
$$

Assume that $v_{k}(x, t)$ remains uniformly bounded on $\Omega \times[0, T)$. Then by (5.5) and (5.7) we have

$$
\begin{equation*}
(\beta-1) b^{\beta-1} U_{k}\left(x_{0}, T\right) \leqq 1 \tag{5.9}
\end{equation*}
$$

Now, by (5.5) and (5.8) and the fact that $U_{k}(x, t)$ is uniformly bounded on $\Omega \times[0, T)$, $v_{k}(x, t)$ tends to 0 for all $t \in[0, T)$ and $x \neq x_{0}$. As $u_{k}$ and $v_{k}$ are uniformly bounded, $u_{k} v_{k}^{\beta}$ tends to 0 in any $\mathscr{L}^{p}(\Omega \times(0, T))$ for $1 \leqq p<\infty$. But for $p$ large enough, the mapping $\zeta \rightarrow w$ where

$$
\begin{aligned}
& w_{t}=d_{1} \Delta w+\zeta, \\
& \frac{\partial w}{\partial n}=0 \quad \text { on } \partial \Omega, \\
& w(x, 0)=a \quad \text { on } \Omega
\end{aligned}
$$

is compact from $\mathscr{L}^{p}(\Omega \times(0, T))$ into $\mathscr{C}([0, T] \times \bar{\Omega})$ (see Ladyzenskaja et al. [5]). Therefore, $u_{k}$ converges uniformly on $\bar{\Omega} \times[0, T]$ to the constant solution $u \equiv a$ of

$$
\begin{aligned}
& u_{t}=d_{1} \Delta u, \\
& \frac{\partial u}{\partial n}=0 \quad \text { on } \partial \Omega, \\
& u(x, 0)=a \quad \text { on } \Omega .
\end{aligned}
$$

Passing to the limit in (5.9) yields $(\beta-1) b^{\beta-1} T a \leqq 1$.
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#### Abstract

A composite asymptotic expansion including initial layer corrections is developed for treating initial boundary value problems for hyperbolic equations with a small parameter multiplying the second-order time derivative term. Proof of uniform asymptotic validity is given a Hilbert space setting. The expansion forms the basis of a continuous-time Galerkin procedure for which error analysis based on the finite element method is included. This work extends recent results of Hsiao and Weinacht in two directions, one toward greater abstraction and one toward greater utility.
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1. Introduction. Let $\Omega$ be a bounded domain in $R^{n}$, a generic point of which will be denoted by $x=\left(x_{1}, \cdots, x_{n}\right)$, with smooth boundary $\partial \Omega$ and let $t_{0}>0$ be arbitrary. We shall be interested in approximating the solution $u(x, t)$ of the initial-boundary value problem ( $P_{\varepsilon}$ ):

$$
\begin{array}{ll}
\varepsilon^{2} u_{t t}(x, t)+u_{t}(x, t)+A u(x, t)=f(x, t), & \Omega \times\left(0, t_{0}\right), \\
u(x, t)=0, & \partial \Omega \times\left[0, t_{0}\right], \\
u(x, 0)=u_{0}(x), & x \in \bar{\Omega}, \\
\varepsilon u_{t}(x, 0)=u_{1}(x), & x \in \bar{\Omega}, \tag{1.4}
\end{array}
$$

using a combination of asymptotic and numerical techniques.
In (1.1) and (1.4) the parameter $\varepsilon$ is assumed to be small, $0<\varepsilon \ll 1$. Here $A$ is the second-order uniformly strongly elliptic operator in $L^{2}(\Omega)$ defined on $D(A)=$ $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ by

$$
\begin{equation*}
A u=-\sum_{i, j=1}^{n} D_{i}\left(a_{i j}(x) D_{j} u\right)+c(x) u, \tag{1.5}
\end{equation*}
$$

in which $a_{i j}=a_{j i} \varepsilon C^{\infty}(\bar{\Omega})$ for $i, j=1, \cdots, n, c(x) \varepsilon C^{\infty}(\bar{\Omega}), c(x) \geqq 0$ and $D_{i}$ denotes the derivative $\partial / \partial x_{i}, i=1, \cdots, n$. We assume the ellipticity condition

$$
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geqq \Gamma \sum_{i=1}^{n} \xi_{i}^{2}
$$

holds for all $\xi=\left(\xi_{1}, \cdots, \xi_{n}\right) \varepsilon R^{n}$ and $x \in \bar{\Omega}$. The $\varepsilon$-independent data $\left\{f, u_{0}, u_{1}\right\}$ is subject to certain regularity conditions specified later (see Theorem 2.1).

Problem $\left(P_{\varepsilon}\right)$ is a singular perturbation problem of hyperbolic-parabolic type that has been investigated by many authors. In [21] Zlamal has used Fourier integral methods and in [22] has used eigenfunction expansions. The method of energy integrals has been exploited by Bobisud [2] and Hsiao and Weinacht [9]. In the terminology of singular perturbation theory, there is initial layer behavior in a neighborhood of $t=0$. The solution of $\left(P_{\varepsilon}\right)$ is dominated by the solution $U_{0}(x, t)$ of the reduced problem ( $P_{0}$ ), an initial-boundary value problem of parabolic type, obtained by setting $\varepsilon=0$.

[^68]The solution $U_{0}(x, t)$ cannot generally be expected to satisfy the initial condition (1.4), so one is led to consider initial-layer correction terms, which appear in higher order expansions.

For the proof of uniform validity of the expansion, we reformulate the problem in a Hilbert space setting in § 2. The result to first order for a closely related problem was obtained by Kisynski [13] using semigroups in Hilbert space. For related results see Nur [16] and Schoene [17]. Fattorini [4], [5] has recently used cosine families in Banach space to obtain an $N$-term composite expansion. Our development extends the work of Hsiao and Weinacht [9] to an abstract setting relying heavily on the positive definiteness of $A$ and the inner product induced norm on the Hilbert space.

For the numerical solution of $\left(P_{\varepsilon}\right)$ one may be tempted to solve the singular perturbation problem directly by means of standard methods such as the Crank-Nicolson-Galerkin scheme since this is a linear hyperbolic problem for each $\varepsilon>0$. However, because of the presence of $\varepsilon$, the usual schemes will not yield meaningful numerical results without reducing the mesh size in the initial layer. This, of course, requires considerable computational effort. Also, the discrete problems involved may become ill-posed numerically when mesh sizes get to be too small. (See [8] and [12].)

In this paper we present a continuous-in-time numerical procedure for treating singularly perturbed problems such as $\left(P_{\varepsilon}\right)$, which does not require a very fine mesh. The procedure uses singular perturbation theory to construct problems for the leading terms in the formal asymptotic expansion, which are then solved numerically by the Galerkin method with finite elements as the trial functions for the space variables. This leads to an initial-value problem for a system of ordinary differential equations for which explicit solutions can be constructed. We refer to this approximation as the asymptotic Galerkin approximation. Preliminary numerical implementation of the problems show that very accurate results may be obtained in an efficient way. (For a similar approach to singular perturbation problems of parabolic-elliptic type see [8] and [12].)

In § 2 we prove the uniform validity of an $N$-term composite asymptotic expansion. In § 3 we formulate and describe the approximation scheme in detail. Section 4 contains error estimates for the continuous-in-time asymptotic Galerkin approximation using finite element methods. The results of some numerical experiments are given in § 5 . Throughout this paper, $C$ will denote a generic constant, not necessarily the same in any two places. Also, sums over empty index sets are zero.
2. The asymptotic expansion. In this section a procedure is developed for the construction of an $N$-term asymptotic expansion with initial layer corrections for the singularly perturbed Cauchy problem ( $P_{\varepsilon}^{*}$ ):

$$
\begin{align*}
& L_{\varepsilon}[u]:=\varepsilon^{2} u^{\prime \prime}(t)+u^{\prime}(t)+A u(t)=F(t),  \tag{2.1}\\
& u(0)=u_{0}, \quad \varepsilon u^{\prime}(0)=u_{1} \tag{2.2}
\end{align*}
$$

in a Hilbert space $H$, with inner product $(\cdot, \cdot)$, norm $\|\cdot\|$, and zero element $\theta$. The linear operator $A$ is assumed to be positive-definite and self-adjoint in $H$. Problem $\left(P_{\varepsilon}^{*}\right)$ is an abstract analogue of problem $\left(P_{\varepsilon}\right)$ specified in (1.1)-(1.4) of § 1.

A formal asymptotic expansion may be obtained in the form of a composite expansion familiar from singular perturbation theory (see [15] and [19]), namely,

$$
\begin{equation*}
u_{N}(t ; \varepsilon)=E_{0}^{N}(t ; \varepsilon)+E_{L}^{N+1}\left(t / \varepsilon^{2} ; \varepsilon\right) . \tag{2.3}
\end{equation*}
$$

Here the outer expansion,

$$
\begin{equation*}
E_{0}^{N}(t ; \varepsilon):=\sum_{n=0}^{N} U_{n}(t) \varepsilon^{n} \tag{2.4}
\end{equation*}
$$

provides a uniformly valid $O\left(\varepsilon^{N+1}\right)$ approximation to $u(t ; \varepsilon)$ on intervals $\left[\delta, t_{0}\right], \delta>0$, bounded away from $t=0$. The initial layer expansion

$$
\begin{equation*}
E_{L}^{N+1}\left(t / \varepsilon^{2} ; \varepsilon\right):=\sum_{n=0}^{N+1} V_{n}\left(t / \varepsilon^{2} ; \varepsilon\right) \varepsilon^{n+1} \tag{2.5}
\end{equation*}
$$

is asymptotically zero except in a neighborhood of the initial point $t=0$. We introduce the stretched variable $\tau=t / \varepsilon^{2}$ inside the initial layer. The expansion (2.3) contains two terms $V_{N}$ and $V_{N+1}$, which are not useful in the final approximation, but are necessary in the proof of uniform validity. The construction of such terms of higher order is typical in singular perturbation problems.

We say that a function $z(t ; \varepsilon)$ in $C\left(\left[0, t_{0}\right], H\right)$ is $O\left(\varepsilon^{k}\right)$ as $\varepsilon \rightarrow 0^{+}$uniformly in [ $0, t_{0}$ ] if there are positive constants $C$ and $\varepsilon_{0}$ such that $\|z(t ; \varepsilon)\| \leqq C \varepsilon^{k}$ holds for all $t$ in $\left[0, t_{0}\right]$ and $\varepsilon$ in $\left(0, \varepsilon_{0}\right]$.

A calculation shows that

$$
\begin{align*}
L_{\varepsilon}\left[u_{N}\right]=\sum_{n=0}^{N}( & \left.U_{n}^{\prime}(t)+A U_{n}(t)-U_{n-2}^{\prime \prime}(t)\right) \varepsilon^{n}  \tag{2.6}\\
& +\sum_{n=-1}^{N}\left(\ddot{V}_{n+1}(\tau)+\dot{V}_{n+1}(\tau)+A V_{n-1}(\tau)\right) \varepsilon^{n}+R(t ; \varepsilon),
\end{align*}
$$

where

$$
\begin{equation*}
R(t ; \varepsilon):=U_{N-1}^{\prime \prime}(t) \varepsilon^{N+1}+U_{N}^{\prime \prime}(t) \varepsilon^{N+2}+A V_{N}\left(t / \varepsilon^{2}\right) \varepsilon^{N+1}+A V_{N+1}\left(t / \varepsilon^{2}\right) \varepsilon^{N+2} \tag{2.7}
\end{equation*}
$$

and functions with negative index vanish identically. We shall consistently use primes for $t$-derivatives and dots for $\tau$-derivatives.

Putting $t=0$ in (2.3) and its derivative we find

$$
\begin{equation*}
u_{N}(0 ; \varepsilon)=U_{0}(0)+\sum_{n=1}^{N}\left(U_{n}(0)+V_{n-1}(0)\right) \varepsilon^{n}+V_{N}(0) \varepsilon^{N+1}+V_{N+1}(0) \varepsilon^{N+2} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon u_{N}^{\prime}(0 ; \varepsilon)=\dot{V}_{0}(0)+\sum_{n=0}^{N}\left(U_{n}^{\prime}(0)+\dot{V}_{n+1}(0)\right) \varepsilon^{n+1} \tag{2.9}
\end{equation*}
$$

which serve to determine initial values for $U_{n}(t)$ and $\dot{V}_{n}(\tau)$, resp., when we impose (2.2).
The formal approximation $u_{N}$ is now constructed by solving the following set of initial value problems. For the terms of the outer expansion, we have problems $\left(P_{n}\right)$, $0 \leqq n \leqq N$, given by

$$
\begin{aligned}
& U_{n}^{\prime}(t)+A U_{n}(t)= \begin{cases}F(t), & n=0, \\
\theta, & n=1, \\
-U_{n-2}^{\prime \prime}(t), & 2 \leqq n \leqq N,\end{cases} \\
& U_{n}(0)= \begin{cases}u_{0}, & n=0, \\
-V_{n-1}(0), & 1 \leqq n \leqq N,\end{cases}
\end{aligned}
$$

while the terms of the initial layer expansion are determined as solutions of the problems $\left(\tilde{P}_{n}\right), 0 \leqq n \leqq N+1$,

$$
\begin{aligned}
& \ddot{V}_{n}(\tau)+\dot{V}_{n}(\tau)= \begin{cases}\theta, & n=0,1, \\
-A V_{n-2}(\tau), & 2 \leqq n \leqq N+1,\end{cases} \\
& \dot{V}_{n}(0)= \begin{cases}u_{1}, & n=0, \\
-U_{n-1}^{\prime}(0), & 1 \leqq n \leqq N+1,\end{cases} \\
& V_{n}(\tau) \rightarrow \theta \text { as } \tau \rightarrow \infty, \\
& 0 \leqq n \leqq N+1 .
\end{aligned}
$$

It follows that the remainder

$$
z(t ; \varepsilon):=u(t ; \varepsilon)-u_{N}(t ; \varepsilon)
$$

satisfies the second-order initial-value problem

$$
\begin{gather*}
\varepsilon^{2} z^{\prime \prime}(t)+z^{\prime}(t)+A z(t)=-R(t ; \varepsilon),  \tag{2.10}\\
z(0 ; \varepsilon)=z_{0}(\varepsilon), \varepsilon z^{\prime}(0 ; \varepsilon)=Z_{1}(\varepsilon), \tag{2.11}
\end{gather*}
$$

where

$$
\begin{aligned}
& z_{0}(\varepsilon):=-V_{N}(0) \varepsilon^{N+1}-V_{N+1}(0) \varepsilon^{N+2}, \\
& z_{1}(\varepsilon):=\theta
\end{aligned}
$$

and $R(t ; \varepsilon)$ is given by (2.7). See [7] for proof of existence and uniqueness of a solution to this problem.

For the solution of problems $\left(P_{n}\right), 0 \leqq n \leqq N$, and $\left(\tilde{P}_{n}\right), 0 \leqq n \leqq N+1$, we have the following result.

Lemma 2.1. Let $N$ be any nonnegative integer and $t_{0}>0$. Let $A$ be a positive-definite self-adjoint linear operator in $H$. Suppose $u_{0} \in D\left(A^{N+2}\right)$ and $u_{1} \in D\left(A^{N+1}\right)$. Then, provided

$$
F^{(l)} \in C\left(\left[0, t_{0}\right], D\left(A^{N-2 l}\right)\right), \quad 0 \leqq l \leqq[N / 2],
$$

where [ ] denotes the greatest integer function,
(A) The solution of problem $\left(P_{n}\right), 0 \leqq n \leqq N$, is given by

$$
U_{n}(t)=\left\{\begin{array}{l}
T(t) P(t A ; n / 2) A^{n / 2} u_{0}+T(t) \sum_{l=0}^{n / 2-1} P(t A ; n / 2-l-1) A^{n / 2-l-1} F^{(l)}(0) \\
\quad+\int_{0}^{t} T(t-s) \sum_{l=0}^{n / 2} P((t-s) A ; n / 2-l) A^{n / 2-l} F^{(l)}(s) d s \quad n \text { even }, \\
T(t) P(t A ;(n-1) / 2) A^{(n-1) / 2} u_{1} \quad n \text { odd },
\end{array}\right.
$$

where $T(t)$ is the analytic semigroup generated by $-A$, and $P(t A ; k)$ is understood to be a generic polynomial operator in $t A$ of degree $k$.
(B) The solution of problem ( $\tilde{P}_{n}$ ), $0 \leqq n \leqq N+1$, is given by
$V_{n}(\tau)=\left\{\begin{array}{l}e^{-\tau} P(\tau ; n / 2) A^{n / 2} u_{1} \quad n \text { even, } \\ e^{-\tau} P(\tau ;(n-1) / 2) A^{(n+1) / 2} u_{0} \\ \quad+e^{-\tau} \sum_{l=0}^{(n-1) / 2} P(\tau ;(n-1) / 2-l) A^{(n-1) / 2-l} F^{(l)}(0) \quad n \text { odd },\end{array}\right.$
where $P(\tau ; k)$ is a generic polynomial in $\tau$ of degree $k$.
Proof. An induction proof is based on the variation of parameters representation for $U_{n+1}(t)$ using $T(t)$, the analytic semigroup generated by $-A$,

$$
U_{n+1}(t)=-T(t) V_{n}(0)+\int_{0}^{t} T(t-s)\left\{-U_{n-1}^{\prime \prime}(s)\right\} d s
$$

and a representation for $V_{N+1}(\tau)$ obtained by two Riemann integrations of $\left(\tilde{P}_{n+1}\right)$, namely,

$$
V_{n+1}(\tau)=e^{-\tau} U_{n}^{\prime}(0)+\int_{0}^{\tau} e^{-(\tau-s)} A V_{n-1}(s) d s+\int_{\tau}^{\infty} A V_{n-1}(s) d s
$$

Remarks. (1) We note that in the above procedure, the zeroth order terms $U_{0}$ and $V_{0}$ are determined simultaneously from the initial data for problem ( $P_{\varepsilon}^{*}$ ), but the higher order terms are determined alternately, as indicated in the diagram.

$$
\begin{aligned}
& U_{0} \rightarrow V_{1} \rightarrow U_{2} \rightarrow V_{3} \rightarrow U_{4} \rightarrow \cdots, \\
& V_{0} \rightarrow U_{1} \rightarrow V_{2} \rightarrow U_{3} \rightarrow V_{4} \rightarrow \cdots .
\end{aligned}
$$

In particular, if $u_{0}=\theta$, the first chain of dependent functions vanishes, while if $u_{1}=\theta$, the second chain vanishes.
(2) The solution $u(t ; \varepsilon)$ does not exhibit initial layer behavior since the first term $U_{0}$ of the outer expansion provides a uniformly $O(\varepsilon)$ approximation on $\left[0, t_{0}\right]$, i.e.,

$$
u(t ; \varepsilon)=U_{0}(t)+O(\varepsilon)
$$

However, for the $t$-derivative

$$
\varepsilon u_{t}(t ; \varepsilon)=\dot{V}_{0}(\tau)+\left(U_{0}^{\prime}(t)+\dot{V}_{1}(\tau)\right) \varepsilon+O\left(\varepsilon^{2}\right),
$$

so we see that $U_{0}^{\prime}(t)$ provides a uniformly $O(\varepsilon)$ approximation in any interval $\left[\delta, t_{0}\right]$, $\delta>0$ where $\dot{V}_{0}$ and $\dot{V}_{1}$ are asymptotically zero, but close to the initial point the boundary layer functions $V_{0}$ and $V_{1}$ are required for a uniform approximation.

The justification of the formal expansion procedure requires that the remainder $z$ be $O\left(\varepsilon^{N+1}\right)$ on $\left[0, t_{0}\right]$ as $\varepsilon \rightarrow 0^{+}$. A crucial step is the development of an a priori bound for the solution of the second-order initial value problem

$$
\begin{align*}
& \varepsilon^{2} z^{\prime \prime}+z^{\prime}+A z=f(t ; \varepsilon),  \tag{2.12}\\
& z(0)=z_{0}(\varepsilon), \quad \varepsilon z^{\prime}(0)=z_{1}(\varepsilon) . \tag{2.13}
\end{align*}
$$

We formulate the result as follows.
Lemma 2.2. Let A be a positive-definite self-adjoint linear operator in $H$ and suppose $z_{0}(\varepsilon) \in D(A), z_{1}(\varepsilon) \in D\left(A^{1 / 2}\right)$ and $f(\cdot ; \varepsilon) \in L^{2}\left(0, t_{0} ; H\right)$, where $0<\varepsilon \leqq \varepsilon_{0}$ for an arbitrary fixed number $\varepsilon_{0}$ in ( 0,1 ).

Then the solution $z(t ; \varepsilon)$ of (2.12), (2.13) on $\left[0, t_{0}\right]$ satisfies the inequality

$$
\begin{align*}
& \|z(t)\|+\varepsilon\left\|z^{\prime}(t)\right\|+\left\|A^{1 / 2} z(t)\right\| \\
& \quad \leqq M\left\{\left\|z_{0}\right\|+\left\|z_{1}\right\|+\left\|A^{1 / 2} z_{0}\right\|+\left(\int_{0}^{t_{0}}\|f(s)\|^{2} d s\right)^{1 / 2}\right\} \tag{2.14}
\end{align*}
$$

in which we have suppressed the $\varepsilon$-dependence of $z, z_{0}, z_{1}$ and $f$. The constant $M$ is given explicitly by $M=\left[6\left(1-\varepsilon_{0}\right)^{-1}\right]^{1 / 2} \exp \left[\left(1-\varepsilon_{0}\right)^{-1} t_{0}\right]$.

Proof. Forming the inner product

$$
\left(2 z+2 z^{\prime}, L_{\varepsilon}[z]-f\right)=0
$$

and transferring derivatives to form perfect $t$-derivatives, we see that, by introduction of $A^{1 / 2}$ and use of the positive-definiteness of $A$, we obtain the differential inequality

$$
\begin{aligned}
& D_{t}\left\{\|z\|^{2}+2 \varepsilon^{2}\left(z, z^{\prime}\right)+\varepsilon^{2}\left\|z^{\prime}\right\|^{2}+\left\|A^{1 / 2} z\right\|^{2}\right\} \\
& \quad \leqq\|z\|^{2}+2 \varepsilon^{2}\left\|z^{\prime}\right\|^{2}+2\|f\|^{2} .
\end{aligned}
$$

Integrating over the interval [ $0, t$ ], and using the inequality

$$
2 \varepsilon^{2}\left(z, z^{\prime}\right) \geqq-\varepsilon\|z\|^{2}-\varepsilon^{3}\left\|z^{\prime}\right\|^{2}
$$

which holds for $0<\varepsilon<\varepsilon_{0}$, where $\varepsilon_{0}$ lies in $(0,1)$, we arrive at the inequality

$$
\begin{aligned}
&\|z(t)\|^{2}+ \varepsilon^{2}\left\|z^{\prime}(t)\right\|^{2}+\left\|A^{1 / 2} z(t)\right\|^{2} \\
& \leqq 2\left(1-\varepsilon_{0}\right)^{-1}\left\{\left(\left\|z_{0}\right\|^{2}+\left\|z_{1}\right\|^{2}+\left\|A^{1 / 2} z_{0}\right\|^{2}\right)+\int_{0}^{t_{0}}\|f(s)\|^{2} d s\right\} \\
&+2\left(1-\varepsilon_{0}\right)^{-1} \int_{0}^{t}\left(\|z(s)\|^{2}+\varepsilon^{2}\left\|z^{\prime}(s)\right\|^{2}+\left\|A^{1 / 2} z(s)\right\|^{2}\right) d s .
\end{aligned}
$$

Application of Gronwall's lemma and elementary inequalities produces the result of the lemma.

We can now state the main result of this section.
Theorem 2.1. Let a nonnegative integer $N$ and $t_{0}>0$ be given. Let $A$ be a positivedefinite self-adjoint linear operator in a Hilbert space $H$ and suppose that $u_{0} \in D\left(A^{N+2}\right)$ and $u_{1} \in D\left(A^{N+1}\right)$. Assume $F=F(t)$ is such that

$$
\frac{d^{l} F}{d t^{l}} \in C\left(\left[0, t_{0}\right], D\left(A^{N-2 l}\right)\right), \quad 0 \leqq l \leqq[N / 2] .
$$

Then the solution $u(t ; \varepsilon)$ of the initial-value problem ( $P_{\varepsilon}^{*}$ ) has an asymptotic expansion of the form (2.3) such that

$$
\begin{aligned}
& u(t ; \varepsilon)=u_{N}(t ; \varepsilon)+O\left(\varepsilon^{N+1}\right), \\
& \varepsilon u^{\prime}(t ; \varepsilon)=\varepsilon u_{N}^{\prime}(t ; \varepsilon)+O\left(\varepsilon^{N+1}\right),
\end{aligned}
$$

and

$$
A^{1 / 2} u(t ; \varepsilon)=A^{1 / 2} u_{N}(t ; \varepsilon)+O\left(\varepsilon^{N+1}\right)
$$

as $\varepsilon \rightarrow 0^{+}$uniformly on $\left[0, t_{0}\right]$.
Proof. The remainder $z(t ; \varepsilon)=u(t ; \varepsilon)-u_{N}(t ; \varepsilon)$ satisfies (2.10) and (2.11). Since Lemma 2.1 implies

$$
\left\|V_{N+1}(0)\right\| \leqq\left\{\begin{array}{l}
C\left(\left\|A^{(N+2) / 2} u_{0}\right\| ;\left\|A^{N / 2-l} F^{(l)}(0)\right\|, 0 \leqq l \leqq N / 2\right) \quad N \text { even }, \\
C\left(\left\|A^{(N+1) / 2} u_{1}\right\|\right) \quad N \text { odd, }
\end{array}\right.
$$

we see that $\left\|z_{0}(\varepsilon)\right\|<C \varepsilon^{N+1}$. Obviously $\left\|z_{1}(\varepsilon)\right\|=0$.
In order to bound $\|R(t ; \varepsilon)\|$, we first note that since $\varepsilon^{-\tau} P(\tau)$ is bounded on $[0, \infty)$ for any polynomial $P(\tau)$, we have from the representations in Lemma 2.1,

$$
\left\|A V_{N+1}(\tau)\right\| \leqq \begin{cases}C\left(\left\|A^{(N+4) / 2} u_{0}\right\|,\left\|A^{(N+2) / 2-l} F^{(l)}(0)\right\|, 0 \leqq l \leqq N / 2\right) & N \text { even }, \\ C\left(\left\|A^{(N+3) / 2} u_{1}\right\|\right) \quad N \text { odd. }\end{cases}
$$

Also, the proof of Lemma 2.1 yields an expression for $U_{n}^{\prime \prime}(t)$ so that for $N$ odd,

$$
\left\|U_{N}^{\prime \prime}(t)\right\| \leqq C\left(t_{0} ;\left\|A^{N+1} u_{1}\right\|\right)
$$

and for $N$ even, with

$$
\begin{gathered}
\|G\|_{\infty}:=\sup _{0 \leqq t \leq t_{0}}\|G(t)\|, \\
\left\|U_{N}^{\prime \prime}(t)\right\| \leqq C\left(t_{0} ;\left\|A^{N+2} u_{0}\right\| ;\left\|A^{N-2 l} F^{(l)}(0)\right\|, 0 \leqq l \leqq(N-2) / 2\right. \\
\left\|A^{N / 2-l} F^{(l+1)}(\cdot)\right\|_{\infty},\left\|A^{N / 2-l+1} F^{(l)}(\cdot)\right\|_{\infty}, \\
\left.\left\|A^{N-2 l+2} F^{(l)}(\cdot)\right\|_{\infty}, 0 \leqq l \leqq N / 2\right) .
\end{gathered}
$$

From these estimates

$$
\|R(t ; \varepsilon)\| \leqq C\left(t_{0}\right) \varepsilon^{N+1} .
$$

Putting these results in the energy inequality (2.14) we obtain

$$
\|z(t)\|+\varepsilon\left\|z^{\prime}(t)\right\|+\left\|A^{1 / 2} z(t)\right\| \leqq C\left(t_{0}\right) \varepsilon^{N+1}
$$

which establishes the theorem.
Remark. The results of this section hold for any positive-definite self-adjoint linear operator $A$ defined on a Hilbert space $H$, and are not restricted to the operator defined in (1.5). In particular, if $A$ is of arbitrary order $2 m$, the plate problem is included.
3. A numerical procedure. Applying the results of $\S 2$ to the solution $u(x, t)$ of problem ( $P_{\varepsilon}$ ), given by (1.1) to (1.4), we have the asymptotic expansion

$$
u(x, t)=U_{0}(x, t)+\sum_{n=1}^{N}\left(U_{n}(x, t)+V_{n-1}\left(x, t / \varepsilon^{2}\right)\right) \varepsilon^{n}+O\left(\varepsilon^{N+1}\right) .
$$

Here $U_{n}(x, t)$ is obtained as the solution of a parabolic problem $\left(P_{n}\right)$ :

$$
\begin{gathered}
\frac{\partial U_{n}}{\partial t}(x, t)+A U_{n}(x, t)= \begin{cases}f(x, t), & n=0, \\
0, & n=1, \\
-\partial^{2} U_{n-2} / \partial t^{2}, & 2 \leqq n \leqq N\end{cases} \\
U_{n}(x, t)=0, \quad 0 \leqq n \leqq N, \\
U_{n}(x, 0)= \begin{cases}u_{0}(x), & n=t) \in \partial \Omega \times\left(0, t_{0}\right], \\
-V_{n-1}(x, 0), & 1 \leqq n \leqq N, \\
x \in \bar{\Omega},\end{cases}
\end{gathered}
$$

$$
\text { for }(x, t) \in \Omega \times\left(0, t_{0}\right],
$$

where the elliptic operator $A$ is given by (1.5). To determine the initial-layer correction terms we must solve ( $\tilde{P}_{n}$ ):

In order to develop a numerical procedure based on the Galerkin method, we introduce weak formulations of the problems ( $P_{\varepsilon}$ ) and ( $P_{n}$ ), $0 \leqq n \leqq N$. As usual, we denote by $H^{m}(\Omega)$ the real Sobolev space of integer order $m$ on $\Omega$ equipped with the norm $\|\cdot\|_{m}$, and by $H_{0}^{m}(\Omega)$ the subspace of $H^{m}(\Omega)$ obtained by completing $C_{0}^{\infty}(\Omega)$ with respect to the norm $\|\cdot\|_{m}$.

By a weak solution of problem $\left(P_{\varepsilon}\right)$ we mean a function $u(x, t)$, twice continuously differentiable with respect to $t$, such that for each fixed $t$ in $\left[0, t_{0}\right], u(t):=u(\cdot, t) \in H_{0}^{1}(\Omega)$ and satisfies the integral identities

$$
\begin{align*}
& \varepsilon^{2}\left(u_{t}, w\right)+\left(u_{t}, w\right)+a(u, w)=(f, w),  \tag{3.1}\\
& \left(u(0)-u_{0}, w\right)=0, \quad\left(\varepsilon u_{t}(0)-u_{1}, w\right)=0
\end{align*}
$$

$$
\begin{aligned}
& \frac{\partial^{2} V_{n}}{\partial \tau^{2}}(x, \tau)+\frac{\partial V_{n}(x, \tau)}{\partial \tau} \\
& =\left\{\begin{array}{ll}
0, & n=0,1 \\
-A V_{n-2}(x, \tau), & 2 \leqq n \leqq N-1
\end{array} \quad \text { for }(x, \tau) \in \Omega \times(0, \infty),\right. \\
& \frac{\partial V_{n}}{\partial \tau}(x, 0)=\left\{\begin{array}{lll}
u_{1}(x), & n=0, & x \in \bar{\Omega}, \\
\left(-\partial U_{n-1} / \partial t\right)(x, 0), & 1 \leqq n \leqq N-1, & x \in \bar{\Omega},
\end{array}\right. \\
& V_{n}(x, \tau) \rightarrow 0 \quad \text { as } \tau \rightarrow \infty, \quad 0 \leqq n \leqq N-1, \quad x \in \bar{\Omega} .
\end{aligned}
$$

for each $w \in H_{0}^{1}(\Omega)$. Here $(\cdot, \cdot)$ denotes the $L_{2}(\Omega)$ inner product and $a(\cdot, \cdot)$ is the bilinear form

$$
a(u, w)=\int_{\Omega}\left\{\sum_{i, j=1}^{n} a_{i j}(x) D_{j} u D_{j} w+c(x) u w\right\} d x
$$

associated with the linear operator $A$ defined in (1.5). Under the assumptions on the coefficients $a_{i j}$ and $c$ given in $\S 1$, the bilinear form $a(\cdot, \cdot)$ is continuous as a map from $H^{1}(\Omega) \times H^{1}(\Omega) \rightarrow \mathbb{R}$, i.e., there exists a constant $\gamma>0$ such that

$$
\begin{equation*}
a(u, w) \leqq \gamma\|u\|_{1}\|w\|_{1} \quad \text { for all } u, \quad w \in H^{1}(\Omega), \tag{3.2}
\end{equation*}
$$

and strongly coercive, i.e., there exists a constant $\lambda>0$ such that

$$
\begin{equation*}
a(u, u) \geqq \lambda\|u\|^{2} \quad \text { for all } u \in H_{0}^{1}(\Omega) . \tag{3.3}
\end{equation*}
$$

These properties are important for the error bounds of our numerical approximation discussed in $\S 4$.

A weak solution of problem $\left(P_{n}\right)$, which we shall also denote $U_{n}(x, t), 0 \leqq n \leqq N$, is a continuously $t$-differentiable function $U_{n}(t):=U_{n}(\cdot, t) \in H_{0}^{1}(\Omega)$, for each $t$ in [ $0, t_{0}$ ], which satisfies

$$
\begin{gathered}
\left(\frac{\partial U_{n}}{\partial t}, w\right)+a\left(U_{n}, w\right)= \begin{cases}(f, w), & n=0, \\
0, & n=1, \\
\left(-\partial^{2} U_{n-2} / \partial t^{2}, w\right), & 2 \leqq n \leqq N,\end{cases} \\
\left(U_{n}(0)-u_{n}, w\right)=0,
\end{gathered} \quad n=0,1, \quad \begin{array}{ll}
\left(U_{n}(0)+V_{n-1}(0), w\right)=0, & 2 \leqq n \leqq N,
\end{array}
$$

for each $w \in H_{0}^{1}(\Omega)$.
The existence and uniqueness of the weak solutions for $\left(P_{\varepsilon}\right)$ and $\left(P_{n}\right), 0 \leqq n \leqq N$, follow from standard results for linear hyperbolic and parabolic equations (see, for example, [14]). We note that the terms of the expansion are obtained in a recursive manner so that the problems $\left(P_{n}\right), 0 \leqq n \leqq N$, are not solved simultaneously, but successively, together with the layer problems $\left(\tilde{P}_{n}\right), 0 \leqq n \leqq N-1$; see the remark following Lemma 2.1.

To describe the asymptotic Galerkin approximation, let us denote by $S^{h}$ a oneparameter family of $\boldsymbol{M}(h)$-dimensional subspaces of $H_{0}^{1}(\Omega)$ possessing a certain interpolation property to be specified later (see (4.1)). Let $\left\{w_{k}^{h}\right\}_{k=1}^{M}$ be a basis for $S^{h}$. The asymptotic Galerkin approximation is defined by

$$
\begin{equation*}
u_{*}^{h}(x, t)=U_{0}^{h}(x, t)+\sum_{n=1}^{N}\left(U_{n}^{h}(x, t)+V_{n-1}^{h}\left(x, t / \varepsilon^{2}\right)\right) \varepsilon^{n} \tag{3.4}
\end{equation*}
$$

in which $U_{n}^{h}(\cdot, t) \in S^{h}$ is the continuous-in-time Galerkin approximation of the weak solution $U_{n}(x, t)$, which satisfies

$$
\begin{gathered}
\left(\frac{\partial U_{n}^{h}}{\partial t}, w^{h}\right)+a\left(U_{n}^{h}, w^{h}\right)= \begin{cases}\left(f(\cdot, t), w^{h}\right), & n=0, \\
0, & n=1, \\
\left(-\partial^{2} U_{n-2}^{h} / \partial t^{2}, w^{h}\right), & 2 \leqq n \leqq N,\end{cases} \\
\left(U_{n}^{h}(\cdot, 0)-u_{n}, w^{h}\right)=0,
\end{gathered} \quad n=0,1, \quad \begin{array}{ll}
\left(U_{n}^{h}(\cdot, 0)+V_{n-1}^{h}(\cdot, 0), w^{h}\right)=0, & 2 \leqq n \leqq N,
\end{array}
$$

for each $w^{h} \in S^{h}$.

The functions $V_{n}^{h}, 0 \leqq n \leqq N-1$, are the $L_{2}$-projections of the layer functions $V_{n}(x, \tau)$ so that

$$
\left(V_{n}(\cdot, \tau), w^{h}\right)=\left(V_{n}^{h}(\quad \cdot, \tau), w^{h}\right)
$$

for all $w^{h} \in S^{h}$.
In terms of the basis $\left\{w_{k}^{h}\right\}_{k=1}^{M}$ for $S^{h}$, the outer approximations have the explicit representations

$$
U_{n}^{h}(x, t)=\sum_{k=1}^{M} \alpha_{k}^{n}(t) w_{k}^{h}(x)
$$

Here the functions $\left\{\alpha_{k}^{n}\right\}_{k=1}^{M}, n=0,1, \cdots, N$, are determined as solutions of an initialvalue problem for a system of ordinary differential equations

$$
\begin{align*}
& \sum_{k=1}^{M}\left\{\frac{d}{d t} \alpha_{k}^{n}(t)\left(w_{k}^{h}, w_{l}^{h}\right)+\alpha_{k}^{n}(t) a\left(w_{k}^{h}, w_{l}^{h}\right)\right\} \\
& = \begin{cases}\left(f(\cdot, t), w_{l}^{h}\right), & n=0, \\
0, & n=1, \\
\sum_{k=1}^{M} \frac{d^{2}}{d t^{2}} \alpha_{k}^{n-2}(t)\left(w_{k}^{h}, w_{l}^{h}\right), & 2 \leqq n \leqq N,\end{cases}  \tag{3.5}\\
& \sum_{k=1}^{M} \alpha_{k}^{n}(0)\left(w_{k}^{h}, w_{l}^{h}\right)= \begin{cases}\left(u_{n}, w_{l}^{h}\right), & n=0,1, \\
\left(-V_{n-1}(0), w_{l}^{h}\right), & 2 \leqq n \leqq N\end{cases}
\end{align*}
$$

for $0 \leqq l \leqq M$.
The system is uniquely solvable for each $n=0,1, \cdots, N$, since the Gram matrix $G=\left[\left(w_{k}^{h}, w_{l}^{h}\right)\right]$ is positive definite. Let $S=\left[a\left(w_{k}^{h}, w_{l}^{h}\right)\right]$.

The solution vectors

$$
\boldsymbol{\alpha}^{n}(t)=\left(\alpha_{1}^{n},(t), \cdots, \alpha_{M}^{n}(t)\right)^{T}
$$

$n=0,1, \cdots, N$, are given by the explicit representation

$$
\boldsymbol{\alpha}^{n}(t)= \begin{cases}\exp \left\{-t G^{-1} S\right\} G^{-1} \mathbf{u}_{0}+\int_{0}^{t} \exp \left\{-\left(t-t_{1}\right) G^{-1} S\right\} \mathbf{f}\left(t_{1}\right) d t_{1}, & n=0, \\ \exp \left\{-t G^{-1} S\right\} G^{-1} \mathbf{u}_{1}, & n=1, \\ \exp \left\{-t G^{-1} S\right\} G^{-1} \mathbf{V}_{n}(0)+\int_{0}^{t} \exp \left\{-\left(t-t_{1}\right) G^{-1} S\right\} \frac{d^{2} \boldsymbol{\alpha}^{n-2}\left(t_{1}\right)}{d t^{2}} d t_{1}, & 2 \leqq n \leqq N,\end{cases}
$$

with

$$
\begin{aligned}
& \mathbf{f}(t)=\left(\left(f(\cdot, t), w_{1}^{h}\right), \cdots,\left(f(\cdot, t), w_{M}^{h}\right)\right)^{T} \\
& \mathbf{u}_{n}=\left(\left(u_{n}, w_{1}^{h}\right), \cdots,\left(u_{n}, w_{M}^{h}\right)\right)^{T}, \quad n=0,1
\end{aligned}
$$

and

$$
\mathbf{V}_{n}(0)=\left(\left(-V_{n-1}(\cdot, 0), w_{1}^{h}\right), \cdots,\left(-V_{n-1}(\cdot, 0), w_{M}^{h}\right)\right)^{T}, \quad 2 \leqq n \leqq N .
$$

The asymptotic Galerkin approximation defined in (3.4) admits the explicit representation

$$
\begin{equation*}
u_{*}^{h}(x, t)=\sum_{n=0}^{N} \sum_{k=1}^{M} \beta_{k}^{n}(t) w_{k}^{h}(x) \varepsilon^{n} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\beta}_{k}^{0}(t)=\boldsymbol{\alpha}^{0}(t) \cdot \mathbf{e}_{k} \tag{3.7}
\end{equation*}
$$

and

$$
\beta_{k}^{n}(t)=\left\{\alpha^{n}(t)-\mathbf{V}_{n-1}(\tau)\right\} \cdot \mathbf{e}_{k}, \quad 1 \leqq n \leqq N
$$

in which $\mathbf{e}_{k}$ is the $k$ th unit vector in $\mathbb{R}^{M}$, and

$$
V_{n-1}(\tau)=\left(\left(V_{n-1}(\cdot, \tau), w_{1}^{h}\right), \cdots,\left(V_{n-1}(\cdot, \tau), w_{M}^{h}\right)\right)^{T}
$$

for $n=1, \cdots, N$.
We comment that if we solve (3.1) directly by the Galerkin method and approximate the weak solution $u$ by the Galerkin approximation

$$
g^{h}(x, t)=\sum_{k=1}^{M} \gamma_{k}(t) w_{k}^{h}(x)
$$

then $\gamma(t)=\left(\gamma_{1}(t), \cdots, \gamma_{M}(t)\right)^{T}$ satisfies the singularly perturbed second-order ordinary differential equation with initial data:

$$
\begin{aligned}
& \varepsilon^{2} G \gamma^{\prime \prime}(t)+G \gamma^{\prime}(t)+S \boldsymbol{\gamma}(t)=\mathbf{f}(t), \quad 0<t \leqq t_{0} \\
& \gamma(0)=G^{-1}\left(\left(u_{0}, w_{1}^{h}\right), \cdots,\left(u_{0}, w_{M}^{h}\right)\right)^{T}, \\
& \varepsilon \boldsymbol{\gamma}^{\prime}(0)=G^{-1}\left(\left(u_{1}, w_{1}^{h}\right), \cdots,\left(u_{1}, w_{M}^{h}\right)\right)^{T} .
\end{aligned}
$$

The vectors $\boldsymbol{\beta}^{0}$ and $\boldsymbol{\beta}^{1}$ defined in (3.7) are the zeroth order term and the $O(\varepsilon)$-term in the expansion of $\boldsymbol{\gamma}$. Hence the asymptotic Galerkin approximation is a combination of asymptotic and numerical approximations.

The coefficients $\beta_{k}^{n}(t), 1 \leqq k \leqq M$, defined by (3.7) are computable in principle. The exponential matrix is best handled in practice by difference approximations or Padé approximations. The implementation of the procedure using discrete schemes follows along well developed lines. Preliminary computations indicate that the procedure is very promising.
4. Error estimates. In this section we derive error estimates for the asymptotic Galerkin approximation $u_{*}^{h}$, the continuous-time Galerkin procedure developed in § 3. Since the accuracy of the procedure depends on the properties of the approximating subspaces, we follow [3] in assuming that for a fixed integer $m \geqq 2$, the finitedimensional subspaces $S^{h}$ of $H_{0}^{1}(\Omega)$ possess the following approximation property: For any $u \in H^{s}(\Omega) \cap H_{0}^{1}(\Omega), 1 \leqq s \leqq m$, there is a constant $Q$, independent of $h$ and $u$, such that

$$
\begin{equation*}
\inf \left\{\left\|u-V^{h}\right\|+h\left\|u-V^{h}\right\|_{1}: V^{h} \in S^{h}\right\} \leqq Q h^{s}\|u\|_{s} . \tag{4.1}
\end{equation*}
$$

The space of piecewise linear polynomials is known to satisfy (4.1) for $s=2$.
We introduce the elliptic projection of $u$ onto $S^{h}$, denoted $e^{h}$, defined as the solution of the variational elliptic boundary value problem

$$
\begin{equation*}
a\left(e^{h}(t), w^{h}\right)=a\left(u(t), w^{h}\right) \tag{4.2}
\end{equation*}
$$

for all $w^{h} \in S^{h}$ and for each fixed $t$ in $\left[0, t_{0}\right]$, treated as a steady-state problem with parameter $t$. The existence of $e^{h}$ is guaranteed by the Lax-Milgram theorem. The elliptic projection is the best approximation to $u$ in $S^{h}$ with respect to the $H_{1}$-norm, i.e., for some constant $\nu$

$$
\left\|u-e^{h}\right\|_{1} \leqq \nu\left\|u-w^{h}\right\|_{1} \quad \text { for all } w^{h} \in S^{h} .
$$

Moreover, it is easily shown that if for some constant $k \geqq 0, u \in C^{k}\left(\left[0, t_{0}\right] ; H^{s}(\Omega) \cap\right.$ $H_{0}^{1}(\Omega)$ ), then for $1 \leqq s \leqq m$, and for some constant $C$, independent of $h$ and $u$,

$$
\begin{equation*}
\left\|D_{t}\left(u-e^{h}\right)\right\| \leqq C h^{s}\left\|D_{t}^{k} u\right\|_{s} . \tag{4.3}
\end{equation*}
$$

We also introduce the continuous-time Galerkin solution of (3.1), $g^{h} \in C^{2}\left(\left(0, t_{0}\right]\right.$; $S^{h}$ ), satisfying

$$
\begin{align*}
& \varepsilon^{2}\left(g_{t t}^{h}, w^{h}\right)+\left(g_{t}^{h}, w^{h}\right)+a\left(g^{h}, w^{h}\right)=\left(f, w^{h}\right), \\
& \left(g^{h}(\cdot, 0)-u_{0}(\cdot), w^{h}\right)=0,  \tag{4.4}\\
& \left(\varepsilon g_{t}^{h}(\cdot, 0)-u_{1}(\cdot), w^{h}\right)=0
\end{align*}
$$

for $0<t \leqq t_{0}$ and for all $w^{h} \in S^{h}$.
The elliptic projection $e^{h}$ and the Galerkin solution $g^{h}$ are used only to derive the desired error estimates and do not appear in the numerical procedure (see [3], [8] and [20]).

If $\underline{\bar{X}}$ is a Hilbert space with norm $\|\cdot\|_{\bar{x}}$, then

$$
\|u\|_{L^{\infty}(\bar{X})}:=\sup _{t \in\left[0, t_{0}\right]}\|u(\cdot, t)\|_{\overline{\bar{x}}}
$$

and

$$
\|u\|_{L^{2}(\bar{X})}:=\left(\int_{0}^{t_{0}}\|u(\cdot, t)\|_{\underline{X}}^{2} d t\right)^{1 / 2} .
$$

We obtain error estimates with respect to the following norm

$$
\|u\|_{E}:=\|u\|_{L^{\infty}\left(H^{1}\right)}+\varepsilon\left\|u_{t}\right\|_{L^{\infty}\left(L^{2}\right)} .
$$

Theorem 4.1. Let $\left\{S^{h}\right\}, 0<h \leqq 1$, be a family of finite-dimensional subspaces of $H_{0}^{1}(\Omega)$ satisfying the approximation property (4.1). Denote by
$u$, the weak solution of problem $\left(P_{\varepsilon}\right)$,
$g^{h}$, the Galerkin approximation of $u$ in $S^{h}$,
$e^{h}, \quad$ the elliptic projection of $u$ into $S^{h}$, and
$u_{*}^{h}$, the asymptotic Galerkin approximation.
Assume that $u_{0} \in D\left(A^{N+2}\right)$ and $u_{1} \in D\left(A^{N+1}\right)$. If $u_{t t} \in L^{2}\left(0, t_{0} ; H^{s}(\Omega)\right)$, and

$$
\begin{align*}
& \left\|e^{h}(\cdot, 0)-g^{h}(\cdot, 0)\right\|_{1} \leqq C h^{s},  \tag{4.5}\\
& \left\|e_{t}^{h}(\cdot, 0)-g_{t}^{h}(\cdot, 0)\right\| \leqq C h^{s}, \tag{4.6}
\end{align*}
$$

then the bound

$$
\left\|u-u_{*}^{h}\right\|_{E} \leqq C\left\{h^{s+1}+\varepsilon^{N+1}\right\}
$$

holds for $0<t \leqq t_{0}$, where the constant $C$ is independent of $\varepsilon, h$ and $u$.
Proof. To measure $\left\|u-u_{*}^{h}\right\|_{E}$ we introduce the elliptic projection $e^{h}$ and the Galerkin solution $g^{h}$,

$$
u-u_{*}^{h}=\left(u-e^{h}\right)+\left(e^{h}-g^{h}\right)+\left(g^{h}-u_{*}^{h}\right),
$$

and proceed by bounding each term on the right-hand side. The appropriate estimates are
(i) $\left\|u-e^{h}\right\|_{E} \leqq C h^{s-1}\left\{\|u\|_{L^{\infty}\left(H^{s}\right)}+\varepsilon h\left\|u_{t}\right\|_{L^{\infty}\left(H^{s}\right)}\right\}$,
(ii) $\left\|e^{h}-g^{h}\right\|_{E} \leqq C h^{s}\left\{1+\varepsilon+\varepsilon\left\|u_{t}\right\|_{L^{\infty}\left(H^{s}\right)}+\varepsilon^{2}\left\|u_{t t}\right\|_{L^{2}\left(H^{s}\right)}\right\}$,
(iii) $\left\|g^{h}-u_{*}^{h}\right\|_{E} \leqq C \varepsilon^{N+1}$.

By the best approximation property of $e^{h}$ and the property of convergence of the family of subspaces $S^{h}$, we see that if $u \in H^{s}(\Omega) \cap H_{0}^{1}(\Omega)$, then

$$
\left\|u-e^{h}\right\|_{1} \leqq C h^{s-1}\|u\|_{s}
$$

where $C=Q \nu$. Applying this argument to $u_{t} \in H^{s}(\Omega) \cap H_{0}^{1}(\Omega)$ together with Nitsche's trick (see [18]), we get

$$
\left\|u_{t}-e_{t}^{h}\right\| \leqq C h^{s}\left\|u_{t}\right\|_{s}
$$

The inequality (i) follows immediately.
For the proof of (ii), let $\psi^{h}:=g^{h}-e^{h}$ and $\eta:=u-e^{h}$, then we easily find, using (3.1), (4.2) and (4.4), that for each $w^{h} \in S^{h}$,

$$
\varepsilon^{2}\left(\psi_{t t}^{h}, w^{h}\right)+\left(\psi_{t}^{h}, w^{h}\right)+a\left(\psi^{h}, w^{h}\right)=\varepsilon^{2}\left(\eta_{t t}, w^{h}\right)+\left(\eta_{t}, w^{h}\right) .
$$

We combine the first pair of terms on each side as follows

$$
\varepsilon^{2}\left(e^{-t / \varepsilon^{2}} D_{t}\left(\psi_{t}^{h} e^{t / \varepsilon^{2}}\right), w^{h}\right)+a\left(\eta, w^{h}\right)=\varepsilon^{2}\left(e^{-t / \varepsilon^{2}} D_{t}\left(\eta_{t} e^{t / \varepsilon^{2}}\right), w^{h}\right) .
$$

For each fixed $t$ in ( $0, t_{0}$ ] we choose the particular element of $S^{h}$ given by $w^{h}(t)=\psi_{t}^{h}(t) e^{t / \varepsilon^{2}}$, so that we obtain

$$
\frac{1}{2} \varepsilon^{2} D_{t}\left\|\psi_{t}^{h} e^{t / \varepsilon^{2}}\right\|^{2}+\frac{1}{2} e^{2 t / \varepsilon^{2}} D_{t} a\left(\psi^{h}, \psi^{h}\right)=\varepsilon^{2}\left(D_{t}\left(\eta_{t} e^{t / \varepsilon^{2}}\right), \psi_{t}^{h} e^{t / \varepsilon^{2}}\right) .
$$

Integration from $t=0$ to $t=\xi$ yields, after integration by parts and use of the coercivity and continuity of the bilinear form $a(\cdot . \cdot)$, specified in (3.2) and (3.3), the inequality

$$
\begin{align*}
\lambda\left\|\psi^{h}(\xi)\right\|_{1}^{2}+\varepsilon^{2}\left\|\psi_{t}^{h}(\xi)\right\|^{2} \leqq & e^{-2 \xi / \varepsilon^{2}}\left(\gamma\left\|\psi^{h}(0)\right\|_{1}^{2}+\varepsilon^{2}\left\|\psi_{t}^{h}(0)\right\|^{2}\right) \\
& +2 \gamma / \varepsilon^{2} \int_{0}^{\xi} e^{-2(\xi-t) / \varepsilon^{2}}\|\psi(t)\|_{1}^{2} d t  \tag{4.7}\\
& +2 \varepsilon^{2} \int_{0}^{\xi} e^{-(2 \xi-t) / \varepsilon^{2}}\left(D_{t}\left(\eta_{t} e^{t / \varepsilon^{2}}\right), \psi_{t}^{h}\right) d t .
\end{align*}
$$

Consider that

$$
\begin{aligned}
& 2 \varepsilon^{2} \int_{0}^{\xi} e^{-(2 \xi-t) / \varepsilon^{2}}\left(D_{t}\left(\eta_{t} e^{t / \varepsilon^{2}}\right), \psi_{t}^{h}\right) d t \\
& \\
& \leqq \varepsilon^{4} \int_{0}^{\xi} e^{-2(\xi-t) / \varepsilon^{2}}\left\|\eta_{t}\right\|^{2} d t+2 / \varepsilon^{2} \int_{0}^{\xi} e^{-2(\xi-t) / \varepsilon^{2}} \varepsilon^{2}\left\|\psi_{t}^{h}\right\|^{2} d t \\
& \quad+\int_{0}^{\xi} e^{-2(\xi-t) / \varepsilon^{2}}\left\|\eta_{t}\right\|^{2} d t .
\end{aligned}
$$

Thus (4.7) becomes

$$
\begin{aligned}
& \left\|\psi^{h}(\xi)\right\|_{1}^{2}+\varepsilon^{2}\left\|\psi_{t}^{h}(\xi)\right\|^{2} \\
& \quad \leqq \\
& \quad C_{1}\left\{\left\|\psi^{h}(0)\right\|_{1}^{2}+\varepsilon\left\|\psi_{t}^{h}(0)\right\|^{2}+\varepsilon^{4}\left\|\eta_{t t}\right\|_{L^{2}\left(L^{2}(\Omega)\right)}+\varepsilon^{2}\left\|\eta_{t}\right\|_{L^{\infty}\left(L^{2}(\Omega)\right)}^{2}\right\} \\
& \quad+C_{2} \varepsilon^{-2} \int_{0}^{\xi} e^{-2(\xi-t) / \varepsilon^{2}}\left\{\left\|\psi^{h}(t)\right\|_{1}^{2}+\varepsilon^{2}\left\|\psi_{t}^{h}(t)\right\|^{2}\right\} d t .
\end{aligned}
$$

By Gronwall's lemma and elementary inequalities, the following is seen to hold:

$$
\begin{aligned}
& \left\|\psi^{h}(t)\right\|_{1}+\varepsilon\left\|\psi_{t}^{h}(t)\right\| \leqq C\left\{\left\|\psi^{h}(0)\right\|_{1}+\varepsilon\left\|\psi_{t}^{h}(0)\right\|\right. \\
& \left.\quad+\varepsilon\left\|\eta_{t}\right\|_{L^{\infty}\left(L^{2}(\Omega)\right)}+\varepsilon^{2}\left\|\eta_{t t}\right\|_{L^{2}\left(L^{2}(\Omega)\right)}\right\} .
\end{aligned}
$$

From (4.3) and the hypotheses (4.5), (4.6),

$$
\left\|e^{h}-g^{h}\right\|_{E} \leqq C h^{s}\left\{1+\varepsilon+\varepsilon\left\|u_{t}\right\|_{L \infty\left(H^{s}\right)}+\varepsilon^{2}\left\|u_{t t}\right\|_{L^{2}\left(H^{2}\right)}\right\}
$$

and (ii) is established.
Applying the inequality of Lemma 2.2 to $z(t)=g^{h}(t)-u_{*}^{h}(t)$, we find

$$
\left\|A^{1 / 2}\left(g^{h}-u_{*}^{h}\right)\right\|+\varepsilon\left\|\left(g^{h}-u_{*}^{h}\right)_{t}\right\| \leq C \varepsilon^{N+1}
$$

where $\|\cdot\|$ denotes the $L_{2}$-norm. From [6] we know that the norm $\left\|A^{1 / 2} \cdot\right\|$ is equivalent to the norm $\|\cdot\|_{1}$ so that

$$
\left\|g^{h}(t)-u_{*}^{h}(t)\right\|_{1}+\varepsilon\left\|g_{t}^{h}(t)-u_{*}^{h}(t)\right\| \leqq C \varepsilon^{N+1}
$$

and

$$
\left\|g^{h}-u_{*}^{h}\right\|_{E} \leqq C \varepsilon^{N+1} .
$$

Thus (iii) is seen to hold.
5. Numerical experiments. Here we present some numerical evidence that the method provides good numerical approximations to the solution of the singularly perturbed problem. We consider the following model problem $\left(P_{\varepsilon}\right)$ :

$$
\begin{aligned}
& \varepsilon^{2} u_{t t}+u_{t}-u_{x x}=0, \quad 0<x<1, t>0, \\
& u(x, 0)=u_{0}(x), \quad \varepsilon u_{t}(x, 0)=u_{1}(x), \quad 0<x<1, \\
& u(0, t)=u(1, t)=0, \quad t>0,
\end{aligned}
$$

with $u_{0}(x)=u_{1}(x)=\sin \pi x$. The exact solution of $\left(P_{\varepsilon}\right)$ can be found explicitly: when $0<\varepsilon<\frac{1}{2} \pi, u(x, t ; \varepsilon)=\left\{A(\varepsilon) e^{r_{1}(\varepsilon) t}+B(\varepsilon) e^{r_{2}(\varepsilon) t}\right\} \sin \pi x$ where

$$
\begin{array}{ll}
r_{1}(\varepsilon)=\frac{-1+\sqrt{1-4 \pi^{2} \varepsilon^{2}}}{2 \varepsilon^{2}}, & r_{2}(\varepsilon)=\frac{-1-\sqrt{1-4 \pi^{2} \varepsilon^{2}}}{2 \varepsilon^{2}}, \\
A(\varepsilon)=\frac{2 \varepsilon+1+\sqrt{1-4 \pi^{2} \varepsilon^{2}}}{2 \sqrt{1-4 \pi^{2} \varepsilon^{2}}}, & B(\varepsilon)=\frac{\sqrt{1-4 \pi^{2} \varepsilon^{2}}-1-2 \varepsilon}{2 \sqrt{1-4 \pi^{2} \varepsilon^{2}}},
\end{array}
$$

and, when $\varepsilon>\frac{1}{2} \pi$,

$$
u(x, t ; \varepsilon)=e^{-t / 2 \varepsilon^{2}}\{\cos r(\varepsilon) t+C(\varepsilon) \sin r(\varepsilon) t\} \sin \pi x
$$

where

$$
r(\varepsilon)=\frac{\sqrt{4 \pi^{2} \varepsilon^{2}-1}}{2 \varepsilon^{2}} \quad \text { and } \quad C(\varepsilon)=\frac{1+2 \varepsilon}{\sqrt{4 \pi^{2} \varepsilon^{2}-1}}
$$

Attacking the hyperbolic problem directly we first write it as a system (see Baker [1]):

$$
u_{t}=v, \quad \varepsilon^{2} v_{t}=-v+u_{x x} .
$$

With $U^{n}=u\left(\cdot, t_{n}\right)$ and $Q^{n}=v\left(\cdot, t_{n}\right)$, we introduce the scheme

$$
\begin{equation*}
U^{n+1}=U^{n}+\frac{1}{2} \tau\left(Q^{n+1}+Q^{n}\right) \tag{5.1}
\end{equation*}
$$

where $\tau$ is the time step and $\chi \in S^{h}$, the finite-dimensional subspace of piecewise linear polynomials. At each time step the new value of $u_{t}$ is computed by means of (5.2) and then used to update $u$ using (5.1). To see that this Crank-Nicolson-Galerkin scheme is well suited to the problem ( $P_{\varepsilon}$ ) when $\varepsilon$ is large, we set $\varepsilon=1, \Delta x=\Delta t=.01$ and generated the data in Table 1 at $x=.5$. When $\varepsilon=.01$, however, the approximate time derivative oscillates wildly as shown in Table 2 . Since these values are used to update $u$, we have a very poor approximation. In order to achieve the same accuracy as indicated in Table 1 it was necessary to reduce the time step to $\Delta t=.00001$.

Table 1

$$
\varepsilon=1, \Delta x=\Delta t=.01, x=.5
$$

| $t$ | Approx Sol | Exact Sol | Rel Error |
| :---: | ---: | ---: | :---: |
| .01 | 1.009455 | 1.009455 | 0.0 |
| .05 | 1.036466 | 1.036459 | $6.46 \times 10^{-6}$ |
| .1 | 1.046283 | 1.046249 | $3.28 \times 10^{-5}$ |
| .5 | .392190 | .392168 | $5.66 \times 10^{-5}$ |
| 1 | -.594303 | -.594301 | $3.37 \times 10^{-6}$ |

Table 2
$\varepsilon=.01, \Delta x=\Delta t=.01, x=.5$

| $t$ | Computed $u_{t}$ | Exact $u_{t}$ | Rel Error |
| :---: | :---: | :---: | :---: |
| .01 | -114.72 | -9.04 | $1.2 \times 10^{1}$ |
| .02 | 93.32 | -8.19 | $1.2 \times 10^{1}$ |
| .03 | -104.96 | -7.42 | $1.3 \times 10^{1}$ |
| .04 | 86.97 | -6.72 | $1.4 \times 10^{1}$ |
| .05 | -96.11 | -6.09 | $1.5 \times 10^{1}$ |

Table 3
$\Delta x=\Delta t=.01, x=.5, t=.01$

| $\varepsilon^{2}$ | Asymp Sol | Exact Sol | Rel Error |
| :---: | :---: | :---: | :---: |
| $10^{-2}$ | .95974 | 1.02616 | $6.5 \times 10^{-2}$ |
| $10^{-3}$ | .93457 | .94352 | $9.4 \times 10^{-3}$ |
| $10^{-4}$ | .91499 | .91590 | $9.9 \times 10^{-4}$ |
| $10^{-5}$ | .90879 | .90896 | $1.9 \times 10^{-4}$ |
| $10^{-6}$ | .90683 | .90693 | $1.1 \times 10^{-4}$ |
| $10^{-7}$ | .90621 | .90630 | $9.8 \times 10^{-5}$ |
| $10^{-8}$ | .90602 | .90610 | $9.7 \times 10^{-5}$ |

The asymptotic expansion to two terms is

$$
u_{1}(x, t)=U_{0}(x, t)+\varepsilon\left(U_{1}(x, t)+V_{0}\left(x_{1}, t / \varepsilon^{2}\right)\right)
$$

where $U_{0}$ and $U_{1}$ both satisfy the parabolic IBVP

$$
\begin{aligned}
& U_{t}-U_{x x}=0 \\
& U(x, 0)=\sin \pi x \\
& U(0, t)=U(1, t)=0
\end{aligned}
$$

and $V_{0}\left(x, t / \varepsilon^{2}\right)=-e^{-t / \varepsilon^{2}} \sin \pi x$. We have used a standard Crank-Nicolson-Galerkin scheme to generate the solution to the parabolic problem. Table 3 shows that the asymptotic Galerkin approximation is in close agreement with the exact solution well beyond the point at which the Crank-Nicolson-Galerkin scheme has failed. Note that this has been accomplished using the same space-time mesh sizes in both cases.
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#### Abstract

Consider an elliptic equation in a two-dimensional domain $\Omega$ with conductivity coefficient $a=1+k \chi_{D}(k \neq 0)$ where $D$ is a subdomain of $\Omega$. From the measurements of a pair of Dirichlet and Neumann data one wishes to identify $D$. It is proved that this problem is stable in some local sense.
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Introduction. Consider an elliptic equation

$$
\begin{equation*}
\operatorname{div}(a \nabla u)=0 \quad \text { in } \Omega \tag{0.1}
\end{equation*}
$$

with Dirichlet data

$$
\begin{equation*}
u=f \quad \text { on } \partial \Omega, \quad f \not \equiv \text { const }, \tag{0.2}
\end{equation*}
$$

and with coefficient $a=1+k \chi_{D}(-1<k<\infty, k \neq 0)$, where $D$ is an unknown subdomain of $\Omega$. We seek to determine $D$ by measurements of the Neumann data

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=g \quad \text { on } \partial \Omega . \tag{0.3}
\end{equation*}
$$

This identification problem arises in electrical prospecting, whereby one wishes to discover the location of metals or fluid reservoirs inside the earth.

Let $D(t)$ be a 1-parameter monotone family of domains with $D(0)=D$ such that

$$
\begin{equation*}
\left.\frac{d}{d t} \chi_{D(t)}\right|_{t=0} \neq 0 \quad \text { in } \mathscr{D}^{\prime}, \tag{0.4}
\end{equation*}
$$

and denote by $u(t) \equiv u(x, t)$ the solution of (0.1), (0.2) corresponding to $a=1+k_{\chi_{D(t)}}$. Our main result asserts that, in case the $D(t)$ are affine transformations of $D, C^{1}$ in $t$, for all $t$ with $|t|$ small enough, there holds

$$
\begin{equation*}
\left\|\frac{\partial}{\partial \nu}[u(t)-u(0)]\right\|_{L^{2}(\partial \Omega)} \geqq c|t| \tag{0.5}
\end{equation*}
$$

where $c$ is a positive constant.
If we denote by $\Phi$ the mapping from $a$ to $g$ (when $f$ is fixed) then ( 0.5 ) means formally that $d \Phi / d a \neq 0$; thus, if $\Phi\left(a_{1}\right)=g_{1}, \Phi\left(a_{2}\right)=g_{2}$ and $\left\|a_{2}-a_{1}\right\|$ is small, then

$$
\begin{equation*}
\left\|a_{2}-a_{1}\right\| \leqq C\left\|g_{2}-g_{1}\right\| \quad \text { where } \frac{1}{\|d \Phi / d a\|} \leqq C<\infty . \tag{0.6}
\end{equation*}
$$

This means that the computation of $D$ among a monotone family of domains is stable with respect to small errors in the measurement of the Neumann data; for more details on the significance of a result of this type see [12] and § 1 below.

[^69]There are other versions of identification problems. In [2], [4]-[6], [11] one measures the quadratic form

$$
Q_{a}=\int_{\Omega} a|\nabla u|^{2}
$$

for all $f$ and shows that this determines $a=a(x)$ in $\Omega$, provided that either $a(x)$ is piecewise analytic [4], [6] or $\|a-1\|$ is small enough [11]. For some special domains the identification problem can be resolved by separation of variables [3], [8] or by explicit representation of $u$ by means of Green's function [9].

In another version (0.1) is replaced by

$$
\operatorname{div}(a \nabla u)=l \quad \text { in } \Omega \quad(l \text { is given })
$$

and one wishes to find $a$, given the knowledge of $u$ throughout all of $\Omega$; see [1], [10] and the references given there. This problem is unstable.

References to physical models and numerical computations of identification problems are given in [1], [5].

1. The main result. Let $\Omega$ be a bounded simply connected domain in $\mathbb{R}^{2}$ with $C^{1, \alpha}$ boundary $\partial \Omega(0<\alpha<1)$ and let $D$ be a bounded subdomain of $\Omega$ with $C^{2, \alpha}$ boundary $\partial D, \bar{D} \subset \Omega$. We shall designate points in $\mathbb{R}^{2}$ by $x=\left(x_{1}, x_{2}\right)$.

Denote by $\chi_{A}$ the characteristic function of a set $A$.
We assume that $D$ is star-shaped with respect to any point $x^{*}$ of some nonempty subset $D^{*}$ of $D$.

For any $x^{*} \in D^{*}$ introduce the 1-parameter family of domains

$$
\begin{equation*}
D(t)=\left\{x^{*}+(1-t)\left(x-x^{*}\right), x \in D\right\} \quad(-1<t<1) \tag{1.1}
\end{equation*}
$$

Then $D(t) \subset D\left(t^{\prime}\right)$ if $t>t^{\prime}$. Also

$$
\begin{equation*}
\left.\frac{\partial}{\partial t} \chi_{D(t)}\right|_{t=0}=\beta \otimes \delta_{\partial D} \quad \text { in } \mathscr{D}^{\prime}, \tag{1.2}
\end{equation*}
$$

that is

$$
\left.\frac{\partial}{\partial t}\left[\iint_{\Omega} \chi_{D(t)} \phi\right]\right|_{t=0}=\int_{\partial D} \beta \phi
$$

for any $\phi \in C_{0}^{0}(\Omega)$, and $\beta$ is a continuous and strictly negative function on $\partial D ; \beta \in C^{1, \alpha}$.
Set $D_{e}(t)=\Omega \backslash \overline{D(t)}$. We shall use the notation $w^{e}\left(\right.$ or $\left.w^{i}\right)$ to denote the value of a function $w$ on $\partial D(t)$ taken as a limit from $D_{e}(t)$ (or $\left.D(t)\right)$.

Let $k$ be a fixed number, $-1<k<0$ or $k>0$, and set

$$
\begin{equation*}
a(x, t)=1+k \chi_{D(t)}(x), \quad a(x)=a(x, 0) \tag{1.3}
\end{equation*}
$$

Consider the elliptic equation

$$
\begin{equation*}
\operatorname{div}(a(x, t) \nabla u)=0 \quad \text { in } \Omega \tag{1.4}
\end{equation*}
$$

with the Dirichlet condition

$$
\begin{equation*}
u=f \quad \text { on } \quad \partial \Omega \tag{1.5}
\end{equation*}
$$

where $f=f(x)$ is in $C^{1, \alpha}(\partial \Omega)$.

It is well known [7] that the solution $u$ of this diffraction problem is in $C^{0, \beta}(\bar{\Omega}) \cap$ $H^{1}(\Omega)$ for some $0<\beta<1$, as well as in $C^{2, \alpha}(\overline{D(t)})$ and in $C^{2, \alpha}\left(\overline{D_{e}(t)} \backslash \partial \Omega\right)$, and that

$$
\begin{equation*}
\frac{\partial u^{e}}{\partial \nu}=(k+1) \frac{\partial u^{i}}{\partial \nu} \quad \text { on } \partial D(t) \tag{1.6}
\end{equation*}
$$

where $\nu$ is the outward normal to $\partial D(t)$.
Set

$$
\begin{equation*}
g(x, t)=\frac{\partial u(x, t)}{\partial \nu}, \quad x \in \partial \Omega \tag{1.7}
\end{equation*}
$$

where $\nu$ is the outward normal to $\partial \Omega$. Then $g \in C^{\alpha}$.
We would like to determine the conductivity coefficient $a(x)$ from measurements of $g(x) \equiv g(x, 0)$. Since in real terms we can only measure $g(x)$ with some error, we would like to ensure that if the measurements give us a function $g(x, t)$ "close" to $g(x)$ then the corresponding $a(x, t)$ is also "close" to the true coefficient $a(x)$. If that is the case, then by compiling a catalog of various $g$ 's corresponding to various $a$ 's we can have an effective way of determining the true conductivity: We simply correspond to a function $\tilde{g}$ that we obtained by actual measurements the coefficient $a$ which fits to that $g$ in our catalog that is "nearest" to $\tilde{g}$. This point of view is quite common in inverse problems [12].

If $f \equiv$ const. then $u \equiv$ const. for any choice of $a(x, t)$ and thus $g(x, t) \equiv 0$. This means that we cannot gain any information on the coefficient $a$. Thus we must henceforth assume that

$$
\begin{equation*}
f \not \equiv \text { const. } \tag{1.8}
\end{equation*}
$$

Theorem 1.1. If (1.8) holds then there exists a positive constant cuch that

$$
\begin{equation*}
\|g(\cdot, h)-g(\cdot)\|_{L^{2}(\partial \Omega)} \geqq c|h| \tag{1.9}
\end{equation*}
$$

if $|h|$ is small enough.
Theorem 1.1 extends to more general monotone families of domains $D(t)$; see § 3 .
Theorem 1.1 means that we can effectively determine $D$ by the procedure outlined in the paragraph following (1.7), provided $D$ is known to be imbedded in a monotone family of domains.

As we shall see in §3 (Remark 3.2), Theorem 1.1 is generally false if $D(t)$ is not a monotone family (at least in one space dimension, or for $\Omega$ an annulus).

The remainder of this paper is devoted to the proof of Theorem 1.1; some generalizations are mentioned at the end of $\S 3$.
2. Proof of Theorem 1.1. Set $g(t) \equiv g(x, t)$. To prove the theorem it suffices to assume that

$$
\begin{equation*}
\left\|\frac{g(h)-g(0)}{h}\right\|_{L^{2}(\partial \Omega)} \rightarrow 0 \quad \text { for some sequence } h \rightarrow 0 \tag{2.1}
\end{equation*}
$$

and derive a contradiction. From now on $h$ will be restricted to this sequence.
Consider first the case where $0<h<1$, so that

$$
\begin{equation*}
D(h) \subset D, \tag{2.2}
\end{equation*}
$$

and set

$$
\begin{array}{ll}
a(t) \equiv a(x, t), & u(t) \equiv u(x, t), \\
a_{h}=\frac{a(h)-a(0)}{h}, & v_{h}=\frac{u(h)-u(0)}{h}
\end{array}
$$

From (1.4) we get

$$
\begin{equation*}
\operatorname{div}(a(h) \nabla u(h)-a(0) \nabla u(0))=0 \tag{2.3}
\end{equation*}
$$

which implies that there exists a function $w^{h}$ in $H^{1}(\Omega)$ such that

$$
\begin{equation*}
\frac{1}{h}[a(h) \nabla u(h)-a(0) \nabla u(0)]=\operatorname{curl} w^{h} ; \tag{2.4}
\end{equation*}
$$

here curl $w=\left(w_{x_{2}},-w_{x_{1}}\right)$. We normalize $w^{h}$ so that

$$
\begin{equation*}
w^{h}\left(x^{0}\right)=0 \quad \text { at some point } x^{0} \in \partial \Omega . \tag{2.5}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{h}[a(h) \nabla u(h)-a(0) \nabla u(0)]=a(0) \nabla u_{h}+a_{h} \nabla u(h) \tag{2.6}
\end{equation*}
$$

we can rewrite (2.4) in the form

$$
\begin{equation*}
a(0) \frac{\partial}{\partial \bar{z}} v_{h}+i \frac{\partial}{\partial \bar{z}} w^{h}=-a_{h} \frac{\partial u(h)}{\partial \bar{z}} . \tag{2.7}
\end{equation*}
$$

Introduce the function

$$
\begin{equation*}
f^{h}=a(0) v_{h}+i w^{h} \tag{2.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\partial f^{h}}{\partial \bar{z}}=\frac{\partial a(0)}{\partial \bar{z}} v_{h}+a(0) \frac{\partial v_{h}}{\partial \bar{z}}+i \frac{\partial w^{h}}{\partial \bar{z}} \quad \text { in } \mathscr{D}^{\prime} \tag{2.9}
\end{equation*}
$$

and, using (2.7),

$$
\begin{equation*}
\frac{\partial f^{h}}{\partial \bar{z}}=\frac{\partial a(0)}{\partial \bar{z}} v_{h}-a_{h} \frac{\partial u(h)}{\partial \bar{z}}: \tag{2.10}
\end{equation*}
$$

the right-hand side is a measure.
It follows by Cauchy's formula that

$$
\begin{align*}
f^{h}(\zeta)= & -\frac{1}{\pi} \iint_{\Omega}\left(\frac{\partial a(0)}{\partial \bar{z}} v_{h}-a_{h} \frac{\partial u(h)}{\partial \bar{z}}\right)(z) \frac{1}{z-\zeta} d x d y \\
& +\frac{1}{2 \pi i} \int_{\partial \Omega} \frac{f^{h}(z)}{z-\zeta} d z, \quad \zeta \in \Omega . \tag{2.11}
\end{align*}
$$

Lemma 2.1. As $\boldsymbol{h} \rightarrow 0$,

$$
\begin{equation*}
D_{x}^{\gamma} v_{h} \rightarrow 0 \quad \text { uniformly in compact subsets of } D_{e}, \quad 0 \leqq|\gamma| \leqq 1, \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial D}\left|v_{h}\right| d s \rightarrow 0 \tag{2.13}
\end{equation*}
$$

Proof. Take for simplicity $x^{*}=0$. Define

$$
\begin{aligned}
& \Omega_{h}=\left\{x \in \Omega \text { and } \frac{x}{1-h} \in \Omega\right\}=\Omega \cap(1-h) \Omega, \\
& u(x)=u(x, 0), \\
& U^{h}(x)=\frac{1}{h}\left[u\left(\frac{x}{1-h}\right)-u(x)\right] \text { in } \Omega_{h}, \\
& V^{h}(x)=\frac{1}{h}\left[u(x, h)-u\left(\frac{x}{1-h}\right)\right] \text { in } \Omega_{h} .
\end{aligned}
$$

Then

$$
v_{h}(x)=U^{h}(x)+V^{h}(x) \quad \text { in } \Omega_{h} .
$$

By the $C^{2, \alpha}$ regularity of $u$ in $D_{e} \cup \partial D$,

$$
\begin{equation*}
\left|U^{h}\right|+\left|\nabla U^{h}\right| \leqq C \quad \text { in } D_{e} \cap \Omega_{h} \tag{2.14}
\end{equation*}
$$

Next,

$$
\operatorname{div}\left(a(h) \nabla V^{h}\right)=\frac{1}{h}\left\{0-\operatorname{div}_{x}\left[a(h) \nabla_{x} u\left(\frac{x}{1-h}\right)\right]\right\} .
$$

Since

$$
a(h)=1+k \chi_{D(h)}(x)=1+k \chi_{(1-h) D}(x)=1+k \chi_{D}\left(\frac{x}{1-h}\right)
$$

setting $y=x /(1-h), \nabla_{x}=\nabla_{y} /(1-h)$, the expression in braces becomes

$$
-\frac{1}{(1-h)^{2}} \operatorname{div}_{y}\left[1+k \chi_{D}(y) \nabla_{y} u(y)\right]=0 \quad \text { in } \Omega_{h}
$$

i.e.,

$$
\begin{equation*}
\operatorname{div}\left(a(h) \nabla V^{h}\right)=0 \quad \text { in } \Omega_{h} . \tag{2.15}
\end{equation*}
$$

Further,

$$
\begin{aligned}
& V^{h}(x)=\frac{u(x, h)-f(x /(1-h))}{h} \quad \text { if } x \in \partial \Omega_{h} \cap \partial((1-h) \Omega), \\
& V^{h}(x)=\frac{f(x)-u(x /(1-h))}{h} \quad \text { if } x \in \partial \Omega_{h} \cap \partial \Omega
\end{aligned}
$$

since $u(x)$ and $u(x, h)$ are in $C^{1, \alpha}$ in some neighborhood of $\partial \Omega$, it follows that in both cases

$$
\left|V^{h}\right| \leqq C,
$$

i.e., $\left|V^{h}\right| \leqq C$ on $\partial \Omega_{h}$. Hence, by the maximum principle,

$$
\begin{equation*}
\left|V^{h}\right| \leqq C \quad \text { in } \Omega_{h} \tag{2.16}
\end{equation*}
$$

Recalling (2.14) we conclude that

$$
\left|v_{h}\right| \leqq C \quad \text { in } D_{e} \backslash B_{\delta}(\partial \Omega)
$$

for any $\delta>0$ and $h$ small enough, where $B_{\delta}(A)$ denotes a $\delta$-neighborhood of a set $A$. Since $v_{h}$ is harmonic in $D_{e}$ and $v_{h}=0$ on $\partial \Omega$, we then also have that

$$
\begin{equation*}
\left|v_{h}\right| \leqq C \quad \text { in } D_{e} . \tag{2.17}
\end{equation*}
$$

Hence, for a subsequence,

$$
\begin{equation*}
v_{h} \rightarrow v \text { uniformly on compact subsets of } D_{e} \cup \partial \Omega \tag{2.18}
\end{equation*}
$$

where $v$ is harmonic in $D_{e}$ and

$$
\begin{equation*}
v=\frac{\partial v}{\partial \nu}=0 \quad \text { on } \partial \Omega ; \tag{2.19}
\end{equation*}
$$

here (2.1) was used. It follows that the zero function is a harmonic extension of $v$ into $\mathbb{R}^{2} \backslash \Omega$ and therefore $v \equiv 0$ in $D_{e}$. Clearly (2.12) now follows from (2.18) and Harnack's theorem.

To prove (2.13) we multiply (2.15) by $V^{h}$ and integrate over $\Omega^{\prime}=\Omega \backslash B_{\eta}(\partial \Omega)$, where $0<\eta<\operatorname{dist}(D, \partial \Omega)$. We obtain, for small $h$,

$$
\iint_{\Omega^{\prime}} a(h)\left|\nabla V^{h}\right|^{2} \leqq \int_{\partial \Omega^{\prime}} a(h)\left|\nabla V^{h}\right|\left|V^{h}\right| .
$$

Since $V^{h}$ is harmonic and bounded in $B_{\delta_{0}}\left(\partial \Omega^{\prime}\right)\left(\delta_{0}\right.$ is independent of $h$ ) the right-hand side is uniformly bounded; hence

$$
\int_{\Omega^{\prime}}\left|\nabla V^{h}\right|^{2} \leqq C
$$

Recalling (2.14) we deduce that

$$
\begin{equation*}
\int_{\Omega^{\prime} \cap D_{e}}\left|\nabla v_{h}\right|^{2} \leqq C . \tag{2.20}
\end{equation*}
$$

Now, for any small $\delta>0$,

$$
\int_{\partial D}\left|v_{h}\right| \leqq C \int_{D_{e} \cap B_{s}(\partial D)}\left|\nabla v_{h}\right|+C \int_{\left(\Omega^{\prime} \cap D_{e}\right) \backslash B_{s}(\partial D)}\left|\nabla v_{h}\right|+C \int_{\partial \Omega^{\prime}}\left|v_{h}\right| .
$$

The last two integrals on the right-hand side converge to zero as $h \rightarrow 0$, whereas the first integral is bounded by $C \delta^{1 / 2}$ (by (2.20)). It follows that

$$
\limsup _{h \rightarrow 0} \int_{\partial D}\left|v_{h}\right| \leqq C \delta^{1 / 2}
$$

and, since $\delta$ is arbitrary, (2.13) follows.
From (2.12), (2.5), (2.7) we conclude that
(2.21) $\quad f^{h} \rightarrow 0, \nabla f^{h} \rightarrow 0$ uniformly in closed subsets of $D_{e} \cup \partial \Omega$.

Taking $h \rightarrow 0$ in (2.11) we see that if

$$
\begin{align*}
& I=\lim _{h \rightarrow 0}\left(-\frac{1}{\pi}\right) \iint_{\Omega} \frac{\partial a(0)}{\partial \bar{z}} \frac{v_{h}}{z-\zeta} d x d y,  \tag{2.22}\\
& J=\lim _{h \rightarrow 0}\left(-\frac{1}{\pi}\right) \iint_{\Omega} a_{h} \frac{\partial u(h)}{\partial \bar{z}} \frac{1}{z-\zeta} d x d y \tag{2.23}
\end{align*}
$$

exist for any $\zeta \in D \cup D_{e}$, then $f^{h}(\zeta) \rightarrow f^{0}(\zeta)$, where

$$
\begin{equation*}
f^{0}(\zeta)=I-J \quad \text { if } \zeta \in D \cup D_{e} \tag{2.24}
\end{equation*}
$$

from (2.21) we also have

$$
\begin{equation*}
f^{0}(\zeta)=0 \quad \text { if } \zeta \in D_{e} \tag{2.25}
\end{equation*}
$$

Now clearly

$$
\frac{\partial a(0)}{\partial \bar{z}}=\gamma \otimes \delta_{\partial D} \quad \text { in } \mathscr{D}^{\prime}
$$

where $\gamma$ is a $C^{1, \alpha}$ function on $\partial D$. Therefore

$$
\lim _{h \rightarrow 0} \iint_{\Omega} \frac{\partial a(0)}{\partial \bar{z}} \frac{v_{h}}{z-\zeta} d x d y=\lim _{h \rightarrow 0} \int_{\partial D} \frac{\gamma}{z-\zeta} v_{h}(z) d s=0
$$

by (2.13), i.e.,

$$
\begin{equation*}
I=0 . \tag{2.26}
\end{equation*}
$$

Next, by (1.6) and the fact that $u(t)$ is in $C^{1}(\overline{D(t)})$ and in $C^{1}\left(\overline{D_{e}(t)}\right)$ with moduli of continuity independent of $t$, it follows that

$$
\lim _{h \rightarrow 0} \iint_{\Omega} a_{h} \frac{\partial u(h)}{\partial \bar{z}} \frac{1}{z-\zeta} d x d y=\int_{\partial D} k \beta\left(\frac{\partial u(0)}{\partial \bar{z}}\right)^{e} \frac{1}{z-\zeta} d s ;
$$

here we used (1.2) and (2.2). We conclude that $J$ exists and, by (2.24), (2.26),

$$
\begin{equation*}
f^{0}(\zeta)=\frac{k}{\pi} \int_{\partial D} \beta\left(\frac{\partial u}{\partial \bar{z}}\right)^{e} \frac{1}{z-\zeta} d s \quad \text { if } \zeta \in D \cup D_{e} \tag{2.27}
\end{equation*}
$$

here $u=u(x, 0)$.
Let $T(z)$ be the positively oriented tangent vector to $\partial D$ at $z$. Then

$$
d z=T(z) d s \quad \text { along } \partial D .
$$

Using this in (2.27) we get

$$
\begin{equation*}
f^{0}(\zeta)=\frac{k}{\pi} \int_{\partial D} \frac{\beta}{T(z)}\left(\frac{\partial u}{\partial \bar{z}}\right)^{e} \frac{d z}{z-\zeta} \quad\left(\zeta \in D \cup D_{e}\right) . \tag{2.28}
\end{equation*}
$$

In view of (2.25) and the standard jump relation of the integral in (2.28) across $\partial D$, we then have

$$
\begin{equation*}
f^{0}(z)=2 i k \frac{\beta(z)}{T(z)}\left(\frac{\partial u}{\partial \bar{z}}\right)^{e} \quad \text { on } \partial D \tag{2.29}
\end{equation*}
$$

where $f^{0}(z)=(f(z))^{i}$ is the limit of $f^{0}$ from $D$. Observe also from (2.28) that

$$
\begin{equation*}
f^{0}(z) \quad \text { is holomorphic in } D . \tag{2.30}
\end{equation*}
$$

Lemma 2.2. There holds

$$
\begin{equation*}
\beta\left(\frac{\partial u}{\partial \bar{z}}\right)^{e}=0 \quad \text { on } \partial D . \tag{2.31}
\end{equation*}
$$

The proof is given in § 3. Assuming its validity, we shall now proceed to complete the proof of Theorem 1.1. Since $\beta \neq 0$ along $\partial D$,

$$
\left(\frac{\partial u}{\partial \bar{z}}\right)^{e}=0 \quad \text { on } \partial D
$$

Recalling the jump relation (1.6) we deduce that for some constant $c$, the function $U=u-c$ vanishes on $\partial D$ together with its first derivatives. By the argument following (2.19) it then follows that $U \equiv 0$ in $B_{\delta}(\partial D)$ and, by analytic continuation, $u \equiv c$ in $D_{e}$ which contradicts (1.8).

So far we have assumed that (2.2) holds. If $-1<h<0$, so that

$$
\begin{equation*}
D(h) \supset D, \tag{2.32}
\end{equation*}
$$

then we replace (2.6) by

$$
\frac{1}{h}[a(h) \nabla u(h)-a(0) \nabla u(0)]=a(h) \nabla v_{h}+a_{h} \nabla u(0)
$$

and proceed as above (with minor changes) to establish (2.24) with the corresponding $I$ vanishing and with $J$ being the same as before.
3. Proof of Lemma 2.2. Set

$$
u_{1}=\left.u\right|_{D_{e}}, \quad u_{2}=\left.u\right|_{D}
$$

Then

$$
\begin{gather*}
u_{1}=u_{2} \quad \text { on } \partial D,  \tag{3.1}\\
\frac{\partial u_{1}}{\partial \nu}=(k+1) \frac{\partial u_{2}}{\partial \nu} \quad \text { on } \partial D . \tag{3.2}
\end{gather*}
$$

Notice that the function $\partial u_{2} / \partial z$ is homomorphic in $D$. Multiplication of both sides of (2.29) by $\partial u_{2} / \partial z$ gives

$$
\begin{equation*}
F^{\prime}(z) T(z)=2 i k \beta(z) \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z} \quad(z \in \partial D) \tag{3.3}
\end{equation*}
$$

where $F$ is a holomorphic function in $D$, namely, the primitive of $f^{0}(z) \partial u_{2} / \partial z$.
Along $\partial D$ we have

$$
\begin{aligned}
& 2 \frac{\partial}{\partial z}=\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}=e^{i \omega}\left(\frac{\partial}{\partial \nu}-i \frac{\partial}{\partial S}\right), \\
& 2 \frac{\partial}{\partial \bar{z}}=\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}=e^{-i \omega}\left(\frac{\partial}{\partial \nu}+i \frac{\partial}{\partial S}\right)
\end{aligned}
$$

where $\nu$ is the outward normal, $\partial / \partial s$ is in the tangential direction obtained from $\partial / \partial \nu$ by rotation counterclockwise by $\pi / 2$ and $\omega$ is a real valued function. Therefore by (3.1), (3.2) we easily obtain

$$
\begin{equation*}
4 \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}=(k+1)\left(\frac{\partial u_{2}}{\partial \nu}\right)^{2}+\left(\frac{\partial u_{2}}{\partial s}\right)^{2}-i k \frac{\partial u_{2}}{\partial \nu} \frac{\partial u_{2}}{\partial s} . \tag{3.4}
\end{equation*}
$$

Hence, if $k>0$,

$$
4\left|\operatorname{Im} \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}\right|=k\left|\frac{\partial u_{2}}{\partial \nu} \frac{\partial u_{2}}{\partial s}\right| \leqq \frac{k}{2}\left[\left(\frac{\partial u_{2}}{\partial \nu}\right)^{2}+\left(\frac{\partial u_{2}}{\partial s}\right)^{2}\right] \leqq 2 k\left[\operatorname{Re} \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}\right] .
$$

Similarly, if $-1<k<0$,

$$
4\left|\operatorname{Im} \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}\right| \leqq \frac{|k|}{2(k+1)}\left[(k+1)\left(\frac{\partial u_{2}}{\partial \nu}\right)^{2}+\left(\frac{\partial u_{1}}{\partial s}\right)^{2}\right]=\frac{2|k|}{k+1}\left[\operatorname{Re} \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}\right] .
$$

Since $\beta$ is real valued it follows that in both cases, for any $z \in \partial D$,

$$
\begin{equation*}
F^{\prime}(z) T(z) \in G \equiv\left\{z=x_{1}+i x_{2} ;\left|x_{2}\right| \leqq C\left|x_{1}\right|\right\} \tag{3.5}
\end{equation*}
$$

where

$$
C=\frac{2|k|}{\min \{1, k+1\}} .
$$

Writing the holomorphic function $F$ in the form $F=V+i W$ we have

$$
\frac{d F}{d s}=V_{s}+i W_{s}=V_{s}+i V_{\nu} \quad \text { along } \partial D .
$$

Since also

$$
\frac{d F}{d s}=\frac{d F}{d z} \frac{d z}{d s}=F^{\prime}(z) T(z),
$$

we conclude from (3.4) that

$$
\begin{equation*}
\left|V_{\nu}\right| \leqq C\left|V_{s}\right| \quad \text { along } \partial D . \tag{3.6}
\end{equation*}
$$

Suppose $V \not \equiv$ const. in $D$. Then $V$ must attain its maximum in $\bar{D}$ at a point $x^{0} \in \partial D$ and $V_{\nu}\left(x^{0}\right)>0$. Since also $V_{s}\left(x^{0}\right)=0$, we get a contradiction to (3.6). We have thus proved that $V \equiv$ const. and therefore also $F \equiv$ const. From (3.3) it then follows that

$$
\beta \frac{\partial u_{1}}{\partial \bar{z}} \frac{\partial u_{2}}{\partial z}=0 \quad \text { on } \partial D
$$

which, in view of (3.4) and (3.2), implies (2.31).
Remark 3.1. Theorem 1.1 extends (with minor changes in the proof) to the case where the domains $D(t)$ are conformal affine transformations of $D$ varying in $C^{2}$ manner and monotonically in $t$, provided $\beta \not \equiv 0$ on $\partial D$. The theorem also extends to the case where $f$ depends on $t$, say $f=f(x, t)$, provided

$$
\frac{1}{h}[f(\cdot, h)-f(\cdot, 0)] \rightarrow 0 \quad \text { in } C^{1, \alpha}(\partial D) \text {-norm }
$$

as $h \rightarrow 0$. If the $D(t)$ do not vary monotonically in $t$, then Lemma 2.1 is still valid with (2.13) replaced by

$$
\int_{\partial(D \cup D(h))}\left|v_{h}\right| d s \rightarrow 0 .
$$

But this is not sufficient for proving (2.26); see also next remark.
Remark 3.2. Consider the case where $\Omega$ is one-dimensional, say $\Omega=\{0<x<1\}$. The solution of (1.1) with $u(0)=\alpha, u(1)=\beta, u^{\prime}(0)=\alpha^{\prime}, u^{\prime}(1)=\beta^{\prime}$ is given by

$$
\begin{equation*}
u(x)=\alpha+u(0) \alpha^{\prime} \int_{0}^{x} \frac{d y}{a(y)} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
u(0) \alpha^{\prime}=(\beta-\alpha) / \int_{0}^{1} \frac{d y}{a(y)}, \quad \beta^{\prime}=\frac{a(0) \alpha^{\prime}}{a(1)} . \tag{3.8}
\end{equation*}
$$

For any other conductivity $\tilde{a}(x)$ with

$$
\begin{equation*}
\tilde{a}(0)=a(0), \quad \tilde{a}(1)=a(1), \quad \int_{0}^{1} \frac{d y}{a(y)}=\int_{0}^{1} \frac{d y}{\tilde{a}(y)}, \tag{3.9}
\end{equation*}
$$

the Neumann data $g$ corresponding to the Dirchlet data $f$ are the same as for $a$. Clearly (3.9) is satisfied if $\tilde{a}(t)=1+\chi_{\chi_{D(t)}}, a=\tilde{a}(0)$ whenever $D(t)$ is a translation of $D$. In this example the mapping $a \rightarrow g$ is thus nonunique; furthermore, the assertion of Theorem 1.1 is not valid if $D(t)$ is a translation of $D$. If however $D(t)$ is monotone in $t$ then the assertion of Theorem 1.1 is valid, as can be verified directly by means of (3.9). Similarly, if $\Omega$ is an annulus $\Omega=\left\{r_{1}<|x|<r_{2}\right\}$ and $f=c_{i}$ on $\left\{|x|=r_{i}\right\}$, $c_{i}$ constants, then the assertion of Theorem 1.1 is valid for a family of annuli $D(t)=$ $\left\{d_{1}(t)<|x|<d_{2}(t)\right\}$ provided the family is monotone in $t$, but it is generally false if the $D(t)$ do not vary monotonically in $t$ (note however that $\Omega$ is not simply connected, as required in Theorem 1.1).

Remark 3.3. Let $\tilde{z}=\phi(z)$ be a conformal mapping of $\bar{\Omega}$ onto the closure of a domain $\tilde{\Omega}$ and set $\tilde{D}(t)=\phi(D(t)), a=\tilde{a} \circ \phi, f=\tilde{f} \circ \phi, u=\tilde{u} \circ \phi, \tilde{g}=\left|\phi^{\prime}\right| \tilde{g} \circ \phi$. Then (1.4), (1.5) and (1.7) are equivalent to

$$
\begin{gathered}
\operatorname{div}(\tilde{a} \nabla \tilde{u})=0 \quad \text { in } \tilde{\Omega}, \quad \tilde{u}=\tilde{f} \text { on } \partial \tilde{\Omega}, \\
\frac{\partial \tilde{u}}{\partial \tilde{v}}=\tilde{g} \quad \text { on } \partial \tilde{\Omega} .
\end{gathered}
$$

Since

$$
0<c \leqq \frac{\mid \tilde{g}(t)-\tilde{g}(0) \|_{L^{2}}}{\mid g(t)-g(0) \|_{L^{2}}} \leqq C<\infty,
$$

Theorem 1.1 extends to the family $\tilde{D}(t)$ of subdomains of $\tilde{\Omega}$.
Remark 3.4. Theorem 1.1 extends to inhomogeneous equations

$$
\operatorname{div}(a \nabla u)=l(x) \quad \text { in } \Omega
$$

provided $l \in C^{1, \alpha}$ and $S \equiv \operatorname{supp} l$ satisfies: $S \subset D_{e}$ and $D_{e} \backslash S$ is connected; if $l \not \equiv 0$ and $l>0$, then the condition (1.8) is not needed. The function $l$ may also be taken to depend on $t$.

Remark 3.5. The results of this paper extend with minor changes to the case where the Neumann data (1.7) are prescribed, whereas the Dirichlet data $f=f(t, x)$ are measured; here it is assumed that $\int_{\partial \Omega} g=0$ and $u$ is normalized, say, by $\int_{\partial \Omega} u=0$. The assertion (1.9) is replaced by

$$
\|f(\cdot, h)-f(\cdot)\|_{L^{2}(\partial \Omega)} \geqq c|h|
$$

where $c$ is a positive constant.
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# THE ELECTROPAINTING PROBLEM WITH OVERPOTENTIALS* 
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#### Abstract

Existence, uniqueness and regularity are proved for the electropainting problem with overpotentials. The problem consists of finding a pair $\{\varphi(x, t), h(x, t)\}$ such that $\varphi(x, t)$ is a time dependent family of harmonic functions, representing the electric potential in a domain, and $h(x, t)$ is related to the paint thickness on the part of the boundary being painted. The boundary condition on this part is $\varphi_{n}=G(\varphi, h)$ where $\varphi_{n}$ is the inward normal derivative. $h$ is determined from the history of the process. The assumption on the overpotential $\sigma(x)$ implies $h \geqq \sigma(x)>0$ and thus the boundary condition is nondegenerate. We show that the process is monotone; there is no paint dissolution. Then we consider the explicit time discretization of the problem. Letting the time step shrink to zero leads to the above mentioned results. Then the $t \rightarrow \infty$ limit is considered, existence, uniqueness and regularity are proved. Moreover it is shown that this asymptotic limit can be recast as a Signorini variational inequality with an obstacle constructed from $\varphi(x, t), t<\infty$. Finally the degenerate case $\sigma(x) \equiv 0$ is considered and the existence of a weak solution is proved, in a convex geometry, using monotonicity arguments.
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AMS(MOS) subject classifications. 35J65, 35R35

1. Introduction. We consider an evolution problem associated with an electropainting process with overpotentials. The problem is to find a pair $\{\varphi(x, t), h(x, t)\}$ such that in an annular region $\Omega \subset \mathbb{R}^{n}(n \geqq 2)$ with outer boundary $S$ and inner boundary $\Gamma$ there holds

$$
\begin{align*}
& \Delta \varphi=0 \quad \text { in } \Omega, \quad 0 \leqq t \leqq T,  \tag{1.1}\\
& \varphi=1 \quad \text { on } \mathrm{S}, \quad 0 \leqq t \leqq T,  \tag{1.2}\\
& \varphi_{n}=G(\varphi, h) \quad \text { on } \Gamma, \quad 0 \leqq t \leqq T,  \tag{1.3}\\
& h(x, t)=\sigma(x)+\int_{0}^{t} g\left(\left(\varphi_{n}(x, \tau)-\varepsilon\right)^{+}\right) d \tau, \quad x \in \Gamma, \quad 0 \leqq t \leqq T \tag{1.4}
\end{align*}
$$

where $\varphi_{n}$ is the inward normal derivative on $\Gamma,(z)^{+}=\max \{0, z\}, G, g$ and $\sigma$ are given functions, $\varepsilon>0$ and $T>0$ are given constants.

Such problems were considered by Hansen and McGeough [6], Aitchison, Lacey and Shillor [1] and Caffarelli and Friedman [2]. The first two deal with the modeling aspects of the electropainting process and numerical experiments. The third deals with mathematical analysis of the model. In all these papers it was assumed that $g(s)=s$, $G(\varphi, h)=\varphi / h$ and $\sigma=0$, thus the problem considered here is more general mathematically as well as from the practical point of view.

A problem of the type (1.1)-(1.4) can be considered (see [1] or [6]) as a model for the following process. A metal body with an outer surface $\Gamma$, to be painted, is immersed in a bath with an electrolytic solution. The solution occupies the region $\Omega$ such that $\partial \Omega=\Gamma \cup S$, where $S$ is the inner surface of the bath. The metal part is

[^70]connected to an electric potential source, the bath itself ( $S$ ) serves as the other electrode and as a result of the flow of the electric current in the solution and into $\Gamma$ the process of paint deposition takes place on $\Gamma$. The existence of a cutoff current $\varepsilon>0$, that was postulated in [1], assures that there is paint deposition only at those points of $\Gamma$ where the current $\varphi_{n}$ satisfies $\varphi_{n}>\varepsilon$. Indeed one of the main purposes of the construction of the model in [1] was to be able to predict which parts of $\Gamma$ become painted and which remain bare. The model that was proposed in [6] is the same as in [1] but with $\varepsilon=0$ and therefore in this case $\Gamma$ becomes completely covered by paint for any $t>0$. Thus the numerical experiments in [1] were done with the purpose of showing painted and unpainted regions in the Signorini problem that corresponds to the steady state and the evolution of the paint layer in the time dependent problem. The numerical experiments in [6] were to study the saturation and leveling effects.

Some mathematical analysis of the model in [1] was performed in [2]. First they showed that under the conditions of [1] there is no paint dissolution, i.e. the process is monotone, and therefore the boundary condition that was given in [1] for that possibility is redundant. Then they considered a time discretized version of the model and proved the existence and uniqueness of the discretized solution and its convergence to the steady state Signorini problem that was conjectured in [1].

We consider a more general problem. It is well known (see e.g. Levich [9] or McGeough [10]) that when electric current is passing in a solution some chemical reactions take place near the electrodes that lead to a nonlinear relationship between the potential and the current. This is represented above in (1.3). Moreover by taking $\sigma(x)>0$ we allow for the existence of a resistance to current besides the paint layer. More specifically, there may exist initially on $\Gamma$ a thin coating of a different material, which is a common occurrence in the industrial process; also the production of gas bubbles and a buildup of different reaction products may block the way of the paint molecules and thus form a resistance on $\Gamma$. As far as we know there exists no description of what takes place near $\Gamma$, and $\sigma(x)$ should be found experimentally. Since in cases of practical interest some or all of these phenomena are likely to be present the fact that most of our results are obtained for $\sigma(x) \geqq \sigma_{*}>0$ does not restrict the applicability of these results. In the numerical experiments in [1] it was $\sigma \equiv 0$ and this did not cause any trouble, but the method of computation was not particularly sensitive to weak divergence of the normal derivative. In our case the (nondimensional) paint thickness is $h_{*}(x, t)=h(x, t)-\sigma(x)$ at $x \in \Gamma, 0 \leqq t$. These two phenomena are referred to as "overpotentials" (see [9], [10] and Lacey [7]). In addition we consider a more general process of paint deposition, represented by $g$. Although the main practical interest is the paint thickness $h_{*}$ as a function of space and time it turns out that the total resistance $h$ is the dominant factor in the model.

We prove existence, uniqueness and asymptotic behaviour of the solution to (1.1)-(1.4) and obtain some regularity.

But first, following the ideas of [2], we too prove, in § 2, that the smooth solution to (1.1)-(1.4) with an appropriate condition for paint dissolution ( $h_{t}<0$ ) is monotone (i.e. $h_{t} \geqq 0$ ) and therefore such a condition is not needed. We stress that this is so under the given condition (1.2) on $S$. It is clear mathematically and from the practical point of view that under different conditions dissolution can take place. Indeed if the voltage is switched off, i.e. $\varphi=0$ on $S$ after some time $t \geqq t_{0}>0$, or the voltage $\varphi$ on $S$ is an oscillating function with both positive and negative values that are sufficiently large, then one should find that $h_{t}<0$ on a portion of $\Gamma$. It is also shown that the process tends to an asymptotic limit, that is considered in $\S 5$, but cannot attain it in finite time. This is in contrast to the result in [2], where such a possibility was not ruled out.

The existence and uniqueness of the weak solution are proved in § 4 where under additional assumptions on $G$ it is shown that the weak solution is a smooth solution. The proofs are based on an explicit time discretization of the problem that is considered in §3. Existence, uniqueness and regularity are proved for the discretized problem and then some necessary bounds, independent of the time step $\delta$, are derived. The results of $\S 4$ follow from the $\delta \rightarrow 0$ limit and these bounds.

In § 5 we prove that the process tends asymptotically to a unique steady state. Moreover using the fact that this steady problem is the limit of an evolution problem we are able to give a variational inequality formulation, a Signorini-like problem, where the obstacle is constructed from $\varphi(x, t), t<\infty$.

It may be of interest to investigate what types of elliptic boundary value problems, like the problem of the steady state, can be given variational inequality formulations by their imbedding as asymptotic limits of evolution problems. In their analysis in [2] they used implicit time discretization and introduced $\sigma_{*}>0$ as a regularizing parameter, we use an explicit one in § 3. Since they considered the limit $\sigma_{*} \rightarrow 0$ they were unable to consider the limit $\delta \rightarrow 0$ and hence proved the existence and uniqueness of a time discretized solution. We took the limit $\delta \rightarrow 0$ for $\sigma_{*}>0$ and obtained the above mentioned results. Also the steady state in [2] is the Signorini problem but ours is more complicated.

Finally the nondegeneracy condition $\sigma(x) \geqq \sigma_{*}>0$ is essential for all the proofs mentioned above. Nevertheless we are able to prove, in § 6, the existence of a weak solution to the degenerate problem with $\sigma(x) \equiv 0$ in a convex geometry as monotone limit of solutions with $\sigma(x) \equiv \sigma>0$, as $\sigma \rightarrow 0$. Thus in this geometry, where $S$ is taken as the inner electrode while $\Gamma$, assumed to be convex, is the outer boundary, there exists a solution to the problem that was considered in [1] and [2].

The regularity of the free boundary, the boundary of the set in $\Gamma$ where $h>\sigma$ and the regularity of the solution with $\sigma=0$ remain open questions.
2. No paint dissolution. The model for the electropaint process that was proposed in [1] included a condition for the case of the dissolution of the paint layer. But it was proved in [2] that any smooth solution can be modified smoothly so that the solution and the paint layer are nondecreasing in time. We give the generalization of the model in [1] to include overpotentials and nonlinear growth condition for the paint thickness and then prove that any smooth solution is monotone increasing with time. So under such conditions, $\varphi=1$ on $S$, the paint dissolution does not occur and therefore the appropriate condition can be omitted from the model.

The fact that there is no paint dissolution has some importance from the mathematical point of view as well as from the practical one. Indeed it seems that if dissolution can take place then the free boundary (i.e. the boundary on $\Gamma$ of the region where there is no paint deposition) is likely to be linearly unstable and so it is likely that the model will break down leading to an ill posed problem (see e.g. [3] and [4]).

We consider the process in $\Omega \subset R^{n}, n \geqq 2$, a doubly connected region with outer boundary $S$ and inner boundary $\Gamma$. Everywhere below it is assumed that $S$ and $\Gamma$ are in $C^{1+\alpha}$ for any $\alpha \in(0,1)$.

The modified model is to find a pair $\{\varphi(x, t), h(x, t)\}$ such that

$$
\begin{align*}
& \Delta \varphi=0 \quad \text { in } \Omega, \quad 0 \leqq t,  \tag{2.1}\\
& \varphi=1 \quad \text { on } S, \quad 0 \leqq t,  \tag{2.2}\\
& \varphi_{n}=G(\varphi, h) \quad \text { on } \Gamma, \quad 0 \leqq t,  \tag{2.3}\\
& h_{t}=g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right) \quad \text { on } \Gamma, \quad 0 \leqq t \quad \text { if } h=\sigma(x), \tag{2.4}
\end{align*}
$$

(2.4)"

$$
\begin{align*}
& h_{t}=g\left(\left(\varphi_{n}-\varepsilon\right)\right) \text { on } \Gamma, \quad 0 \leqq t \text { if } h>\sigma(x), \\
& h(x, 0)=\sigma(x) \text { on } \Gamma \tag{2.4}
\end{align*}
$$

where $\varphi_{n}$ is the inward normal derivative on $\Gamma$ and $\varepsilon$ is a positive constant. $G$ is prescribed and $g$ is an odd function with $g(s)>0$ for $s>0 . \sigma(x)$ is a given overpotential and the paint thickness at a point $x \in \Gamma$ at time $t$ is given by $h(x, t)-\sigma(x)$. Condition (2.4)' means that at $x \in \Gamma$ if there is no paint, i.e., $h=\sigma$, then paint deposition will start only if $\varphi_{n}>\varepsilon$. On the other hand at a point $x \in \Gamma$ where there is paint, i.e., $h>\sigma$, then by (2.4)", if $\varphi_{n}>\varepsilon$ then there is paint deposition and when $\varphi_{n}<\varepsilon$ there is paint dissolution. It follows from (2.4)', (2.4)" and (2.4)"' that

$$
\begin{equation*}
h(x, t) \geqq \sigma(x), \quad x \in \Gamma, \quad 0 \leqq t . \tag{2.5}
\end{equation*}
$$

We shall need the following assumptions:

$$
\begin{align*}
& \sigma(x) \in C^{0,1}(\Gamma), \quad 0<\sigma_{*} \leqq \sigma(x) \leqq \sigma^{*}<K_{2} / \varepsilon,  \tag{2.6}\\
& g(s) \in C^{1}(\mathbb{R}), \quad 0<k_{*} \leqq g^{\prime} \leqq k, \quad g(0)=0,  \tag{2.7}\\
& G(s, p) \in C^{1}\left([0,1] \times \mathbb{R}_{+}\right), \quad G(0, p)=0, \quad G(s, p)>0 \quad \text { if } s>0, \\
& G(1, p)<K_{2} / p, \quad p \in \mathbb{R}_{+}, \tag{2.8}
\end{align*}
$$

$\partial G / \partial s>0, \partial G / \partial p \leqq 0$ and both bounded on compact subsets of $[0,1] \times \mathbb{R}_{+}, \partial G / \partial p<0$ if $s>0$. They are used everywhere below (except in §6).

Denote by $\omega_{*}$ the solution of

$$
\begin{array}{lll}
\Delta \omega_{*}=0 \quad \text { in } \Omega, & \omega_{*}=1 \quad \text { on } S, \\
\omega_{* n}=G\left(\omega_{*}, \sigma\right) & \text { on } \Gamma . \tag{2.9}
\end{array}
$$

So $\omega_{*}(x)=\varphi(x, 0)$, where $\varphi$ is a solution to (2.1)-(2.4)"'. If

$$
\begin{equation*}
\omega_{* n} \leqq \varepsilon \quad \text { on } \Gamma \tag{2.10}
\end{equation*}
$$

then $\varphi(x, t) \equiv \omega_{*}(x)$ together with $h(x, t) \equiv \sigma(x)$ form a solution of (2.1)-(2.4)"'.
In order to exclude this trivial case we shall assume that the geometry and the data are such that

$$
\begin{equation*}
\omega_{* n}>\varepsilon \quad \text { for some points } x \in \Gamma . \tag{2.11}
\end{equation*}
$$

Definition 2.1. By a smooth solution of (2.1)-(2.4)"' we mean a solution ( $\varphi, h$ ) such that $\varphi, \varphi_{t}, \nabla \varphi$ are continuous in $\bar{\Omega} \times[0, \infty)$ and $h, h_{t}$ are continuous on $\Gamma \times[0, \infty)$.

Definition 2.2. Denote by $t_{0}$ the supremum of all $s$ such that $h(x, t)$ is nondecreasing for all $x \in \Gamma, 0 \leqq t<s$.

Theorem 2.3. Let ( $\varphi, h$ ) be a smooth solution of (2.1)-(2.4)"' and let (2.11) hold. Then $t_{0}=\infty$.

This result is stronger than the one in [2], where the authors were able to assert only that if $t_{0}<\infty$ then one can join a solution continuously to the steady solution at $t=t_{0}$ in order to obtain a nondecreasing solution for $0 \leqq t<\infty$. This is so, as well as the uniqueness of the smooth solution, due to the fact that $0<\sigma_{*} \leqq \sigma(x)$.

Proof. We follow [2] in part. By (2.3)

$$
\varphi_{n}=G(\varphi, h) \quad \text { on } \Gamma .
$$

Since $h \geqq \sigma>0$ we can use the strong maximum principle and (2.8) to deduce that $\varphi$ cannot take a positive maximum or a nonpositive minimum on $\Gamma$ and therefore

$$
\begin{equation*}
c_{*} \leqq \varphi(x, t) \leqq 1, \quad x \in \bar{\Omega}, \quad 0 \leqq t \tag{2.12}
\end{equation*}
$$

for some $c_{*}>0$.

Since this holds for any function $G(s, p)$ on $\mathbb{R} \times \mathbb{R}_{+}$such that $G(s, p)>0, s \neq 0$, $s \in \mathbb{R}$, the restriction of $s \in[0,1]$ in (2.8) leads to no loss of generality.

Thus by (2.3) and (2.8)

$$
\begin{equation*}
\varphi_{n}(x, t)>0 \quad \text { on } \Gamma . \tag{2.13}
\end{equation*}
$$

Lemma 2.4. If $h\left(x, t_{1}\right) \geqq h\left(x, t_{2}\right)$ and $h\left(x, t_{1}\right) \equiv \boldsymbol{h}\left(x, t_{2}\right)$ on $\Gamma$ then

$$
\varphi\left(x, t_{1}\right)>\varphi\left(x, t_{2}\right) \quad \text { in } \Omega .
$$

Proof. The function $\psi(x)=\varphi\left(x, t_{1}\right)-\varphi\left(x, t_{2}\right)$ is harmonic in $\Omega$, vanishes on $S$ and satisfies

$$
\begin{aligned}
\psi_{n} & =G\left(\varphi\left(x, t_{1}\right), h\left(x, t_{1}\right)\right)-G\left(\varphi\left(x, t_{2}\right), h\left(x, t_{2}\right)\right) \\
& =G_{\varphi}(*)\left(\varphi\left(x, t_{1}\right)-\varphi\left(x, t_{2}\right)\right)+G_{h}(*)\left(h\left(x, t_{1}\right)-h\left(x, t_{2}\right)\right)
\end{aligned}
$$

where here and below, $G_{\varphi}(*)$ and $G_{h}(*)$ stand for the partial derivatives evaluated at some value by the mean value theorem, and since $\varphi>0$ then $G_{h}(*)<0$ by (2.8). But $h\left(x, t_{1}\right) \geqq h\left(x, t_{2}\right)$ so

$$
\psi_{n} \leqq G_{\varphi}(*) \psi, \quad G_{\varphi}>0
$$

by (2.8). Applying the strong maximum principle we show that $\psi>0$ in $\Omega$.
Assume that $t_{0}<\infty$. Then there exists a sequence ( $x_{i}, t_{i}$ ) with $x_{i} \in \Gamma, t_{i}>t_{0}$ such that

$$
t_{i} \rightarrow t_{0}, \quad x_{i} \rightarrow x_{0} \quad \text { as } i \rightarrow \infty
$$

and $h_{t}\left(x_{i}, t_{i}\right)<0$; consequently also $h\left(x_{i}, t_{i}\right)>\sigma\left(x_{i}\right)$. Clearly $h_{t}\left(x_{0}, t_{0}\right)=0$.
Lemma 2.5. There holds: $\varphi_{n t}\left(x_{0}, t_{0}\right) \leqq 0$.
Proof. If $\varphi_{n}\left(x_{i}, t_{0}\right) \geqq \varepsilon$ then, since $\varphi_{n}\left(x_{i}, t_{i}\right)<\varepsilon$,

$$
\begin{equation*}
\varphi_{n t}\left(x_{i}, \tilde{t}_{i}\right)<0 \text { for some } t_{0}<\tilde{t}_{i}<t_{i} . \tag{2.14}
\end{equation*}
$$

If, on the other hand, $\varphi_{n}\left(x_{i}, t_{0}\right)<\varepsilon$ then $h\left(x_{i}, t_{0}\right)=\sigma\left(x_{i}\right)$ (since $h\left(x_{i}, t_{0}\right)>\sigma\left(x_{i}\right)$ implies $h_{t}\left(x_{i}, t_{0}\right)=g\left(\varphi_{n}\left(x_{i}, t_{0}\right)-\varepsilon\right)<0$, a contradiction to the definition of $\left.t_{0}\right)$. Since further $h\left(x_{i}, t_{i}\right)>\sigma\left(x_{i}\right)$ we conclude that $h_{t}\left(x_{i}, \hat{t}_{i}\right)>0$ for some $t_{0}<\hat{t}_{i}<t_{i}$ and thus $\varphi_{n}\left(x_{i}, \hat{t}_{i}\right)>\varepsilon$, which yields (since $\varphi_{n}\left(x_{i}, t_{i}\right)<\varepsilon$ )

$$
\begin{equation*}
\varphi_{n t}\left(x_{i}, \tilde{t}_{i}\right)<0 \text { for some } \hat{t}_{i}<\tilde{\tilde{t}}_{i}<t_{i} . \tag{2.15}
\end{equation*}
$$

The lemma now follows from (2.14), (2.15) upon taking $i \rightarrow \infty$.
From Lemma 2.4 we have

$$
\begin{equation*}
\varphi_{t} \geqq 0 \quad \text { if } 0<t \leqq t_{0} . \tag{2.16}
\end{equation*}
$$

Lemma 2.6. There holds $h_{t}\left(x, t_{0}\right) \equiv 0$.
Proof. Suppose that $h_{t}\left(x, t_{0}\right) \neq 0$. For $t=t_{0}$

$$
\begin{equation*}
\varphi_{n t}=G_{\varphi} \varphi_{t}+G_{h} h_{t} \quad \text { on } \Gamma ; \tag{2.17}
\end{equation*}
$$

hence

$$
\varphi_{n t} \leqq G_{\varphi} \varphi_{t} \quad\left(G_{h}<0\right) .
$$

We can use the strong maximum principle to deduce that $\varphi_{t}$ cannot take the minimum on $\Gamma$ and so

$$
\begin{equation*}
\varphi_{t}>0 \quad \text { on } \Gamma . \tag{2.18}
\end{equation*}
$$

At $\left(x_{0}, t_{0}\right), h_{t}=0$ and $\varphi_{t}>0$ by (2.18). Then (2.17) implies that $\varphi_{n t}\left(x_{0}, t_{0}\right)>0$, a contradiction to Lemma 2.5 .

Set $\Gamma_{0}=\Gamma \cap\left\{\varphi_{n}(x, 0)>\varepsilon\right\}$ and for any $0<t_{1}<t_{2}<t_{0}$ let

$$
\varphi^{i}(x)=\varphi\left(x, t_{i}\right) \quad \text { and } \quad h^{i}(x)=h\left(x, t_{i}\right), \quad i=1,2 .
$$

Then

$$
\begin{equation*}
\varphi_{n}^{2}-\varphi_{n}^{1}=G_{\varphi}(*)\left(\varphi^{2}-\varphi^{1}\right)+G_{h}(*)\left(h^{2}-h^{1}\right) \tag{2.19}
\end{equation*}
$$

rearranging

$$
-G_{h}(*)\left(h^{2}-h^{1}\right)+\left(\varphi_{n}^{2}-\varphi_{n}^{1}\right)=G_{\varphi}(*)\left(\varphi^{2}-\varphi^{1}\right) \quad \text { on } \Gamma .
$$

By Lemma $2.4, \varphi^{2} \geqq \varepsilon^{1}$; hence

$$
-G_{h}(*) \int_{t_{1}}^{t_{2}} h_{t} d t \geqq-\left(\varphi_{n}^{2}-\varphi_{n}^{1}\right)
$$

On $\Gamma_{0}, h_{t}=g\left(\varphi_{n}-\varepsilon\right) \leqq k\left(\varphi_{n}-\varepsilon\right)$ if $t<t_{0}$; hence

$$
\begin{equation*}
c \int_{t_{1}}^{t_{2}}\left(\varphi_{n}-\varepsilon\right) d t \geqq-\left(\left(\varphi_{n}^{2}-\varepsilon\right)-\left(\varphi_{n}^{1}-\varepsilon\right)\right), \quad c>0 \quad \text { on } \Gamma_{0} . \tag{2.20}
\end{equation*}
$$

Integrating (2.20) over $\Gamma_{0}$ we find

$$
c \int_{t_{1}}^{t_{2}}\left(\int_{\Gamma_{0}}\left(\varphi_{n}-\varepsilon\right)\right) d t \geqq-\left(\int_{\Gamma_{0}}\left(\varphi_{n}^{2}-\varepsilon\right)-\int_{\Gamma_{0}}\left(\varphi_{n}^{1}-\varepsilon\right)\right),
$$

and setting

$$
\psi(t)=\int_{\Gamma_{0}}\left(\varphi_{n}(x, t)-\varepsilon\right),
$$

we arrive at the inequality

$$
c \int_{t_{1}}^{t_{2}} \psi d t \geqq-\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right)
$$

or $\dot{\psi}+c \psi \geqq 0$. So $\psi e^{c t}$ is monotone nondecreasing for $0<t<t_{0}$. Since $\psi(0)>0$ it follows that $\psi\left(t_{0}\right)>0$, which is a contradiction to Lemma 2.6, i.e., $h_{t}\left(x, t_{0}\right) \equiv 0$. Hence $t_{0}<\infty$ is impossible and so the theorem is proved.

Corollary 2.7. If $h(\bar{x}, s)>\sigma(\bar{x})$ for some $\bar{x} \in \Gamma, s>0$, then $h_{t}(\bar{x}, t)>0$ for all $t>s$.
Thus, once $h(\bar{x}, t)$ becomes greater than $\sigma(\bar{x})$, i.e. once paint deposition starts at $\bar{x}$, it does not stop and $h$ continues to grow at a strictly positive rate.

To prove the corollary we proceed by contradiction and consider the number $t_{1}$ such that $h_{t}(\bar{x}, t)>0$ if $\bar{s} \leqq t<t_{1}$ and $h_{t}\left(\bar{x}, t_{1}\right)=0$ where $\bar{s} \leqq s$ is such that $\varphi_{n}(\bar{x}, \bar{s})>\varepsilon$. Applying the argument of Lemma 2.6, we deduce that $h_{t}\left(x, t_{1}\right) \equiv 0$, which is impossible from the proof of Theorem 2.3.

Theorem 2.3 shows that, under the condition $\varphi=1$ on $S$, there is no paint dissolution and therefore (2.4)'-(2.4)"' in the model can be replaced by

$$
\begin{equation*}
h(x, t)=\sigma(x)+\int_{0}^{t} g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right) d \tau, \quad x \in \Gamma, \quad 0 \leqq t . \tag{2.4}
\end{equation*}
$$

Finally we prove the following.
Theorem 2.8. The smooth solution is unique.
Proof. Let ( $\varphi^{1}, h^{1}$ ) and ( $\varphi^{2}, h^{2}$ ) be two smooth solutions.
Subtracting condition (2.3) for $i=1$ from the one for $i=2$ we find (2.19), only for the same time. From (2.8) $G_{\varphi}>0$ and $G_{h} \leqq 0$. Now a point of positive maximum
of $\varphi^{2}-\varphi^{1}$ can be only on $\Gamma$ and then $\varphi_{n}^{2}-\varphi_{n}^{1}<0$ by the strong maximum principle. Hence it follows from (2.19) that

$$
\begin{equation*}
G_{\varphi}(*)\left(\varphi^{2}-\varphi^{1}\right) \leqq-G_{h}(*)\left(h^{2}-h^{1}\right) \tag{2.21}
\end{equation*}
$$

and since a similar argument applies to a negative minimum it follows that

$$
\begin{equation*}
\left|\varphi^{2}-\varphi^{1}\right|_{\infty} \leqq K\left|h^{2}-h^{1}\right|_{\infty} . \tag{2.22}
\end{equation*}
$$

On the other hand

$$
\begin{align*}
\left|h^{2}-h^{1}\right| & \leqq \int_{0}^{\delta}\left|g\left(\left(\varphi_{n}^{2}-\varepsilon\right)^{+}\right)-g\left(\left(\varphi_{n}^{1}-\varepsilon\right)^{+}\right)\right| d t \\
& \leqq k \delta\left|\varphi_{n}^{2}-\varphi_{n}^{1}\right|_{\infty} . \tag{2.23}
\end{align*}
$$

Combining (2.19), (2.22) and (2.23) we get

$$
\left|\varphi_{n}^{2}-\varphi_{n}^{1}\right| \leqq K\left|h^{2}-h^{1}\right|_{\infty} \leqq K \delta\left|\varphi_{n}^{2}-\varphi_{n}^{1}\right|_{\infty},
$$

which implies that $\varphi_{n}^{2} \equiv \varphi_{n}^{1}$ if we take $\delta<K^{-1}$. But this implies that $\varphi^{1} \equiv \varphi^{2}$, both being harmonic functions, and also that $h^{1} \equiv h^{2}$ by (2.4).
3. The time discretized problem. We consider the time discretized version of the evolutionary process (2.1)-(2.4). We retain all the assumptions on the data and on $\Omega$ from § 2 . We use explicit time discretization in order to obtain approximate solutions and then we obtain the necessary uniform bounds.

For any $T>0$ and a large integer $M>0$ let

$$
\begin{equation*}
\delta=\frac{T}{M} \tag{3.1}
\end{equation*}
$$

and set $t_{m}=m \delta, m=0,1, \cdots, M$. If we replace $\varphi\left(x, t_{m}\right)$ by $\varphi^{m}(x)$ in (2.1)-(2.4) we obtain the following explicit finite differences system

$$
\begin{align*}
& \Delta \varphi^{m}=0 \quad \text { in } \Omega,  \tag{3.2}\\
& \varphi^{m}=1 \quad \text { on } S,  \tag{3.3}\\
& \varphi_{n}^{m}=G\left(\varphi^{m}, h^{m}\right) \quad \text { on } \Gamma,  \tag{3.4}\\
& h^{m}=\sigma+\delta \sum_{i=0}^{m-1} g\left(\left(\varphi_{n}^{i}-\varepsilon\right)^{+}\right) \quad \text { on } \Gamma, \tag{3.5}
\end{align*}
$$

where $m=0,1,2, \cdots, M$.
Lemma 3.1. There exists a unique solution $\left\{\varphi^{m}(x), h^{m}(x)\right\}_{m=0}^{M}$ of (3.2)-(3.5) with $\varphi^{m} \in C^{1+\alpha}(\bar{\Omega}), h^{m} \in C^{\alpha}(\Gamma)$ any $\alpha \in(0,1), 0 \leqq m \leqq M$.

Proof. Proceeding by induction it is enough to prove that the elliptic problem

$$
\begin{align*}
& \Delta u=0 \text { in } \Omega,  \tag{3.6}\\
& u=1 \text { on } \mathrm{S},  \tag{3.7}\\
& u_{n}=G(u, \gamma) \text { on } \Gamma \tag{3.8}
\end{align*}
$$

has a unique solution in $C^{1+\alpha}(\bar{\Omega})$ any $\alpha \in(0,1)$ provided $0<\gamma$ and $\gamma \in C^{\alpha}(\Gamma)$. By the maximum principle and by (2.8) it is seen that a priori $0<u \leqq 1$ in $\bar{\Omega}$. Let $\beta \in(0,1)$ and let

$$
\begin{equation*}
V_{M}=\left\{v \in C^{\beta}(\bar{\Omega}),\|v\|_{C^{\beta}(\bar{\Omega})} \leqq M\right\}, \quad M>0 . \tag{3.9}
\end{equation*}
$$

For any $v \in V_{M}$ we solve (3.6) and (3.7) together with

$$
u_{n}=G(v, \gamma) \quad \text { on } \Gamma .
$$

But by (2.8) and the assumptions on $v$ and $\gamma, G(v, \gamma)$ is in $C^{\beta}(\Gamma)$; hence $u_{n} \in C^{\beta}(\Gamma)$ and therefore $u \in C^{1+\beta}(\bar{\Omega})$ (see e.g. [5, p. 117]) and $\|u\|_{C^{\beta^{\prime}(\bar{\Omega})}} \leqq M_{0}$ for any $\beta \leqq \beta^{\prime}<1$, where $M_{0}$ depends only on the data and $\beta^{\prime}$ but independent of $\gamma$. If we choose $M=M_{0}$ in (3.9) and define a mapping $u=T v$ on $V_{M}$ then $T: V_{M_{0}} \rightarrow V_{M_{0}}$ is continuous. Moreover $u \in C^{1+\beta}(\bar{\Omega})$; hence $T$ has a compact range in $V_{M_{0}}$ and so by Schauder's fixed point theorem $T$ has a fixed point $u$ such that $u=T u$ which is the solution to (3.6)-(3.8); moreover $u \in C^{1+\beta}(\bar{\Omega})$. This argument applies to any $\beta \in(0,1)$, hence $u \in C^{1+\alpha}(\bar{\Omega})$, any $\alpha \in(0,1)$. Now returning to the discretized system (3.2)-(3.5) we see that if $\varphi^{m} \in C^{1+\alpha}(\bar{\Omega})$ then $\varphi_{n}^{m} \in C^{\alpha}(\Gamma)$ and so $\left(\varphi_{n}^{m}-\varepsilon\right)^{+} \in C^{\alpha}(\Gamma)$ and therefore so is $g\left(\left(\varphi_{n}^{m}-\right.\right.$ $\varepsilon)^{+}$) and hence, by (3.5), $h^{m+1} \in C^{\alpha}(\Gamma)$. Clearly this holds for any $\alpha \in(0,1)$. To prove uniqueness we take the difference of any two solutions and apply to it the maximum principle.

We note that since $h^{i} \geqq h^{i-1}$ the proof of Lemma 2.4 gives

$$
\begin{equation*}
\varphi^{i} \geqq \varphi^{i-1} \quad \text { in } \Omega, \quad i \geqq 1 . \tag{3.10}
\end{equation*}
$$

Recall also that by the maximum principle

$$
\begin{equation*}
0<\varphi^{i} \leqq 1 \quad \text { in } \bar{\Omega} . \tag{3.11}
\end{equation*}
$$

For any $x_{0} \in \Gamma$ denote by $j_{0}=j\left(x_{0}\right)$ the first integer $j_{0} \geqq 0$, if existing, such that

$$
\begin{align*}
& \varphi_{n}^{i} \leqq \varepsilon \quad \text { if } i \leqq j_{0}-1, \\
& \varphi_{n}^{j_{0}}>\varepsilon . \tag{3.12}
\end{align*}
$$

Notice that $h^{i}\left(x_{0}\right)=\sigma\left(x_{0}\right)$ if $i \leqq j_{0}$ and $h^{j_{0}+1}\left(x_{0}\right)>h^{j_{0}}\left(x_{0}\right)$.
Remark 3.2. We choose to work with the explicit scheme, i.e. the summation in (3.5) is $0 \leqq i \leqq m-1$. The proof of Lemma 3.1 is thus more direct and simple than in an implicit scheme where questions of the invertibility of the equation

$$
\varphi_{n}=G\left(v, \gamma+\delta g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right)\right)
$$

would arise. Moreover from the numerical point of view the explicit scheme is simpler to consider and to program since no iterations are needed. On the other hand the explicit scheme has an unattractive feature-we cannot assure, as was done in Corollary 2.7, that once $h^{i}\left(x_{0}\right)>\sigma\left(x_{0}\right)$ then $h^{j+1}\left(x_{0}\right)>h^{j}\left(x_{0}\right)$ holds for every $j \geqq i$; i.e., the computed $h$ may not be strictly monotone increasing. But nevertheless the explicit scheme does introduce a correction in the cases of overshooting. Indeed let $m \geqq j_{0}$ be an integer such that

$$
\begin{equation*}
\varphi_{n}^{m}\left(x_{0}\right)>\varepsilon, \quad \varphi_{n}^{m+1}\left(x_{0}\right) \leqq \varepsilon . \tag{3.13}
\end{equation*}
$$

Then we find from (3.5) that

$$
\begin{equation*}
h^{m+1}\left(x_{0}\right)>h^{m}\left(x_{0}\right), \quad h^{m+2}\left(x_{0}\right)=h^{m+1}\left(x_{0}\right) . \tag{3.14}
\end{equation*}
$$

Since

$$
-G_{h}(*)\left(h^{m+2}-h^{m+1}\right)+\left(\varphi_{n}^{m+2}-\varphi_{n}^{m+1}\right)=G_{\varphi}(*)\left(\varphi^{m+2}-\varphi^{m+1}\right)
$$

and so (3.14) and (3.10) imply that $\varphi_{n}^{m+2} \geqq \varphi_{n}^{m+1}$ at $x_{0}$, i.e. the normal derivative increases in the correct way at one time step later. On the other hand it is easy to show that in an implicit scheme $h^{i+1}\left(x_{0}\right)>h^{i}\left(x_{0}\right)$ if $i>j_{0}$, i.e. the analogue of Corollary 2.7.

We proceed to obtain uniform bounds on the solution to (3.2)-(3.5).

Lemma 3.3. There holds

$$
\begin{equation*}
\sigma(x) \leqq h^{m}(x) \leqq \frac{K_{2}}{\varepsilon}+1 \quad \forall x \in \Gamma, \quad m \geqq 0 \tag{3.15}
\end{equation*}
$$

for all $\delta<\sigma_{*} / k K_{2}$.
Proof. From (3.5) the left inequality is immediate. Now let $m \geqq 0, x \in \Gamma$ and suppose that there exists $l \geqq m$ such that $\varphi_{n}^{l}(x) \geqq \varepsilon$. Then by (3.4) and (2.8)

$$
\begin{equation*}
\varphi_{n}^{l}(x)=G\left(\varphi^{l}(x), h^{l}(x)\right) \leqq G\left(1, h^{l}(x)\right) \leqq \frac{K_{2}}{h^{l}(x)} \tag{3.16}
\end{equation*}
$$

and so

$$
\begin{equation*}
h^{l}(x) \leqq \frac{K_{2}}{\varphi_{n}^{l}(x)} \leqq \frac{K_{2}}{\varepsilon} . \tag{3.17}
\end{equation*}
$$

Since $h^{m}(x) \leqq h^{l}(x)$ for every $l \geqq m$, the other inequality holds in this case.
Now suppose that $\varphi_{n}^{l}(x)<\varepsilon$ for every $l \geqq m$. If $h^{m}(x)>\left(K_{2} / \varepsilon\right)+1$ then by (2.6) $h^{m}(x)>\sigma(x)$ and so there exists $j \leqq m-1$ such that $\varphi_{n}^{j}(x)>\varepsilon$ and $\varphi_{n}^{i}(x) \leqq \varepsilon$ for every $j<i \leqq m-1$; then

$$
h^{m}(x)=h^{j+1}(x)>h^{j}(x)
$$

As (3.17) is true also for $l=j$ we find that $h^{j+1}(x)-h^{j}(x) \geqq 1$ and so

$$
\delta k\left(\varphi_{n}^{j}-\varepsilon\right) \geqq \delta g\left(\varphi_{n}^{j}-\varepsilon\right) \geqq 1 .
$$

Hence

$$
\begin{equation*}
\varphi_{n}^{j}(x) \geqq \frac{1}{\delta k} \tag{3.18}
\end{equation*}
$$

Combining (3.16) with $l=j$ and (3.18) we obtain

$$
h^{j}(x) \leqq \frac{K_{2}}{\varphi_{n}^{j}(x)} \leqq K_{2} k \delta<\sigma_{*}
$$

which is impossible.
Lemma 3.4. For every $\alpha \in(0,1)$ there exists a constant $C>0$ such that for any $0<\sigma^{*}<K_{2} / \varepsilon, 0<\delta<\sigma_{*} / k K_{2}, m \geqq 0$

$$
\begin{equation*}
\left\|\varphi^{m}\right\|_{C^{\alpha}(\bar{\Omega})} \leqq C . \tag{3.19}
\end{equation*}
$$

Proof. This follows from Theorem 4.2 [8, Chap. 5, p. 333].
Lemma 3.5. There holds

$$
\begin{equation*}
0 \leqq \varphi_{n}^{m} \leqq G_{*} \tag{3.20}
\end{equation*}
$$

where $G_{*}$ is independent of $\delta$ and of $T$.
Proof. From (2.8), $G(s, p)$ is positive for $s>0$ and is monotone increasing in $s$ and monotone decreasing in $p$. Therefore the fact that $0<\varphi^{m} \leqq 1$ and Lemma 3.3 imply that

$$
\begin{equation*}
\varphi_{n}^{m}=G\left(\varphi^{m}, h^{m}\right) \leqq G\left(1, \sigma_{*}\right) \equiv G_{*}, \quad m \geqq 0 . \tag{3.21}
\end{equation*}
$$

Lemma 3.6. There exists a constant $C>0$, independent of $\delta$ and $T$, such that

$$
\begin{equation*}
\left\|\varphi^{m}\right\|_{H^{1}(\Omega)} \leqq C, \quad m \geqq 0 . \tag{3.22}
\end{equation*}
$$

Proof. If we multiply (3.2) by $\left(\varphi^{m}-1\right)$ and use Green's theorem we obtain

$$
\int_{\Omega}\left|\nabla \varphi^{m}\right|^{2}=\int_{\Gamma}\left(1-\varphi^{m}\right) \varphi_{n}^{m} \leqq \text { meas } \Gamma \cdot G_{*}, \quad m \geqq 0
$$

Lemma 3.7. For every $\alpha \in(0,1)$ there exists a constant $C>0$, that depends on the data, on $\alpha$ and on $T$, but is independent of $\delta$, such that

$$
\begin{equation*}
\left\|\varphi_{n}^{m}\right\|_{C^{\alpha}(\Gamma)},\left\|h^{m}\right\|_{C^{\alpha}(\Gamma)} \leqq C, \quad m \geqq 0 . \tag{3.23}
\end{equation*}
$$

Proof. For any $x, y \in \Gamma, m>0$, we have as in (2.19) that

$$
\varphi_{n}^{m}(x)-\varphi_{n}^{m}(y)=G_{\varphi}(*)\left(\varphi^{m}(x)-\varphi^{m}(y)\right)+G_{h}(*)\left(h^{m}(x)-h^{m}(y)\right) .
$$

If we divide both sides by $|x-y|^{\alpha}$, take the supremum over all $x, y \in \Gamma$, use (2.8) and the fact that $\left|G_{h}(*)\right| \leqq K_{3}$ and $\left|G_{\varphi}(*)\right|<K_{1}$ which follows from Lemma 3.3, we find

$$
\begin{equation*}
H_{\alpha}\left(\varphi_{n}^{m}\right) \leqq K_{1} H_{\alpha}\left(\varphi^{m}\right)+K_{3} H_{\alpha}\left(h^{m}\right) \tag{3.24}
\end{equation*}
$$

where $H_{\alpha}(f)$ stands for the Hölder constant of $f$. From Lemma 3.4 we have that $K_{1} H_{\alpha}\left(\varphi^{m}\right) \leqq K_{4}$ and $K_{4}$ is independent of $\delta$ and $T$. From (3.5) and (2.7) we see that

$$
\left|h^{m}(x)-h^{m}(y)\right| \leqq|\sigma(x)-\sigma(y)|+\delta k \sum_{i=0}^{m-1}\left|\varphi_{n}^{i}(x)-\varphi_{n}^{i}(y)\right|,
$$

and therefore

$$
\begin{equation*}
H_{\alpha}\left(h^{m}\right) \leqq H_{\alpha}(\sigma)+\delta k \sum_{i=0}^{m-1} H_{\alpha}\left(\varphi_{n}^{i}\right) . \tag{3.25}
\end{equation*}
$$

Inserting (3.25) in (3.24), we have

$$
H_{\alpha}\left(\varphi_{n}^{m}\right) \leqq K_{4}+K_{3} H_{\alpha}(\sigma)+\delta k K_{3} \sum_{i=0}^{m-1} H_{\alpha}\left(\varphi_{n}^{i}\right)
$$

In order to simplify the notation let $b_{m}=H_{\alpha}\left(\varphi_{n}^{m}\right), m \geqq 0, D=k K_{3}$ and $a=$ $K_{4}+K_{3} H_{\alpha}(\sigma)$. Then the last inequality can be written in the form

$$
\begin{equation*}
b_{m} \leqq a+\delta D \sum_{i=0}^{m-1} b_{i}, \quad m \geqq 1 . \tag{3.26}
\end{equation*}
$$

Let $B=a+\delta D b_{0}$ then one can show by induction that

$$
b_{m} \leqq(1+\delta D)^{m-1} B, \quad m \geqq 1,
$$

and since $\delta=T / M$ we find that

$$
b_{M} \leqq\left(1+\frac{T D}{M}\right)^{M} B \leqq B \lim _{M \rightarrow \infty}\left(1+\frac{T D}{M}\right)^{M}=\left(a+D b_{0}\right) e^{T D} .
$$

Therefore $H_{\alpha}\left(\varphi_{n}^{m}\right)$, for every $m \geqq 0$ is bounded for $T<\infty$ and it follows from (3.25) that $H_{\alpha}\left(h^{m}\right)$ is similarly bounded, hence (3.23) is satisfied.

Lemma 3.8. There exist positive constants $C_{1}, C_{2}$ independent of $\delta$ and of $T$ such that

$$
\begin{equation*}
\left|\frac{\varphi^{m+1}(x)-\varphi^{m}(x)}{\delta}\right| \leqq C_{1} \quad \forall x \in \bar{\Omega}, \quad m \geqq 0 \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\varphi_{n}^{m+1}(x)-\varphi_{n}^{m}(x)}{\delta}\right| \leqq C_{2} \quad \forall x \in \Gamma, \quad m \geqq 0 . \tag{3.28}
\end{equation*}
$$

Proof. We have that $\varphi^{m+1}-\varphi^{m}>0$ in $\Omega$, (if $\varphi^{m+1} \equiv \varphi^{m}$ in $\bar{\Omega}$ then the assertion is clear), is harmonic and vanishes on $S$. Therefore its positive maximum is obtained on $\Gamma$, say at $x_{0} \in \Gamma$. Clearly at that point $\varphi_{n}^{m+1}-\varphi_{n}^{m}<0$. Therefore it follows from

$$
\begin{equation*}
\varphi_{n}^{m+1}-\varphi_{n}^{m}=G_{\varphi}(*)\left(\varphi^{m+1}-\varphi^{m}\right)+G_{h}(*)\left(h^{m+1}-h^{m}\right) \tag{3.29}
\end{equation*}
$$

that at $x_{0}$, using (3.5) and (2.8),

$$
G_{\varphi}(*)\left(\varphi^{m+1}-\varphi^{m}\right)<\left|G_{h}\right| \delta g\left(\left(\varphi_{n}^{m}-\varepsilon\right)^{+}\right) .
$$

But $K \leqq G_{\varphi}$ for some $K>0$, from (2.8) and in view of Lemma 3.3 and $\left|G_{h}\right|<K_{3}$ and $g^{\prime} \leqq k$; hence

$$
\left|\varphi^{m+1}-\varphi^{m}\right| \leqq\left(\frac{K_{3}}{K} k G_{*}\right) \delta
$$

where Lemma 3.5 was used, and so (3.27) is proved. Now (3.28) follows from (3.29) if we use (3.27), the necessary bounds on $G_{\varphi}, G_{h}$ and $g\left(\left(\varphi_{n}^{m}-\varepsilon\right)^{+}\right)<k G_{*}$.

Lemma 3.9. There exists a positive constant $C>0$, independent of $\delta$ and of $T$, such that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla\left(\frac{\varphi^{m+1}-\varphi^{m}}{\delta}\right)\right|^{2} \leqq C, \quad m \geqq 0 . \tag{3.30}
\end{equation*}
$$

Proof. From

$$
0=\delta^{-2} \int_{\Omega}\left(\varphi^{m+1}-\varphi^{m}\right) \Delta\left(\varphi^{m+1}-\varphi^{m}\right)
$$

we obtain

$$
\int_{\Omega}\left|\nabla\left(\frac{\varphi^{m+1}-\varphi^{m}}{\delta}\right)\right|^{2} \leqq \int_{\Gamma}\left|\frac{\varphi^{m+1}-\varphi^{m}}{\delta}\right|\left|\frac{\varphi_{n}^{m+1}-\varphi_{n}^{m}}{\delta}\right|
$$

and the right-hand side is bounded by (meas $\Gamma$ ) $\cdot \mathrm{C}_{1} \cdot \mathrm{C}_{2}$ in view of Lemma 3.8.
4. The weak solution. In this section we use the results of the time discretized problem, take the limit $\delta \rightarrow 0$ and deduce the existence of a weak solution to (2.1)-(2.4).

Definition 4.1. A weak solution to (2.1)-(2.4) is a pair $(\varphi, h)$ of functions such that for any $0<T<\infty$ :

$$
\begin{align*}
& \varphi \in W^{1,2}\left(0, T ; H^{1}(\Omega)\right) \cap C^{\alpha}(\bar{\Omega} \times[0, T]),  \tag{i}\\
& \varphi \in C^{1+\alpha}(\bar{\Omega}), \quad 0 \leqq t \leqq T, \\
& h, h_{t} \in C^{\alpha}(\Gamma \times[0, T])
\end{align*}
$$

for any $\alpha \in(0,1)$;
(ii)

$$
\begin{aligned}
& \Delta \varphi=0 \quad \text { in } \Omega, \quad 0 \leqq t \leqq T, \\
& \varphi=1 \quad \text { on } S \times[0, T] ;
\end{aligned}
$$

(iii) The (inward) normal derivative on $\Gamma, \varphi_{n}$, satisfies

$$
\varphi_{n} \in C^{\alpha}(\Gamma \times[0, T]) \quad \text { for any } \alpha \in(0,1)
$$

and

$$
\varphi_{n}=G(\varphi, h) \quad \text { on } \Gamma \times[0, T] ;
$$

$$
\begin{equation*}
h(x, t)=\sigma(x)+\int_{0}^{t} g\left(\left(\varphi_{n}(x, \tau)-\varepsilon\right)^{+}\right) d \tau \quad \text { on } \Gamma \times[0, T] . \tag{iv}
\end{equation*}
$$

Thus (2.1)-(2.4) are satisfied but the weak solution lacks some regularity with respect to $t$.

Theorem 4.2. There exists a unique weak solution to (2.1)-(2.4) for any $T>0$. Moreover

$$
\begin{equation*}
\varphi \in W^{1, \infty}\left(0, T ; H^{1}(\Omega)\right) . \tag{4.1}
\end{equation*}
$$

Proof. Let $\varphi^{m}$ be the solution of the time discretized problem (3.2)-(3.5) with $\delta=T / M$, such that $\delta<\sigma_{*} / k K_{2}$, and let $\varphi_{\delta}(x, t)$ denote the linear interpolation, in time, of the $\varphi^{m}$ 's, that is

$$
\begin{align*}
& \varphi_{\delta}(x, t)=\left[\varphi^{m}(x)-\varphi^{m-1}(x)\right][t-(m-1) \delta] \delta^{-1}+\varphi^{m-1}(x),  \tag{4.2}\\
& x \in \bar{\Omega}, \quad(m-1) \delta \leqq t \leqq m \delta .
\end{align*}
$$

By Lemma $3.1 \varphi^{m} \in C^{1+\alpha}(\bar{\Omega})$ for all $m \geqq 0$ and therefore $\varphi_{\delta} \in C^{1+\alpha}(\bar{\Omega})$, and by Lemma 3.7

$$
\begin{equation*}
\left\|\varphi_{\delta}\right\|_{C^{1+\alpha}(\bar{\Omega})} \leqq C, \quad 0 \leqq t \leqq T \quad \text { for any } \alpha \in(0,1) \tag{4.3}
\end{equation*}
$$

where $C$ depends on $\alpha$, and, here and below, $C$ is a constant independent of $\delta$.
From Lemma 3.8 we have that

$$
\begin{equation*}
\left|\frac{\partial \varphi_{\delta}}{\partial t}\right| \leqq C \quad \text { in } \bar{\Omega} \times[0, T] \tag{4.4}
\end{equation*}
$$

where $C$ is independent of $T$. Therefore there exists a constant $C$ such that for any $\alpha \in(0,1)$

$$
\begin{equation*}
\left\|\varphi_{\delta}\right\|_{C^{\alpha}(\bar{\Omega} \times[0, T])} \leqq C \tag{4.5}
\end{equation*}
$$

and $C$ depends on $\alpha$ but is independent of $T$. From Lemma 3.6 it follows that

$$
\begin{equation*}
\left\|\varphi_{\delta}\right\|_{H^{1}(\Omega)} \leqq \frac{C}{\sigma_{*}}, \quad 0 \leqq t \leqq T \tag{4.6}
\end{equation*}
$$

and $C$ is independent of $T$. From (4.4) we find that

$$
\begin{equation*}
\left\|\varphi_{\delta}\right\|_{H^{1}(\Omega \times(0, T))} \leqq C . \tag{4.7}
\end{equation*}
$$

Let $\delta \rightarrow 0$. For simplicity we use the same notation for subsequences. Then we have that

$$
\varphi_{\delta} \rightarrow \varphi\left\{\begin{array}{l}
\text { uniformly in } C^{\alpha}(\bar{\Omega} \times[0, T]) \quad \text { for any } \alpha \in(0,1),  \tag{4.8}\\
\text { uniformly in } C^{1+\alpha}(\bar{\Omega}), \quad 0 \leqq t \leqq T
\end{array}\right.
$$

Clearly the limit function satisfies $\varphi=1$ on $S$. Let $\zeta \in C_{0}^{\infty}(\Omega)$; then

$$
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi_{\delta}=0 \quad \forall \delta>0
$$

so (4.8) implies that

$$
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi=0
$$

and therefore $\Delta \varphi=0$ in $\Omega, t \in[0, T]$, so (ii) of the definition is satisfied. Now from Lemma 3.9 we have that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \frac{\partial \varphi_{\delta}}{\partial t}\right|^{2} d x \leqq C, \quad t \in(0, T) \tag{4.9}
\end{equation*}
$$

$C>0$ independent of $T$; hence together with (4.4), (4.6) and (4.8) it follows that as $\delta \rightarrow 0, \varphi \in W^{1, \infty}\left(0, T ; H^{1}(\Omega)\right)$, i.e. (4.1) holds.

Let $\varphi_{\delta, n}$ be the linear interpolations, in time, of the $\varphi_{n}^{m}$,

$$
\begin{align*}
\varphi_{\delta, n}(x, t)=\left[\varphi_{n}^{m+1}(x)-\varphi_{n}^{m}(x)\right][t-m \delta] \delta^{-1} & +\varphi_{n}^{m}(x),  \tag{4.10}\\
& x \in \Gamma, \quad m \delta \leqq t \leqq(m+1) \delta
\end{align*}
$$

then $\varphi_{\delta, n} \in C^{\alpha}(\Gamma)$, for any $\alpha \in(0,1)$, all $t \in[0, T]$, by Lemma 3.1. And

$$
\left\|\varphi_{\delta, n}\right\|_{C^{\alpha}(\Gamma)} \leqq C
$$

then Lemma 3.8 implies that

$$
\left|\frac{\partial \varphi_{\delta, n}}{\partial t}\right| \leqq C, \quad 0 \leqq t \leqq T
$$

where $C>0$ is independent of $T$; therefore $\varphi_{\delta, n}$ are uniformly bounded in $C^{\alpha}(\Gamma \times$ $[0, T])$ for any $\alpha \in(0,1)$.

It follows that

$$
\begin{equation*}
\varphi_{\delta, n} \rightarrow \psi \text { uniformly in } C^{\alpha}(\Gamma \times[0, T]) \tag{4.11}
\end{equation*}
$$

But for any $\zeta \in H^{1}(\Omega)$ with $\zeta=0$ on $S$ we have

$$
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi_{\delta}=-\int_{\Gamma} \zeta \varphi_{\delta, n}, \quad 0 \leqq t \leqq T ;
$$

then as $\delta \rightarrow 0$, in view of (4.8), we find that

$$
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi=-\int_{\Gamma} \zeta \psi, \quad 0 \leqq t \leqq T .
$$

It follows from (4.8) that the normal derivative $\varphi_{n}$ satisfies

$$
\varphi_{n}=\psi \quad \text { a.e. on } \Gamma, \quad t \in(0, T),
$$

but $\varphi_{n} \in C^{\alpha}(\Gamma), 0 \leqq t \leqq T$; hence $\varphi_{n} \in C^{\alpha}(\Gamma \times[0, T])$.
Let

$$
\begin{align*}
h_{\delta}(x, t) & =\sigma(x)+\int_{0}^{t} g\left(\left(\varphi_{\delta, n}(x, \tau)-\varepsilon\right)^{+}\right) d \tau  \tag{4.12}\\
& =\sigma(x)+\delta \sum_{i=0}^{m-1} g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right)+[t-m \delta] g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right)
\end{align*}
$$

for $m \delta \leqq t \leqq(m+1) \delta$. We used $\varphi(*)$ to denote the values of the function at some intermediate points $t_{i}<t_{i}^{*}<t_{i+1}$. So

$$
\begin{aligned}
h^{m}(x)-h_{\delta}(x, t)=\delta \sum_{0}^{m-1}\left\{g\left(\left(\varphi_{n}^{i}-\varepsilon\right)^{+}\right)-g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right)\right\} \\
-[t-m \delta] g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right) .
\end{aligned}
$$

But from the properties of $g$, (2.7), we find that

$$
\begin{gathered}
\left|g\left(\left(\varphi_{n}^{i}-\varepsilon\right)^{+}\right)-g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right)\right| \leqq k\left|\varphi_{n}^{i}-\varphi_{\delta, n}(*)\right|, \quad 0 \leqq i \leqq m-1, \\
g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right) \leqq k \varphi_{\delta, n}(*) .
\end{gathered}
$$

But from (4.10) and Lemmas 3.5 and 3.8, we obtain

$$
\begin{align*}
\left|\varphi_{n}^{i}-\varphi_{\delta, n}(*)\right| \leqq\left|\varphi_{n}^{i+1}-\varphi_{n}^{i}\right| \leqq C \delta, & 0 \leqq i \leqq m-1,  \tag{4.13}\\
|t-m \delta| g\left(\left(\varphi_{\delta, n}(*)-\varepsilon\right)^{+}\right) \leqq \delta k G_{*}, & m \delta \leqq t \leqq(m+1) \delta ;
\end{align*}
$$

hence

$$
\begin{equation*}
\left|h^{m}(x)-h_{\delta}(x, t)\right| \leqq C \delta \quad \text { on } \Gamma \times[0, T] \tag{4.14}
\end{equation*}
$$

Clearly $h_{\delta}(x, t) \in C^{\alpha}(\Gamma \times[0, T])$, since $\varphi_{\delta, n} \in C^{\alpha}(\Gamma \times[0, T])$. Moreover

$$
h_{\delta, t}=g\left(\left(\varphi_{\delta, n}-\varepsilon\right)^{+}\right)
$$

which means that

$$
h_{\delta, t} \in C^{\alpha}(\Gamma \times[0, T]) .
$$

As $\delta \rightarrow 0$

$$
\begin{equation*}
g\left(\left(\varphi_{\delta, n}-\varepsilon\right)^{+}\right) \rightarrow g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right) \quad \text { uniformly in } C^{\alpha}(\Gamma \times[0, T]) \tag{4.15}
\end{equation*}
$$

and therefore

$$
\left.\begin{array}{l}
h_{\delta}(x, t) \rightarrow h(x, t)  \tag{4.16}\\
h_{\delta, t}(x, t) \rightarrow h_{t}(x, t)
\end{array}\right\} \quad \text { uniformly in } C^{\alpha}(\Gamma \times[0, T]) .
$$

So, since (4.15) holds, we obtain that

$$
\begin{equation*}
\left\{h^{m}(x)\right\}_{m=0}^{M} \rightarrow h(x, t) \quad \text { as } \delta \rightarrow 0 \tag{4.17}
\end{equation*}
$$

and clearly (4.12) implies that

$$
\begin{equation*}
h(x, t)=\sigma(x)+\int_{0}^{t} g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right) d \tau \quad \text { on } \Gamma \times[0, T], \tag{4.18}
\end{equation*}
$$

so (iv) is satisfied. Also it follows from (4.16) that

$$
h, h_{t} \in C^{\alpha}(\Gamma \times[0, T])
$$

So (i) is satisfied and we are left with the second part of (iii), which follows from the uniform convergence in (4.8), (4.16), from (3.27) and the assumptions on G. More specifically, since

$$
\begin{equation*}
\varphi_{n}^{m}=G\left(\varphi^{m}, h^{m}\right) \rightarrow G(\varphi . h) \quad \text { as } \delta \rightarrow 0 \tag{4.19}
\end{equation*}
$$

where the limit is uniform on $\Gamma \times[0, T]$ and in view of (4.13), $\varphi_{n}^{m} \rightarrow \varphi_{n}$ and therefore $\varphi_{n}=G(\varphi, h)$ on $\Gamma \times[0, T]$, i.e. (iii) is satisfied. The proof of the uniqueness is very similar to that of Theorem 2.8.

For later references we collect some of the facts above.
Lemma 4.3. The weak solution ( $\varphi, h$ ) satisfies

$$
\begin{equation*}
\varphi\left(x, t_{1}\right) \leqq \varphi\left(x, t_{2}\right) \quad \text { in } \bar{\Omega} \quad \text { if } t_{1}<t_{2}, \tag{i}
\end{equation*}
$$

(ii) $\varphi \in C^{\alpha}(\bar{\Omega} \times[0, \infty)) \quad$ any $\alpha \in(0,1)$,
(iii) $\quad\|\varphi\|_{H^{1}(\Omega)} \leqq C, \quad 0 \leqq t \leqq T$,

## $C$ independent of $T$,

(iv) $\quad\left\|\nabla \varphi_{t}\right\|_{L^{2}(\Omega)} \leqq C, \quad 0 \leqq t \leqq T$,

## $C$ independent of $T$,

(v) $\quad \sigma_{*} \leqq h(x, t) \leqq 1+K_{2} / \varepsilon$.

Proof. (i) follows from (3.10). (ii) follows from (4.5) and (4.8). (4.6) and (4.8) imply (iii). (iv) is a consequence of (4.9). (v) follows from Lemma 3.3.

In order to obtain better regularity we assume, in addition, that
The partial derivatives $G_{s}(s, p)$ and $G_{p}(s, p)$ are $C^{\alpha}$ functions (any $\alpha \in(0,1)$ ) on compact subsets of $[0,1] \times \mathbb{R}_{+}$.
Then we can assert that under the assumptions of Theorem 4.2 and (4.20) we have for $0<T<\infty$ that the weak solution is a smooth solution (in the sense of $\S 2$ ).

Theorem 4.4. If in addition (4.20) holds then the weak solution $(\varphi, h)$ is a smooth solution, $\nabla \varphi$ is continuous in $\bar{\Omega} \times[0, T]$ and moreover

$$
\begin{array}{ll}
\varphi_{t}(\cdot, t) \in C^{1+\alpha}(\bar{\Omega}), \quad 0 \leqq t \leqq T \\
\varphi_{t} \in C^{\alpha}(\bar{\Omega} \times[0, T]), \\
\varphi_{n t} \in C^{\alpha}(\Gamma \times[0, T]) \tag{4.22}
\end{array}
$$

Proof. Let $\omega$ be a solution of

$$
\begin{align*}
& \Delta \omega=0 \text { in } \Omega, \\
& \omega=0 \quad \text { on } S,  \tag{4.23}\\
& \omega_{n}-G_{s}(\varphi, h) \omega=G_{p}(\varphi, h) h_{t} \text { on } \Gamma .
\end{align*}
$$

As, for $t \in[0, T], G_{p}(\varphi, h) h_{t}$ and $G_{s}(\varphi, h)$ are in $C^{\alpha}(\Gamma)$ then $\omega \in C^{1+\alpha}(\bar{\Omega})$. Since the solution to (4.23) is unique ( $G_{s} \geqq 0$ ) we find that $\omega=\varphi_{t}$ and therefore $\varphi_{t} \in C^{1+\alpha}(\bar{\Omega})$, $0 \leqq t \leqq T$. To show continuity in $t$ let $0 \leqq t_{1}, t_{2} \leqq T$ and set

$$
\begin{aligned}
& \varphi_{t}^{i}=\varphi_{t}\left(x, t_{i}\right), \quad h_{t}^{i}=h_{t}\left(x, t_{i}\right), \\
& G_{s}^{i}=G_{s}\left(\varphi\left(x, t_{i}\right), h\left(x, t_{i}\right)\right), \quad G_{p}^{i}=G_{p}\left(\varphi\left(x, t_{i}\right), h\left(x, t_{i}\right)\right), \quad i=1,2,
\end{aligned}
$$

and let $v=\varphi_{t}^{1}-\varphi_{t}^{2}$. Then $v$ satisfies $\Delta v=0$ in $\Omega, v=0$ on $S$ and

$$
v_{n}-\left(G_{s}^{1} \varphi_{t}^{1}-G_{s}^{2} \varphi_{t}^{2}\right)=G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}, \quad x \in \Gamma .
$$

The last equality can be written as

$$
\begin{equation*}
G_{s}^{1} v=v_{n}-\left(G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}\right)-\left(G_{s}^{1}-G_{s}^{2}\right) \varphi_{t}^{2} . \tag{4.24}
\end{equation*}
$$

If $v>0$ at some point then it attains its positive maximum on $\Gamma$ where, by the maximum principle, $v_{n}<0$. So

$$
\begin{equation*}
0<G_{s}^{1} v<\left|G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}\right|+\left|G_{s}^{1}-G_{s}^{2}\right|\left|\varphi_{t}^{2}\right| \tag{4.25}
\end{equation*}
$$

and a similar argument at a point of negative minimum (on $\Gamma$ ) gives

$$
\begin{equation*}
0<-G_{s}^{1} v<\left|G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}\right|+\left|G_{s}^{1}-G_{s}^{2}\right|\left|\varphi_{t}^{2}\right| . \tag{4.26}
\end{equation*}
$$

By (4.25), (4.26) and (2.8) we have

$$
\begin{equation*}
|v|=\left|\varphi_{t}^{1}-\varphi_{t}^{2}\right| \leqq K\left(\left\|G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}\right\|_{L^{\infty}(\Omega)}+\left\|G_{s}^{1}-G_{s}^{2}\right\|_{L^{\infty}(\Omega)}\left\|\varphi_{t}^{2}\right\|_{L^{\infty}(\Omega)}\right), \tag{4.27}
\end{equation*}
$$

and the right-hand side converges to zero as $\left|t_{2}-t_{1}\right| \rightarrow 0$; hence $\varphi_{t}$ is uniformly continuous. Now we divide (4.27) by $\left|t_{2}-t_{1}\right|^{\alpha}, \alpha \in(0,1)$, use the Hölder continuity of $G_{p}$, $G_{s}$, (4.20), and of $h_{t}$ and write

$$
G_{p}^{1} h_{t}^{1}-G_{p}^{2} h_{t}^{2}=\left(G_{p}^{1}-G_{p}^{2}\right) h_{t}^{1}+\left(h_{t}^{1}-h_{t}^{2}\right) G_{p}^{2} .
$$

It follows that

$$
\begin{equation*}
\frac{\left|\varphi_{t}^{1}-\varphi_{t}^{2}\right|}{\left|t_{1}-t_{2}\right|^{\alpha}} \leqq K, \tag{4.28}
\end{equation*}
$$

where $K$ depends on the data and on $T$ and is uniform in $\bar{\Omega}$. Hence $\varphi_{t} \in C^{\alpha}([0, T])$ uniformly in $\bar{\Omega}$ for any $\alpha \in(0,1)$. In (4.20) we used the fact that $\sigma_{*} \leqq h \leqq 1+K_{2} / \varepsilon$, (v) in Lemma 4.3. Combining this with $\varphi_{t} \in C^{1+\alpha}(\bar{\Omega})$ leads to the second part of (4.21).

Since $\varphi_{n t}=(\partial / \partial t) \varphi_{n}=G_{s} \varphi_{t}+G_{p} h_{t}$ then by the continuity we have $\varphi_{n t}=\varphi_{t n}$. Moreover the right-hand side is Hölder on $\Gamma, 0 \leqq t \leqq T$ and in view of the second part of (4.21) it is Hölder on [ $0, T$ ] uniformly on $\Gamma$; hence (4.22) follows.

It remains to prove the continuity of $\nabla \varphi$ in $\bar{\Omega} \times[0, T]$. Let $e$ be a unit vector in some (spatial) direction and denote by $\varphi_{e}$ the derivative of $\varphi$ in this direction.

By contradiction, if

$$
\left|\varphi_{e}\left(x, t_{0}+\delta t\right)-\varphi_{e}\left(x_{0}, t_{0}\right)\right| \geqq \gamma>0
$$

for $x-x_{0}=\delta x$ small, for some $\left(x_{0}, t_{0}\right) \in \bar{\Omega} \times[0, \infty)$, then rewriting and using the fact that $\varphi_{e} \in C^{\alpha}$, it is enough to assume that

$$
\begin{equation*}
\left|\varphi_{e}\left(x_{0}, t_{0}+\delta t\right)-\varphi_{e}\left(x_{0}, t_{0}\right)\right| \geqq \gamma . \tag{4.29}
\end{equation*}
$$

Let $\delta t=1 / m$ then since $\varphi_{m}(x)=\varphi\left(x, t_{0}+1 / m\right)$ is bounded uniformly in $C^{1+\alpha}$ then there exists a subsequence, also denoted by $m$, such that $\varphi_{m}(x) \rightarrow \bar{\varphi}(x)$ in $C^{1+\alpha}$ but $\varphi(x, t)$ are in $C^{\alpha}(\bar{\Omega} \times[0, T])$, hence $\bar{\varphi}(x)=\varphi\left(x, t_{0}\right)$. But clearly $\varphi_{m, e}(x) \rightarrow \bar{\varphi}_{e}(x)$ uniformly hence $\varphi_{m, e}(x)=\varphi_{e}\left(x, t_{0}+1 / m\right) \rightarrow \varphi_{e}\left(x, t_{0}\right)$ which is a contradiction to (4.29), at $x=x_{0}$.

This holds for any direction so $\nabla \varphi$ is continuous in $\bar{\Omega} \times[0, T]$.
If (4.20) holds then the solution satisfies the following corollary.
Corollary 4.5. It holds that

$$
\begin{equation*}
\varphi\left(x, t_{1}\right)<\varphi\left(x, t_{2}\right), \quad x \in \Omega \cup \Gamma \quad \text { if } t_{1}<t_{2} \tag{4.30}
\end{equation*}
$$

if for some $\bar{x} \in \Gamma, r>0, h(\bar{x}, r)>\sigma(\bar{x})$ then

$$
\begin{equation*}
h_{t}(\bar{x}, t)>0 \quad \forall t \geqq r . \tag{4.31}
\end{equation*}
$$

Proof. Since $(\varphi, h)$ is a smooth solution, it follows from Corollary 2.7. It follows from (4.31) and (2.4) that

$$
\begin{equation*}
\varphi_{n}(\bar{x}, t)>\varepsilon \quad \forall t \geqq r . \tag{4.32}
\end{equation*}
$$

5. The asymptotic limit. We consider the asymptotic behavior of the solution $(\varphi, h)$ of (2.1)-(2.4). For simplicity we assume (4.20) and so this is the smooth solution. It turns out that the steady state limit (as $t \rightarrow \infty$ ), which can be obtained formally by setting $h_{t}=0$ in (2.4) (or more precisely in (2.4)'-(2.4)"), can be characterized as a Signorini problem with an obstacle that depends on $\varphi(x, t)$. Moreover the interest in the limit from the practical point of view is obvious since the thickness of the paint coat after a long time can give an indication of the areas that will not be painted at all.

The steady-state problem associated with (2.1)-(2.4) is to find a pair $\{\bar{\varphi}(x), \bar{h}(x)\}$, $\bar{\varphi} \in C^{1}(\bar{\Omega}), \bar{h} \in L^{\infty}(\Gamma)$ and such that

$$
\begin{align*}
& \Delta \bar{\varphi}=0 \quad \text { a.e. in } \Omega,  \tag{5.1}\\
& \bar{\varphi}_{n}=G(\bar{\varphi}, \bar{h}) \quad \text { a.e. on } \Gamma, \quad \bar{\varphi}=1 \quad \text { on } S,  \tag{5.2}\\
& \bar{\varphi}_{n}(x)=\varepsilon \quad \text { if } \bar{h}(x)>\sigma(x), \\
& \bar{\varphi}_{n}(x) \leqq \varepsilon \quad \text { if } \bar{h}(x)=\sigma(x),
\end{align*}
$$

If we denote by $(\varphi(x, t), h(x, t))$ the smooth solution of (2.1)-(2.4) and $(\bar{\varphi}(x), \bar{h}(x))$ the solution of $(5.1)-(5.3)$ then we have the following theorem.

Theorem 5.1. $\varphi(x, t) \nearrow \bar{\varphi}(x)$ uniformly in $C^{\alpha}(\bar{\Omega})$, any $\alpha \in(0,1)$, and weakly in $H^{1}(\Omega)$ and $h(x, t) \nearrow \bar{h}(x)$ pointwise on $\Gamma$ as $t \rightarrow \infty$. Moreover $\bar{h}(x) \leqq K_{2} / \varepsilon$.

Proof. First suppose that $h(x, t)>\sigma(x)$ for some $x \in \Gamma, t>0$. Hence $\varphi_{n}(x, s)>\varepsilon$ for some $0<s \leqslant t$. Let $\tau=\sup \left\{s \leqq t ; \varphi_{n}(x, s)>\varepsilon\right\}$. Then $\varphi_{n}(x, \tau) \geqq \varepsilon$, and then it follows from (2.3) and (2.8) that

$$
\begin{equation*}
\varepsilon \leqq \varphi_{n}(x, \tau) \leqq G(1, h)<\frac{K_{2}}{h} . \tag{5.4}
\end{equation*}
$$

Therefore $h(x, \tau)<K_{2} / \varepsilon$ and clearly $h(x, t)<K_{2} / \varepsilon$ too. By Lemma 4.3(ii) $\varphi(x, t)$ is uniformly bounded in $C^{\alpha}(\bar{\Omega} \times[0, \infty))$. Let $\left\{t_{i}\right\}$ be a sequence such that $t_{i} \rightarrow \infty$ as $i \rightarrow \infty$. Consider the sequence of harmonic functions $\varphi_{i}(x)=\varphi\left(x, t_{i}\right)$. This sequence converges uniformly in $\bar{\Omega}$ to $\varphi_{*}(x)$. Clearly $\varphi_{*}(x)=1$ on $S$. By Lemma 4.3(iii) the $\varphi_{i}(x)$ are uniformly bounded in $H^{1}(\Omega)$ and hence $\varphi_{i}(x) \rightarrow \varphi_{*}(x)$ as $i \rightarrow \infty$ (a subsequence if necessary) weakly in $H^{1}(\Omega)$. Hence $\varphi_{*}(x)$ is a harmonic function in $\Omega$. By (2.3) and (2.8)

$$
0<\varphi_{n}=G(\varphi, h)<G\left(1, \sigma_{*}\right)=G_{*} \quad \text { on } \Gamma,
$$

which implies that $\sup \left|\varphi_{n}(x, t)\right| \leqq G_{*}<\infty$ where the supremum is in $(x, t) \in \Gamma \times[0, \infty)$. Therefore there exists a subsequence $\varphi_{i n}$ that converges to $\psi_{*}$ weak star in $L^{\infty}(\Gamma)$, i.e. for every $\zeta \in H^{1}(\Omega), \zeta=0$ on $S$,

$$
\begin{equation*}
\int_{\Gamma} \zeta \varphi_{i n} \rightarrow \int_{\Gamma} \zeta \psi_{*} . \tag{5.5}
\end{equation*}
$$

But since

$$
\begin{equation*}
\int_{\Gamma} \zeta \varphi_{i n}=-\int_{\Omega} \nabla \zeta \cdot \nabla \varphi_{i} \rightarrow-\int_{\Omega} \nabla \zeta \cdot \nabla \varphi_{*} \tag{5.6}
\end{equation*}
$$

it follows from (5.5) and (5.6) that $\psi_{*}$ is a generalized (inward) normal derivative of $\varphi_{*}$, so we denote it by $\varphi_{* n}$. Now it is clear that $h_{i}(x) \equiv h\left(x, t_{i}\right) \geqq h_{i-1}(x)$ and since $h_{i}(x)<K_{2} / \varepsilon$ it follows that $h_{i}(x) \nearrow \bar{h}(x)$ pointwise in $\Gamma$ and $\bar{h}(x) \leqq K_{2} / \varepsilon$. But then, using Lebesgue's theorem we obtain that

$$
\begin{equation*}
\int_{\Gamma} \zeta G\left(\varphi_{i}, h_{i}\right) \rightarrow \int_{\Gamma} \zeta G\left(\varphi_{*}, \bar{h}\right) \tag{5.7}
\end{equation*}
$$

where (2.8) was used, and this in turn together with (5.6) implies that

$$
\begin{equation*}
\varphi_{* n}=G\left(\varphi_{*}, \bar{h}\right) \quad \text { a.e. on } \Gamma . \tag{5.8}
\end{equation*}
$$

We can identify $\varphi_{*}(x)$ with $\bar{\varphi}(x)$, the unique solution of (5.1)-(5.2). Indeed if $\varphi_{1}$ and $\varphi_{2}$ satisfy (5.1), (5.2) with the same $\bar{h}$ then, from the monotonicity of $G$ with $\varphi$, it follows that if we multiply $\Delta\left(\varphi_{1}-\varphi_{2}\right)=0$ by $\left(\varphi_{1}-\varphi_{2}\right)$ and integrate over $\Omega$ we find

$$
\begin{align*}
\int_{\Omega}\left|\nabla\left(\varphi_{1}-\varphi_{2}\right)\right|^{2} & =-\int_{\Gamma}\left(\varphi_{1 n}-\varphi_{2 n}\right)\left(\varphi_{1}-\varphi_{2}\right)  \tag{5.9}\\
& =-\int_{\Gamma}\left(G_{1}-G_{2}\right)\left(\varphi_{1}-\varphi_{2}\right) \leqq 0
\end{align*}
$$

i.e., $\varphi_{1} \equiv \varphi_{2}$ since $\varphi_{1}=\varphi_{2}=1$ on $S$. It remains to show (5.3).

If $h_{i}(x)=\sigma(x)$ for some $x \in \Gamma$, all $i \geqq 1$, then from (2.4) it follows that $\varphi_{i n}(x) \leqq \varepsilon$ all $i \geqq 1$, and by the pointwise convergence $\bar{h}(x)=\sigma(x)$ and $\bar{\varphi}_{n} \leqq \varepsilon$ a.e. on $\Gamma \cap$ $\{\bar{h}(x)=\sigma(x)\}$. On the other hand if $h_{i}(x)>\sigma(x)$ for some $i>1$ then by (4.32) $\varphi_{j n}(x)>\varepsilon$ all $j \geqq i$ but since the integral in (2.4) converges uniformly ( $\bar{h}(x) \leqq K_{2} / \varepsilon$ ) hence $\varphi_{i n}(x) \searrow \varepsilon$ as $i \rightarrow \infty$ a.e. on $\Gamma \cap\{\bar{h}(x)>\sigma(x)\}$ thus (5.3) is satisfied a.e. on $\Gamma$.

We have
Lemma 5.2. The solution to (5.1)-(5.3) is unique.
Proof. Let $\left(\varphi_{1}, h_{1}\right)$ and ( $\varphi_{2}, h_{2}$ ) be two solutions. As in (5.9) above we find that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla\left(\varphi_{1}-\varphi_{2}\right)\right|^{2}=-\int_{\Gamma}\left(G\left(\varphi_{1}, h_{1}\right)-G\left(\varphi_{2}, h_{2}\right)\right)\left(\varphi_{1}-\varphi_{2}\right) . \tag{5.10}
\end{equation*}
$$

It is enough to show that the right-hand side of (5.10) is nonpositive. Indeed if $h_{1}, h_{2}>\sigma(x)$ then $\varphi_{1 n}(x)=\varepsilon=\varphi_{2 n}(x)$.

If $h_{1}(x)>\sigma(x)$ and $h_{2}(x)=\sigma(x)$ then $\varphi_{1 n}(x)=\varepsilon$ and $\varphi_{2 n}(x) \leqq \varepsilon$, and this means that $G_{1} \equiv G\left(\varphi_{1}, h_{1}\right)=\varepsilon \geqq G\left(\varphi_{2}, h_{2}\right) \equiv G_{2}$. So we want to show that $\varphi_{1} \geqq \varphi_{2}$. Assume that $\varphi_{1}(x)<\varphi_{2}(x)$ at $x \in \Gamma$, then

$$
\begin{align*}
0 \geqq\left(G_{1}-G_{2}\right)\left(\varphi_{1}-\varphi_{2}\right)= & \left(G\left(\varphi_{1}, h_{1}\right)-G\left(\varphi_{2}, h_{1}\right)\right)\left(\varphi_{1}-\varphi_{2}\right) \\
& +\left(G\left(\varphi_{2}, h_{1}\right)-G\left(\varphi_{2}, h_{2}\right)\right)\left(\varphi_{1}-\varphi_{2}\right)  \tag{5.11}\\
& >\left(G\left(\varphi_{2}, h_{1}\right)-G\left(\varphi_{2}, h_{2}\right)\right)\left(\varphi_{1}-\varphi_{2}\right),
\end{align*}
$$

since $G$ is strictly monotone increasing in $\varphi$, but $G$ is monotone decreasing in $h$ and $h_{1}>h_{2}$; hence $G\left(\varphi_{2}, h_{1}\right)-G\left(\varphi_{2}, h_{2}\right) \leqq 0$ and so the assumption $\left(\varphi_{1}-\varphi_{2}\right)<0$ leads to a contradiction in (5.11). Hence $\varphi_{1}-\varphi_{2} \geqq 0$ and therefore $\left(G_{1}-G_{2}\right)\left(\varphi_{1}-\varphi_{2}\right) \geqq 0$. The argument in the case when $h_{1}=\sigma(x)$ and $h_{2}>\sigma(x)$ is similar. Finally when $h_{1}=\sigma(x)=$ $h_{2}$ then $\left(G_{1}-G_{2}\right)\left(\varphi_{1}-\varphi_{2}\right) \geqq 0$ follows from the monotonicity of $G$ in $\varphi$.

From Theorem 5.1 and Lemma 5.2 we have the following theorem.
Theorem 5.3. Assume that $\partial \Omega$ is in $C^{1+\alpha}$, any $\alpha \in(0,1),(2.6)-(2.8)$ and (4.20) hold. Then there exists a unique solution ( $\bar{\varphi}, \bar{h}$ ) to the problem (5.1)-(5.3). Moreover

$$
\begin{equation*}
\bar{\varphi} \in C^{1+\alpha}(\bar{\Omega}), \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
\bar{h} \in C^{\alpha}(\Gamma) \text { for any } \alpha \in(0,1) . \tag{5.13}
\end{equation*}
$$

Proof. The uniqueness follows from Lemma 5.2. In addition we have that $\bar{\varphi} \in$ $H^{1}(\Omega)$. Recall that $\sigma_{*} \leqq \bar{h} \leqq K_{2} / \varepsilon$ and $0<c_{*}=\min _{\Gamma} \varphi(x, 0) \leqq \min _{\Gamma \times[0, \infty)} \varphi(x, t)$ (see (2.12)). Define

$$
\begin{equation*}
\Gamma^{+}=\{x \in \Gamma, \bar{h}(x)>\sigma(x)\} \tag{5.14}
\end{equation*}
$$

then $\Gamma^{+} \neq \varnothing$ by the assumption (2.11) and is open in $\Gamma$ by the continuity of $h(x, t)$ and the fact that $h(x, t)$ is monotone nondecreasing in $t$ on $\Gamma^{+}$. Let $x, y \in \Gamma^{+}$then $G=\varepsilon$ a.e. at these points and hence

$$
\begin{align*}
0 & =G(\bar{\varphi}(x), \bar{h}(x))-G(\bar{\varphi}(y), \bar{h}(y))  \tag{5.15}\\
& =G_{\varphi}(*)(\bar{\varphi}(x)-\bar{\varphi}(y))+G_{h}(*)(\bar{h}(x)-\bar{h}(y)) \quad \text { a.e. on } \Gamma^{+}
\end{align*}
$$

where $G_{\varphi}(*)$ and $G_{h}(*)$ were evaluated by the mean value theorem. Now since $c_{*}>0$ it follows from (2.8) that $0<k^{\prime}<\left|G_{h}(*)\right|<k^{\prime \prime}$ and therefore (5.15) can be rewritten as

$$
\begin{equation*}
k^{\prime}|\bar{h}(x)-\bar{h}(y)| \leqq K_{1}|\bar{\varphi}(x)-\bar{\varphi}(y)| \quad \text { a.e. on } \Gamma^{+} . \tag{5.16}
\end{equation*}
$$

But the right-hand side is Hölder continuous with exponent $\alpha$ in $\bar{\Gamma}^{+}$hence so is the left-hand side, i.e. $\bar{h}(x) \in C^{\alpha}\left(\bar{\Gamma}^{+}\right)$. Therefore $\bar{h} \in C^{\alpha}(\Gamma)$ since on $\Gamma \backslash \Gamma^{+}$we have $h(x)=$ $\sigma(x)$. But then, since $\bar{\varphi} \in C^{\alpha}(\bar{\Omega})$, we obtain by (5.2) that $\bar{\varphi}_{n} \in C^{\alpha}(\Gamma)$.

Let $\omega$ be a solution of

$$
\begin{array}{ll}
\Delta \omega=0 & \text { in } \Omega \\
\omega=1 & \text { on } S  \tag{5.17}\\
\omega_{n}=\bar{\varphi}_{n} & \text { on } \Gamma .
\end{array}
$$

Then $\omega \in C^{1+\alpha}(\bar{\Omega})$ and since the solution to (5.17) is unique we find that $\omega=\bar{\varphi}$ and therefore $\bar{\varphi} \in C^{1+\alpha}(\bar{\Omega})$, any $\alpha \in(0,1)$.

We are able to show that the solution $(\bar{\varphi}, \bar{h})$ of (5.1)-(5.3) is also a solution of a Signorini problem (see e.g. [5, p. 111]). To this end let the obstacle be defined by

$$
\begin{equation*}
Z(x)=\lim _{t \neg(x)} \varphi(x, t), \quad x \in \Gamma \tag{5.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau(x)=\sup \{0 \leqq t ; h(x, t)=\sigma(x)\}, \quad x \in \Gamma . \tag{5.19}
\end{equation*}
$$

Since $h$ is monotone nondecreasing in $t, \tau(x)$ is well defined and it can have the value $+\infty$.

We have the following lemma.
Lemma 5.4. $\tau(x)$ is continuous from above on $\Gamma^{+}$.
Proof. Clearly $\Gamma^{+}=\{x \in \Gamma, \tau(x)<\infty\}$, since if $x \in \Gamma^{+}$then $\bar{h}(x)>\sigma(x)$. Then for some $t<\infty, h(x, t)>\sigma(x)$, hence $\tau(x)<t<\infty$ and vice versa.

Now let $x_{0} \in \Gamma^{+}, \tau\left(x_{0}\right)=M$ and by (5.19) $h\left(x_{0}, \tau\left(x_{0}\right)\right)=\sigma\left(x_{0}\right)$ but $h\left(x_{0}, t\right)>\sigma\left(x_{0}\right)$ for all $t>\tau\left(x_{0}\right)$. Consider the solution $(\varphi, h)$ in $0 \leqq t \leqq 2 M$ and, by Theorem 4.2 $h \in C^{\alpha}(\Gamma \times[0,2 M])$. Then for any $x$ in a $\delta$-neighbourhood $N_{\delta} \subset \Gamma$ of $x_{0}, \tau(x)<3 M / 2$, $h(x, t)>\sigma(x)$ for $t>\tau(x), x \in N_{\delta}$. Also, if $\tau(x)>\tau\left(x_{0}\right)$, we have

$$
h\left(x_{0}, \tau(x)\right)-h(x, \tau(x))=\sigma\left(x_{0}\right)-\sigma(x)+\int_{\tau\left(x_{0}\right)}^{\tau(x)} g\left(\varphi_{n}\left(x_{0}, \tau\right)-\varepsilon\right) d \tau
$$

where we used (2.4) and the fact that $\varphi_{n}>\varepsilon$ for $t>\tau\left(x_{0}\right)$ at $x_{0}$, by (4.32). Hence

$$
0<\int_{\tau\left(x_{0}\right)}^{\tau(x)} g\left(\varphi_{n}\left(x_{0}, \tau\right)-\varepsilon\right) d \tau \leqq\left|\sigma(x)-\sigma\left(x_{0}\right)\right|+\left|h\left(x_{0}, \tau(x)\right)-h(x, \tau(x))\right|,
$$

but the right-hand side converges to zero as $x \rightarrow x_{0}$. Hence, since $g>0$ for $\varphi_{n}\left(x_{0}, t\right)>\varepsilon$, $t>\tau\left(x_{0}\right)$, it follows that $\tau(x) \searrow \tau\left(x_{0}\right)$.

Define

$$
\begin{equation*}
\mathbb{K}=\left\{\zeta \in H^{1}(\Omega) ; \zeta=1 \text { on } S, \zeta \geqq Z \text { on } \Gamma\right\}, \tag{5.20}
\end{equation*}
$$

then we prove the following.
Theorem 5.5. If (4.20) is satisfied then $(\bar{\varphi}, \bar{h})$ is a solution to (5.1)-(5.3) if and only if $\bar{\varphi}$ satisfies the variational inequality

$$
\begin{equation*}
\int_{\Omega} \nabla \bar{\varphi} \cdot \nabla(\zeta-\bar{\varphi})+\varepsilon \int_{\Gamma}(\zeta-\bar{\varphi}) \geqq 0 \quad \forall \zeta \in \mathbb{K}, \quad \bar{\varphi} \in \mathbb{K} . \tag{5.21}
\end{equation*}
$$

Remark 5.6. The fact that $(\bar{\varphi}, \bar{h})$ is a solution to a variational inequality is a result of its being the asymptotic limit of an evolutionary problem and indeed the obstacle $Z(x)$ is constructed from the time dependent solution. It may be interesting to investigate what classes of problems of the type (5.1)-(5.3) can be recast as variational inequalities via their imbedding in appropriate evolutionary problems.

Proof. It is enough to show that (5.21) is satisfied by $\varphi(x, t)$ as $t \rightarrow \infty$, where ( $\varphi, h$ ) is the solution to (2.1)-(2.4). For any $\zeta \in \mathbb{K}, 0<t<\infty$, we have

$$
\begin{equation*}
\int_{\Omega} \nabla \varphi(x, t) \cdot \nabla(\zeta-\varphi)+\varepsilon \int_{\Gamma}(\zeta-\varphi) \geqq-\int_{\Gamma}\left(\varphi_{n}-\varepsilon\right)(\zeta-\varphi) \geqq-\int_{\Gamma_{t}}\left(\varphi_{n}-\varepsilon\right)(\zeta-\varphi) \tag{5.22}
\end{equation*}
$$

where $\Gamma_{t}=\Gamma \cap\left\{x ; \varphi_{n}(x, t)>\varepsilon\right\}$ and Lemma 4.5 was used. Clearly $\Gamma_{t} \lambda \Gamma_{\infty}$ if $t \rightarrow \infty$ by (4.31) and so for any $\eta>0$ small and $M>0$ large there is a $\theta$ (depending only on $\eta$,
$\theta \rightarrow \infty$ if $\eta \rightarrow 0$ ) such that

$$
\begin{align*}
\int_{\theta}^{\theta+M} \int_{\Gamma_{t}}\left|\varphi_{n}-\varepsilon\right| & =\int_{\theta}^{\theta+M} \int_{\Gamma_{t}}\left(\varphi_{n}-\varepsilon\right)^{+} \\
& \leqq \frac{1}{k_{*}} \int_{\theta}^{\theta+M} \int_{\Gamma_{\theta}} g\left(\left(\varphi_{n}-\varepsilon\right)^{+}\right)+\eta M  \tag{5.23}\\
& \leqq K \int_{\Gamma_{\theta}} h(x, \theta+M)+\eta M \leqq \frac{K}{\varepsilon}+\eta M
\end{align*}
$$

where we used (2.7), the fact that $h \leqq K_{2} / \varepsilon$ and that $\Gamma_{\infty} \backslash \Gamma_{\theta} \rightarrow 0$ if $\theta \rightarrow \infty$, with an appropriate $K$.

We integrate (5.22) with respect to $\theta<t<\theta+M$, divide by $M$, use (5.23) and let $M \rightarrow \infty, \eta \rightarrow 0$. We find that $\bar{\varphi}(x) \equiv \lim _{t \rightarrow \infty} \varphi(x, t)$ satisfies (5.21).

The fact that $\bar{\varphi}(x) \in H^{1}(\Omega)$ follows from (5.12) and that $\bar{\varphi}=1$ on $S$ is clear. From the definition of $Z(x)$, (5.18), and from $\varphi\left(x, t_{1}\right) \leqq \varphi\left(x, t_{2}\right)$ for every $t_{1}<t_{2}$ it follows that $\bar{\varphi} \geqq Z$ on $\Gamma$, therefore $\bar{\varphi} \in \mathbb{K}$, as was claimed above.

Remark 5.7. It follows from Theorems 5.3 and 5.5 that the solution $\bar{\varphi}$ to the Signorini problem (5.21) is in $C^{1+\alpha}(\bar{\Omega})$ for any $\alpha \in(0,1)$.
6. A weak solution when $\sigma(x) \equiv 0$. Most of the bounds that were found in § 4 depend on the fact that $0<\sigma_{*} \leqq \sigma(x)$. Nevertheless using convex geometry and a monotonicity argument we are able to prove the existence of a weak solution to the degenerate case when $\sigma(x)=0$ on $\Gamma$; i.e. the case that was considered in [1] and [2]. To this end we invert the geometry and assume that $S$ is the inner boundary of $\Omega$ and $\Gamma$ is the outer boundary, both in $C^{1+\alpha}$, any $\alpha \in(0,1)$ and that $\Gamma$ is convex. For simplicity we take $g(s)=s, G(\varphi, h)=\varphi / h$ which satisfies (2.8) and (4.20) for $0<\varphi \leqq 1$ and $\sigma_{*} \leqq h \leqq 1+\varepsilon^{-1}$. In addition we take $\sigma(x)=\sigma$ where $\sigma \geqq 0$ is a constant. Thus we consider the problem

$$
\begin{align*}
& \Delta \varphi=0 \quad \text { in } \Omega, \quad 0 \leqq t \leqq T  \tag{6.1}\\
& \varphi=1 \quad \text { on } S, \quad 0 \leqq t \leqq T  \tag{6.2}\\
& h \varphi_{n}=\varphi \quad \text { on } \Gamma, \quad 0 \leqq t \leqq T  \tag{6.3}\\
& h=\sigma+\int_{0}^{t}\left(\varphi_{n}-\varepsilon\right)^{+} d \tau \quad \text { on } \Gamma, \quad 0 \leqq t \leqq T \tag{6.4}
\end{align*}
$$

We refer to $(6.1)-(6.4)$ as problem $\left(P_{\sigma}\right)$. Our interest is in $\left(P_{0}\right)$, which is the problem in the limit as $\sigma \rightarrow 0$. It follows from Theorem 4.4 that for any $\sigma>0$ the solution to $\left(P_{\sigma}\right)$ is smooth. On the other hand the weak solution to $\left(P_{0}\right)$ is essentially weaker than in definition 4.1, as the following definition shows.

Definition 6.1. A weak solution to problem $\left(P_{0}\right)$ is a pair of functions $(\varphi, h)$ such that for any $0<T<\infty$

$$
\begin{align*}
& \varphi \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right) \cap C^{\alpha}(\bar{\Omega} \times[0, T]),  \tag{i}\\
& h \in L^{\infty}(\Gamma \times(0, T)), \\
& h_{t} \in L^{\infty}\left(0, T ; L^{2}(\Gamma)\right),
\end{align*}
$$

for any $\alpha \in(0,1)$;
(ii) $\Delta \varphi=0 \quad$ in $\Omega, \quad 0 \leqq t \leqq T$,
$\varphi=1 \quad$ on $S, \quad 0 \leqq t \leqq T ;$
(iii) There exists a function $\varphi_{n} \in L^{\infty}\left(0, T ; L^{2}(\Gamma)\right)$ such that

$$
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi=-\int_{\Gamma} \zeta \varphi_{n}, \quad 0 \leqq t \leqq T
$$

for any smooth function $\zeta$ such that $\zeta=0$ in a neighborhood of $S$, thus $\varphi_{n}$ can be considered as a generalized (inward) normal derivative of $\varphi$;
(iv) $h \varphi_{n}=\varphi \quad$ a.e. on $\Gamma, \quad 0 \leqq t \leqq T$;
(v) $\quad h=\int_{0}^{t}\left(\varphi_{n}-\varepsilon\right)^{+} d \tau \quad$ a.e. on $\Gamma, \quad 0 \leqq t \leqq T$.

We want to prove the existence of a weak solution to $\left(P_{0}\right)$ as a monotone limit of (smooth) solutions to $\left(P_{\sigma}\right), \sigma>0$. To this end we need the following a priori estimates.

Lemma 6.2. Let $\omega$ be the solution of

$$
\begin{equation*}
\Delta \omega=0 \quad \text { in } \Omega, \quad \omega=1 \quad \text { on } S, \quad \sigma \omega_{n}=\omega \quad \text { on } \Gamma . \tag{6.5}
\end{equation*}
$$

Then there exists a constant $\theta>0$ that depends only on the geometry but is independent of $\sigma$, such that

$$
\begin{equation*}
0 \leqq \omega_{n}<\theta \quad \text { on } \Gamma \tag{6.6}
\end{equation*}
$$

for any $\sigma>0$.
Proof. From the maximum principle $\omega>0$ and $\omega_{n}>0$ on $\Gamma$. Let $x_{0} \in \Gamma$ be the point where $\max _{\Gamma} \omega_{n}$ is attained; at this point $\max _{\Gamma} \omega$ is attained too. Let $\Pi(x)$ be the hyperplane that passes through the point $\left(x_{0}, \omega\left(x_{0}\right)\right)$, i.e. $\Pi\left(x_{0}\right)=\omega\left(x_{0}\right)$, and has a slope $\theta=2 / d_{0}$ in the direction of the inner normal, where $d_{0}=\operatorname{dist}(\Gamma, S)$. From the assumption on the convexity of $\Gamma$ we have that $\Pi(x) \geqq \omega(x)$ on $\Gamma$ and by the construction $\Pi(x)>1$ on $S$. Hence $\Pi>\omega$ in $\Omega$ and therefore by the strong maximum principle, since $\Pi=\omega$ at $x_{0}, \theta=\Pi_{n}>\omega_{n}$ at $x_{0}$, i.e., (6.6) holds.

We use this to show the following.
Lemma 6.3. There holds for any $\sigma>0$

$$
\begin{equation*}
\int_{\Gamma}\left|\varphi_{n}\right|^{3} \leqq c, \quad 0 \leqq t \leqq T \tag{6.7}
\end{equation*}
$$

where $C>0$ depends on $\Gamma, \theta$ and $\varepsilon$ but is independent of $\sigma$ or $T$.
Proof. Let $(\varphi, h)$ be the solution to $\left(P_{\sigma}\right)$. Then $\varphi_{t} \in C^{\alpha}(\bar{\Omega} \times[0, T])$ by Theorem 4.4 and satisfies

$$
\begin{array}{lll}
\Delta \varphi_{t}=0 & \text { in } \Omega, & 0 \leqq t \leqq T, \\
\varphi_{t}=0 & \text { on } S, & 0 \leqq t \leqq T, \\
h \varphi_{t n}=\varphi_{t}-h_{t} \varphi_{n} & \text { on } \Gamma, & 0 \leqq t \leqq T \tag{6.10}
\end{array}
$$

We multiply (6.8) by $\varphi_{t}$, integrate over $\Omega$, integrate by parts and use (6.9) to obtain (for any $t \in[0, T]$ )

$$
\begin{equation*}
0 \leqq \int_{\Omega}\left|\nabla \varphi_{t}\right|^{2}=-\int_{\Gamma} \varphi_{t} \varphi_{t n} \tag{6.11}
\end{equation*}
$$

Now we multiply (6.10) by $\varphi_{i n}$ and integrate over $\Gamma$. Using (6.11) and the equation $h_{t}=\left(\varphi_{n}-\varepsilon\right)^{+}$we get

$$
\begin{equation*}
\int_{\Gamma}\left(\varphi_{n}-\varepsilon\right) \varphi_{n} \varphi_{n t} \leqq \int_{\Gamma}\left(\varphi_{n}-\varepsilon\right)^{+} \varphi_{n} \varphi_{n t} \leqq \int_{\Gamma} \varphi_{t} \varphi_{t n} \leqq 0 \tag{6.12}
\end{equation*}
$$

where the left inequality follows from the observation that if $\varphi_{n} \leqq \varepsilon$ then $h_{t}=0$. Hence from (6.10) it follows that $\varphi_{t n}>0$. We rewrite (6.12) as

$$
\int_{\Gamma}\left(\varphi_{n}-\varepsilon\right)^{2} \varphi_{n t}+\varepsilon \int_{\Gamma}\left(\varphi_{n}-\varepsilon\right) \varphi_{n t} \leqq 0,
$$

i.e.,

$$
\frac{d}{d t} \int_{\Gamma}\left\{\frac{1}{3}\left(\varphi_{n}-\varepsilon\right)^{3}+\frac{\varepsilon}{2}\left(\varphi_{n}-\varepsilon\right)^{2}\right\} \leqq 0
$$

or

$$
\begin{align*}
& \int_{\Gamma}\left\{\frac{1}{3}\left(\varphi_{n}(x, t)-\varepsilon\right)^{3}+\frac{\varepsilon}{2}\left(\varphi_{n}(x, t)-\varepsilon\right)^{2}\right\} d x \\
& \quad \leqq \int_{\Gamma}\left\{\frac{1}{3}\left(\varphi_{n}(x, 0)-\varepsilon\right)^{3}+\frac{\varepsilon}{2}\left(\varphi_{n}(x, 0)-\varepsilon\right)^{2}\right\} d x \tag{6.13}
\end{align*}
$$

Now clearly $\varphi(x, 0)=\omega(x)$ where $\omega$ is the solution of (6.5) and therefore $\varphi_{n}(x, 0) \leqq \theta$ by (6.6) and so (6.13) implies (6.7), and also

$$
\begin{equation*}
\int_{\Gamma} \varphi_{n}^{2} \leqq C . \tag{6.14}
\end{equation*}
$$

Lemma 6.4. There holds for any $\sigma>0$

$$
\begin{equation*}
\|\varphi\|_{H^{1}(\Omega)} \leqq C, \quad 0 \leqq t \leqq T \tag{6.15}
\end{equation*}
$$

where $C$ is independent of $\sigma$ and of $T$.
Proof. We integrate $(\varphi-1) \Delta \varphi$ over $\Omega$ and find

$$
\int_{\Omega}|\nabla \varphi|^{2}=\int_{\Gamma}(1-\varphi) \varphi_{n} \leqq \frac{1}{2} \int_{\Gamma}(1-\varphi)^{2}+\frac{1}{2} \int_{\Gamma} \varphi_{n}^{2} \leqq C
$$

where we used $0 \leqq \varphi \leqq 1$ and (6.14), for any $0 \leqq t \leqq T$.
We denote by $\left\{\varphi_{\sigma}, h_{\sigma}\right\}$ the smooth solution to $\left(P_{\sigma}\right), \sigma>0$. We have that the sequences $\left\{\varphi_{\sigma}\right\}$ and $\left\{h_{\sigma}\right\}$ are monotone increasing with $\sigma>0$.

Lemma 6.5. Let $0<\sigma_{1}<\sigma_{2}$ and let $\varphi_{\sigma_{i}} \equiv \varphi_{i}, h_{\sigma_{i}} \equiv h_{i}, i=1,2$ be the smooth solutions to $\left(P_{\sigma_{i}}\right)$. Then

$$
\begin{array}{lll}
\varphi_{1} \leqq \varphi_{2} & \text { in } \Omega \cup \Gamma, & 0 \leqq t \leqq T,  \tag{6.16}\\
h_{1} \leqq h_{2} & \text { on } \Gamma, & 0 \leqq t \leqq T .
\end{array}
$$

Proof. Define the set $\Sigma=\{t \in[0, T]$; (6.16) holds for $t\}$. We have that $0 \in \Sigma$.
Indeed at $t=0$ we have $h_{1}=\sigma_{1}<\sigma_{2}=h_{2}$ by assumption. Let $\varphi=\varphi_{2}-\varphi_{1}$, then $\Delta \varphi=0$ in $\Omega$ and $\varphi=0$ on $S$ and

$$
\begin{equation*}
\varphi=\varphi_{2}-\varphi_{1}=\sigma_{2} \varphi_{2 n}-\sigma_{1} \varphi_{1 n} \quad \text { on } \Gamma . \tag{6.17}
\end{equation*}
$$

Let $x_{0} \in \Gamma$ be a nonpositive minimum point of $\varphi$; then by the strong maximum principle $\varphi_{n}>0$ at $x_{0}$, and so $\varphi_{2 n}>\varphi_{1 n}$ which is impossible by (6.17). So $\min _{\Gamma} \varphi>0$ and hence

$$
\begin{array}{lll}
\varphi_{1}<\varphi_{2} & \text { in } \Omega \cup \Gamma, & t=0,  \tag{6.18}\\
h_{1}<h_{2} & \text { on } \Gamma, & t=0 .
\end{array}
$$

By continuity there exists $t_{*}>0$ such that $\left[0, t_{*}\right) \subset \Sigma$. If $t_{*}<T$ then there exists $x_{0} \in \Gamma$ such that $h_{1}\left(x_{0}, t_{*}\right)=h_{2}\left(x_{0}, t_{*}\right)$. Assume that $h_{1} \neq h_{2}$ at $t=t_{*}$. By the proof of (6.18) we have $\varphi_{1}\left(x, t_{*}\right)<\varphi_{2}\left(x, t_{*}\right)$ in $\Omega \cup \Gamma$. Then it follows from

$$
0<\varphi=\varphi_{2}-\varphi_{1}=h_{2} \varphi_{2 n}-h_{1} \varphi_{1 n}, \quad x_{0} \in \Gamma, \quad t=t_{*}
$$

that $\varepsilon<\varphi_{1 n}<\varphi_{2 n}$; hence $h_{1 t}=\left(\varphi_{1 n}-\varepsilon\right)<\left(\varphi_{2 n}-\varepsilon\right)=h_{2 t}$ at $x_{0} \in \Gamma, t=t_{*}$ but this implies, by continuity, that $h_{2}\left(x_{0}, t\right)<h_{1}\left(x_{0}, t\right)$ for $t_{*}-\delta<t<t_{*}$, some $\delta>0$, which is a contradiction to the definition of $t_{*}$. If $h_{1} \equiv h_{2}$ at $t_{*}$, then if $\varphi_{1} \not \equiv \varphi_{2}$ the argument is as above. If $\varphi_{1} \equiv \varphi_{2}$ at $t=t_{*}$ then this holds for every $t \geqq t_{*}$ because of the uniqueness, and (6.16) holds trivially on [ $\left.t_{*}, T\right]$.

Now we can assert that problem ( $P_{0}$ ) has a weak solution (as in Definition 6.1). Thus the problem that was considered in [1] and in [2] has a weak solution.

Theorem 6.6. There exists a weak solution ( $\varphi, h$ ) to problem ( $P_{0}$ ). Moreover $0 \leqq h \leqq 1+\varepsilon^{-1}$.

Proof. Let $\left\{\varphi_{\sigma}, h_{\sigma}\right\}$ be the solutions to $\left(P_{\sigma}\right)$ with $\sigma>0$. It follows from Lemma 3.4 that $\left\{\varphi_{\sigma}\right\}$ is bounded uniformly in $C^{\alpha}(\bar{\Omega} \times[0, T])$ independently of $\sigma>0$, and Lemma 6.4 implies that the same holds true in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right.$. For all $\sigma>0, \sigma \leqq h_{\sigma} \leqq$ $1+1 / \varepsilon$, from Lemma $4.3(\mathrm{v})$ with $K_{2}=1$. Therefore as we let $\sigma \rightarrow 0$ we obtain

$$
\varphi_{\sigma} \searrow \varphi\left\{\begin{array}{l}
\text { uniformly in } C^{\alpha}(\bar{\Omega} \times[0, T]),  \tag{6.19}\\
\text { weakly in } H^{1}(\Omega), 0 \leqq t \leqq T, \\
\text { monotonically on } \bar{\Omega} \times[0, T]
\end{array}\right.
$$

and

$$
h_{\sigma} \searrow h\left\{\begin{array}{l}
\text { weak }^{*} \text { in } L^{\infty}(\Gamma \times(0, T)),  \tag{6.20}\\
\text { monotonically on } \Gamma \times[0, T] .
\end{array}\right.
$$

From the uniform convergence $\varphi_{0} \searrow \varphi$ we have $\varphi=1$ on $S, 0 \leqq t \leqq T$ and $\varphi$ is harmonic in $\Omega, 0 \leqq t \leqq T$, thus parts of (i) and (ii) of Definition 6.1 are satisfied.

It follows from Lemma 6.3 that $\left\{\varphi_{\sigma, n}\right\}$ is bounded in $L^{3}(\Gamma), 0 \leqq t \leqq T$, independently of $\sigma>0$. Thus $\varphi_{\sigma, n} \rightarrow \psi$ weakly in $L^{3}(\Gamma), 0 \leqq t \leqq T$ and therefore, by Sobolev's theorem (see e.g. [8]),

$$
\begin{equation*}
\varphi_{\sigma, n} \rightarrow \psi \quad \text { strongly in } L^{2}(\Gamma), \quad 0 \leqq t \leqq T . \tag{6.21}
\end{equation*}
$$

Let $\zeta$ be a smooth function such that $\zeta=0$ on $S$, then

$$
\begin{equation*}
\int_{\Omega} \nabla \zeta \cdot \nabla \varphi_{\sigma}=-\int_{\Gamma} \zeta \varphi_{\sigma, n}, \quad 0 \leqq t \leqq T \tag{6.22}
\end{equation*}
$$

for all $\sigma>0$. Then (6.19)) and (6.21) give, as $\sigma \rightarrow 0$, that

$$
\begin{equation*}
\int_{\Gamma} \nabla \zeta \cdot \nabla \varphi=-\int_{\Gamma} \zeta \psi, \quad 0 \leqq t \leqq T . \tag{6.23}
\end{equation*}
$$

Therefore, since $\Delta \varphi=0$ in $\Omega, \psi$ can be identified with a generalized (inward) normal derivative of $\varphi$, so we write $\varphi_{n}=\psi$ where (6.23) is understood. Thus (iii) is satisfied. Letting $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we multiply (6.3) by $\zeta$ and integrate over $\Gamma$ and then let $\sigma \rightarrow 0$, then (6.19)-(6.21) give

$$
\begin{equation*}
\int_{\Gamma} \zeta h \varphi_{n}=\int_{\Gamma} \zeta \varphi, \quad 0 \leqq t \leqq T, \tag{6.24}
\end{equation*}
$$

and so (iv) is satisfied, but moreover $h \varphi_{n} \in C^{\alpha}(\Gamma \times[0, T])$. Finally we multiply (6.4) by $\zeta$ and integrate over $\Gamma$, so

$$
\int_{\Gamma} \zeta h_{\sigma}=\sigma \int_{\Gamma} \zeta+\int_{\Gamma} \int_{0}^{t} \zeta\left(\varphi_{\sigma, n}-\varepsilon\right)^{+} d \tau, \quad 0 \leqq t \leqq T .
$$

Letting $\sigma \rightarrow 0$ and using (6.20) and (6.21) we get

$$
\begin{equation*}
\int_{\Gamma} \zeta h=\int_{\Gamma} \int_{0}^{t} \zeta\left(\varphi_{n}-\varepsilon\right)^{+} d \tau, \quad 0 \leqq t \leqq T, \tag{6.25}
\end{equation*}
$$

and so (v) is satisfied. Moreover by differentiating with respect to $t$ in (6.25),

$$
h_{t}=\left(\varphi_{n}-\varepsilon\right)^{+} \quad \text { a.e. on } \Gamma, \quad 0 \leqq t \leqq T,
$$

and therefore $h_{t} \in L^{\infty}\left(0, T ; L^{2}(\Gamma)\right)$. This completes (i) and therefore the proof of the theorem.
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# ASYMPTOTICS OF A RATHER UNUSUAL TYPE IN A FREE BOUNDARY PROBLEM* 
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$$
\begin{aligned}
& \text { Abstract. We consider the singular perturbation problem } \\
& \qquad-\varepsilon \Delta u+\frac{u}{1+u}=f \text { in } \Omega \in \mathbb{R}^{2}
\end{aligned}
$$

with $u=0$ on $\partial \Omega$. There is a region where $u$ blows up as $\varepsilon \downarrow 0$, whose boundary $S$ is solution of a free boundary problem. Across $S$ there is a sharp transition layer phenomenon. We construct a uniform asymptotic expansion in $\bar{\Omega}$ which exhibits two rather unusual features: the regular expansion in the subdomain inside $S$ has singularities as $S$ is approached; the structure of the local expansion along $S$ involves fractional powers of $\varepsilon$ multiplied by powers of $\ln \varepsilon$. We prove the validity of the expansion using barrier-function techniques.

Key words. singular perturbations, free boundary, matched asymptotic expansions, nonlinear elliptic boundary value problems

AMS(MOS) subject classifications. 35B25, 35J75

1. Introduction. In this paper we take up a problem that has been studied by Brauner and Nicolaenko [5], [6], [7] and analyse it by the method of matched asymptotic expansions [1]. Let us first formulate the problem, then summarize some relevant results and show why further analysis is needed and is nontrivial.

Let the function $u$ be a solution of

$$
\begin{align*}
& -\varepsilon \Delta u+\frac{u}{1+u}=f(x) \quad \text { in } \Omega \subset \mathbb{R}^{2}, \\
& u=0 \quad \text { on } \partial \Omega . \tag{1.1}
\end{align*}
$$

$\Omega$ is a bounded open domain without holes, the boundary $\partial \Omega$ is smooth and connected and $\Omega$ lies everywhere on one side of $\partial \Omega$. The function $f(x)$ has the following properties:

$$
\begin{equation*}
f \in C^{\infty}(\bar{\Omega}), \quad f \geqq 0, \quad \max _{x \in \bar{\Omega}} f(x)>1, \quad f<1 \quad \text { on } \partial \Omega . \tag{1.2}
\end{equation*}
$$

From the theory of monotone operators and regularity theory for solutions of elliptic boundary value problems it follows that for a given $\varepsilon>0$ (1.1) with $f$ as in (1.2) has a unique solution $\boldsymbol{u} \in C^{\infty}(\bar{\Omega})$ (cf. [3], [4]). Furthermore, a priori bounds for this solution can be given as

$$
\begin{equation*}
0 \leqq u \leqq \frac{K}{\varepsilon} \cdot \max _{\Omega} f(x) \tag{1.3}
\end{equation*}
$$

For the lower bound we refer to [5]. The upper bound is valid with $K=\left|(-\Delta)^{-1}\right|$. Here $(-\Delta)^{-1}$ denotes the inverse of the Laplacian with Dirichlet boundary condition considered as a bounded operator from $C(\bar{\Omega})$ into $C(\bar{\Omega})$, where $C(\bar{\Omega})$ is endowed with

[^71]the maximum norm $\left|\left.\right|_{\max }\right.$ and $\left\|(-\Delta)^{-1}\right\|$ denotes its operator norm. The upper bound follows, since
$$
u \leqq|u|_{\max }=\varepsilon^{-1}\left|(-\Delta)^{-1}\left(f-\frac{u}{1+u}\right)\right|_{\max } \leqq \varepsilon^{-1}\left\|(-\Delta)^{-1}\right\|\left|f-\frac{u}{1+u}\right|_{\max }
$$
and, using (1.2), $|f-u /(1+u)| \leqq \max _{\bar{\Omega}} f$.
We aim to study and construct asymptotic approximations for $u$, valid for small positive values of $\varepsilon$.

From Brauner and Nicolaenko [6], [7] we have the following results. Consider the rescaled function $w=\varepsilon u$. $w$ converges for $\varepsilon \downarrow 0$ to a function $w_{0} \in W^{2, p}(\Omega) \cap C^{1}(\bar{\Omega})$, $p \geqq 2$, where the convergence takes place strongly in $H_{0}^{1}(\Omega)$ and weakly in $W^{2, p}(\Omega)$. Note that $w_{0} \geqq 0$. We introduce

$$
\begin{align*}
& \Omega_{+}=\frac{\operatorname{def}}{=}\left\{x \in \Omega \mid w_{0}(x)>0\right\}, \quad S=\partial \Omega_{+}, \\
& \Omega_{0}=\operatorname{int}\left\{x \in \Omega \mid w_{0}(x)=0\right\} . \tag{1.4}
\end{align*}
$$

In this paper we consider the situation where the open set $\Omega_{+}$has no holes, its boundary $S$ is smooth and connected and $\Omega_{+}$lies everywhere on one side of $S . S$ is called the free boundary and we suppose that $S$ has a positive distance to $\partial \Omega$, i.e., $\bar{\Omega}_{+} \subset \Omega$. We mention that regularity results on the free surface $S$ in 2 dimensions have been established once $S$ is a Jordan curve (cf. [8] or [20], [21]). (See Fig. 1.)

In this situation $w_{0}$ restricted to $\bar{\Omega}_{+}$is in $C^{\infty}\left(\bar{\Omega}_{+}\right)$, and $w_{0}$ solves the obstacle problem

$$
\begin{align*}
& -\Delta w_{0}=f-1 \text { in } \Omega_{+}, \\
& w_{0}=0 \text { on } S,  \tag{1.5}\\
& \frac{\partial w_{0}}{\partial n}=0 \text { on } S .
\end{align*}
$$

Furthermore, in $\Omega_{0}$ we have $f<1$ (cf. [8]) and $u(x)$ converges pointwise as $\varepsilon \downarrow 0$ to the function $U_{0}(x)$, which is the unique solution of the formal limit of the equation (1.1), i.e.,

$$
\begin{equation*}
\frac{U_{0}}{1+U_{0}}=f . \tag{1.6}
\end{equation*}
$$
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Finally we can show [5], [10] that

$$
\begin{equation*}
\max _{x \in S} f(x)<1 \tag{1.7}
\end{equation*}
$$

Hence $U_{0}(x)$ is well defined in $\bar{\Omega}_{0}$ and $U_{0} \in C^{\infty}\left(\bar{\Omega}_{0}\right)$.
From the point of view of asymptotic approximations we can summarize these results by stating that in $\Omega_{+}$the solution $u$ is approximated by $(1 / \varepsilon) w_{0}$, while in $\Omega_{0}$ the approximation is given by $U_{0}$. A natural question arises now: can one construct asymptotic expansions in these domains and global expansion of $u$ valid in the whole domain $\bar{\Omega}$ ?

Let us show that the question is highly nontrivial by attempting in an elementary way to construct an expansion in $\Omega_{+}$. We write

$$
\begin{equation*}
w=\varepsilon u \tag{1.8}
\end{equation*}
$$

and obtain for $w$ the problem

$$
\begin{equation*}
-\Delta w+\frac{\varepsilon}{\varepsilon+w}=f-1 \quad \text { in } \Omega_{+} . \tag{1.9}
\end{equation*}
$$

This suggests an expansion

$$
\begin{equation*}
w=w_{0}+\varepsilon w_{1}+\varepsilon^{2} w_{2}+\cdots . \tag{1.10}
\end{equation*}
$$

With $w_{0}$ as defined by (1.5) one gets for $w_{1}$ the problem

$$
\begin{equation*}
-\Delta w_{1}=-\frac{1}{w_{0}} \text { in } \Omega_{+} . \tag{1.11}
\end{equation*}
$$

Clearly the right-hand side is singular on the boundary $S$ of $\Omega_{+}$. For higher terms of the expansion (1.10) one gets equations with stronger singularities.

One must realize at this stage that in a singular perturbation problem (1.1) one should expect along the "free boundary" $S$ the occurrence of a transition layer in which the solution varies rapidly. Regular expansions of the type (1.10) can be expected to be valid only in compact subsets of $\Omega_{+}$. Relations between regular expansions and expansions in the layer are established by matching. Also, one should realize that the structure of the expansions is not known a priori and that terms other than those depicted in (1.10) can (and will) occur.

In this paper we construct asymptotic expansions for the solution $u$ of (1.1) up to an arbitrary order of accuracy and prove their validity. Our motivation in performing the analysis was not only to provide a full answer to the problem of asymptotic expansions for the specific equation (1.1). We also found that the problem at hand was a true challenge even to experienced practitioners of asymptotic analysis. We therefore hope that the techniques and reasoning that we have developed may be useful in other problems of a similar nature.

Let us now sketch the contents of the following sections: Section 2: The regular expansion in $\Omega_{0}$ and the layer at $\partial \Omega$; Section 3: The principal terms in the internal layer at $S$ and in the expansion in $\Omega_{+}$; Section 4: Higher order terms near $S$ and in $\Omega_{+}$; Section 5: Matching relations of the internal layer at $S$ and the expansions in $\Omega_{0}, \Omega_{+}$; Section 6: Composition of a global approximation $Z_{N}$ and estimation of the error $u-Z_{N}$; Section 7: Discussion of some generalisations.

From the point of view of asymptotic expansion, § 2 will be rather straightforward. However, in the following sections the construction process contains some surprising elements. For example, the structure of the asymptotic expansions near the free surface $S$ and in $\Omega_{+}$turns out to be unusual; not only do fractional orders of $\varepsilon$ appear as
order functions, but so do fractional orders of $\varepsilon$ multiplied with powers of $\ln \varepsilon$. Partial results in this sense were also announced by Frank and Wendt, cf. [9]. One of the nontrivial aspects of the construction will be to determine which order functions are needed in the local expansions near $S$ and in $\Omega_{+}$. For precise information on these order functions, see $\S \S 3$ and 4 . Another interesting phenomenon in the construction is the unavoidable occurrence of singularities in the higher order terms of the expansion in $\Omega_{+}$when the variables approach the free surface. This requires a rather delicate analysis separating the singularities from the regular parts of the terms. We then show that these singularities match the layer at $S$ and that the layer changes the singularities coming from $\Omega_{+}$into regular terms (see §§ 4 and 5 ). To demonstrate the validity of the constructed global approximation we use an estimation result based on barrierfunction techniques (see §6). Using the results in that section we can improve the convergence statements made earlier in this introduction. For example, if $K$ is an $\varepsilon$-independent compact subset of $\Omega_{0}$, then

$$
\begin{equation*}
\max _{x \in K}\left|u-U_{0}\right|=O(\varepsilon) \quad \text { for } \varepsilon \downarrow 0 \tag{1.12}
\end{equation*}
$$

Instead of an estimate $\left\|w-w_{0}\right\|_{H_{0}^{1}(\Omega)}=O(\sqrt{\varepsilon})$ and weak convergence in $W^{2, p}(\Omega)$ we obtain here

$$
\begin{align*}
& \left\|w-w_{0}\right\|_{C^{1}(\bar{\Omega})}=O(\sqrt{\varepsilon}) \quad \text { for } \varepsilon \downarrow 0,  \tag{1.13}\\
& \left\|w-w_{0}\right\|_{W^{2, p}(\Omega)}=O\left(\varepsilon^{q}\right) \quad \text { for } \varepsilon \downarrow 0 \text { with } q=1 /(2 p) . \tag{1.14}
\end{align*}
$$

Finally, in the discussion of generalisations in $\S 7$ we consider the effects of domains of dimension $>2$, of more general second order elliptic operators and of more general nonlinearities. To conclude this introduction we remark that the work of M. Garbey's thesis lies at the basis of this report (cf. [10]) and that some of the results can be found summarised in [11].
2. The regular expansion in $\boldsymbol{\Omega}_{\mathbf{0}}$ and the layer at $\boldsymbol{\partial} \boldsymbol{\Omega}$. From the point of view of techniques of singular perturbations, this section is very straightforward. We simply need the results in the sequel.

In $\Omega_{0}$ we construct a local formal approximation of the solution $u$ as

$$
\begin{equation*}
u \simeq U^{M} \underset{\operatorname{def}}{=} \sum_{k=0}^{M} \varepsilon^{k} U_{k}(x) . \tag{2.1}
\end{equation*}
$$

Substitution in (1.1) provides us with a recursive system of equations:

$$
\begin{equation*}
\frac{U_{0}}{\left(1+U_{0}\right)}=f, \quad \text { i.e. } U_{0}=\frac{f}{(1-f)} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{n+1}=\left(1+U_{0}\right)^{2} \cdot\left\{\Delta U_{n}+F_{n+1}\left(U_{0}, \cdots, U_{n}\right)\right\} \tag{2.3}
\end{equation*}
$$

with

$$
\begin{aligned}
F_{n+1} & =\left[\frac{\partial^{n+1}}{\partial \varepsilon^{n+1}}\left(1+U_{0}+\sum_{k=1}^{n} \varepsilon^{k} U_{k}\right)^{-1}\right]_{\varepsilon=0} \\
& =\sum_{m=2}^{n} \frac{(-1)^{m}}{\left(1+U_{0}\right)^{m+1}} \sum_{\substack{k \in \mathbb{N} \\
|k|=n}} \prod_{i=1}^{m} U_{k_{i}} .
\end{aligned}
$$

The system for the $U_{n}$ 's can be solved uniquely and each $U_{n}$ is in $C^{\infty}\left(\bar{\Omega}_{0}\right)$ because of (1.2) and (1.7).

In general $U_{0}$ and also the other $U_{n}$ 's will not satisfy the Dirichlet boundary condition on $\partial \Omega$. As a consequence we need a layer along $\partial \Omega$ to correct this.

As usual (cf. [1], [12]) we put

$$
\begin{equation*}
u \simeq Z_{0}^{M} \underset{\text { def }}{=} U^{M}+G^{M} H\left(\frac{d(x)-d_{0}}{d_{0}}\right) \quad \text { with } G^{M}=\sum_{k=0}^{2 m+1}(\sqrt{\varepsilon})^{k} G_{k}(\zeta, \omega) . \tag{2.4}
\end{equation*}
$$

Here $\zeta$ is the layer variable

$$
\begin{equation*}
\zeta=\frac{d(x)}{\sqrt{\varepsilon}} \tag{2.5}
\end{equation*}
$$

where $d(x)$ denotes the distance of a point $x$ to $\partial \Omega$.
For $x \in \Omega$ we denote by $\tilde{x}$ a point on $\partial \Omega$ such that $|x-\tilde{x}|=d(x)$. Note that $\tilde{x}$ is uniquely determined by $x$ for $x \in \hat{D}=\{x \in \bar{\Omega} \mid d(x) \leqq \hat{d}\}$ with a certain $\hat{d}>0$ depending on the curvature of $\partial \Omega$. For $x \in \hat{D}$ we define $\omega(x)$ as the distance from $\tilde{x}$ along $\partial \Omega$ to a certain reference point 0 on $\partial \Omega$ measured say in clockwise orientation, $0 \leq \omega<L$ with $L=$ length $(\partial \Omega)$. (See Fig. 2.)


Fig. 2. $x=\tilde{x}(\omega)+d \nu(\omega)$ with $\nu$ the inward normal on $\partial \Omega,\left\langle\nu, \tilde{x}^{\prime}\right\rangle=0,\left\langle\tilde{x}^{\prime}, \tilde{x}^{\prime}\right\rangle=\langle\nu, \nu\rangle=1$.
The function $H$ is introduced in order to avoid singularities in the transformation $x \rightarrow(d, \omega) . H$ is a $C^{\infty}$ cut-off function

$$
H(s)=\left\{\begin{array}{ll}
1 & \text { for } s \leqq \frac{1}{2}  \tag{2.6}\\
0 & \text { for } s \geqq 1
\end{array} \text { and } H^{\prime}(s) \leqq 0 .\right.
$$

The constant $d_{0}$ is chosen sufficiently small (say $\frac{1}{3} \hat{d}$ ), so that $x \rightarrow\left(d, e^{i 2 \pi \omega / L}\right)$ is a $C^{\infty}$-diffeomorphism from $\left\{x \in \bar{\Omega} \mid d(x) \leqq d_{0}\right\}$ onto $\left[0, d_{0}\right] \times T$ with $T=\{z \in \mathbb{C}| | z \mid=1\}$.

Substitution in (1.1) leads us to:

$$
\begin{equation*}
\frac{\partial^{2} G_{0}}{\partial \zeta^{2}}=\frac{1}{1+\gamma}-\frac{1}{1+\gamma+G_{0}} \tag{2.7}
\end{equation*}
$$

with $\gamma(\omega)=\left.U_{0}\right|_{\partial \Omega}(\omega) \geqq 0$. Further, we want $G_{0}$ to satisfy the following boundary conditions:

$$
\begin{equation*}
\left.G_{0}\right|_{\zeta=0}=-\gamma, \quad G_{0} \rightarrow 0 \quad \text { for } \zeta \rightarrow \infty . \tag{2.8}
\end{equation*}
$$

In this way $G_{0}$ is uniquely determined. As a function of $\zeta$ for a fixed $\omega$ it is given by

$$
\begin{equation*}
\int_{-\gamma /(1+\gamma)}^{G_{0} /(1+\gamma)} \frac{d g}{\sqrt{2[g-\ln (1+g)]}}=\frac{\zeta}{1+\gamma} \quad \text { if } \gamma(\omega)>0 \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{0} \equiv 0 \quad \text { if } \gamma(\omega)=0 . \tag{2.10}
\end{equation*}
$$

If $\gamma(\omega)<0$ then $G_{0}(\zeta, \omega)$ is strictly increasing on $[0, \infty)$. The behaviour for $\zeta \rightarrow \infty$ can be described more explicitly if we note that

$$
\begin{equation*}
G_{0}=C \exp \left(-\frac{\zeta}{1+\gamma}\right) \cdot \exp \left(-\int_{G_{0} /(1+\gamma)}^{0} W(g) d g\right) \tag{2.11}
\end{equation*}
$$

with $C=\gamma \exp \left(-\int_{-\gamma /(1+\gamma)}^{0} W(g) d g\right)$.
Using the implicit function theorem we see that $G_{0}$ is exponentially decreasing for $\zeta \rightarrow \infty$. Moreover, $G_{0}$ depends smoothly on $\omega, \zeta$ and all derivatives $\partial^{k+l} G_{0} / \partial \zeta^{k} \partial \omega^{l}$ vanish exponentially for $\zeta \rightarrow \infty$.

For the higher order terms $G_{n}$ we find problems of the following type:

$$
\begin{align*}
& \frac{\partial^{2} G_{n+1}}{\partial \zeta^{2}}-\frac{G_{n+1}}{\left(1+\gamma+G_{0}\right)^{2}}=F_{n+1}\left(G_{0}, \cdots, G_{n}\right),  \tag{2.12}\\
& \left.G_{n+1}\right|_{\zeta=0}=0 \text { if } n+1 \text { odd, }=-\left.U_{p}\right|_{\partial \Omega} \text { if } n+1 \text { even, with } p=\frac{1}{2}(n+1)
\end{align*}
$$

and

$$
\begin{aligned}
F_{n+1}= & \frac{1}{(n+1)!}\left[\frac{\partial}{\partial \delta^{n+1}} \bar{F}^{(n)}\right]_{\delta=0}, \\
\bar{F}^{(n)}= & 1-f(\delta \zeta, \omega)-\delta^{2} \sum_{k=0}^{M} \delta^{2 k}\left(\Delta U_{k}\right)(\delta \zeta, \omega) \\
& -\left\{1+\sum_{k=0}^{M} \delta^{2 k} U_{k}(\delta \zeta, \omega)+\sum_{k=0}^{n} \delta^{k} G_{k}(\zeta, \omega)\right\}^{-1} \\
& -\left\{\delta^{2} h^{-1} \frac{\partial^{2}}{\partial \omega^{2}}+\delta h^{-1} d_{1} \frac{\partial}{\partial \zeta}+\delta^{2} h^{-2} d_{2} \frac{\partial}{\partial \omega}\right\} \sum_{k=n}^{n} \delta^{k} G_{k}(\zeta, \omega),
\end{aligned}
$$

where $\delta$ is a shorthand notation for $\sqrt{\varepsilon}$.
Note that by construction of the $U_{k}$ 's

$$
\begin{equation*}
1-f-\varepsilon \Delta U^{M}-\left(1+U^{M}\right)^{-1}=O\left(\delta^{2 M+2}\right)=O\left(\varepsilon^{M+1}\right) \tag{2.13}
\end{equation*}
$$

uniformly on $\bar{\Omega}_{0}$. Using this and induction with respect to $n$ it is not difficult to show that (2.12) has a unique solution, which vanishes exponentially for $\zeta \rightarrow \infty$ :

$$
\begin{gather*}
G_{n+1}(\zeta, \omega)=K(\zeta, \omega) \cdot \int_{0}^{\infty} K\left(\zeta_{1}, \omega\right)^{-2} \int_{\zeta 1}^{\infty} K\left(\zeta_{2}, \omega\right) F_{k+1}\left(\zeta_{2}\right) d \zeta_{2} d \zeta_{1}  \tag{2.14}\\
+G_{n+1}(0, \omega) \cdot K(\zeta, \omega)
\end{gather*}
$$

In this expression $K(\zeta, \omega)$ is a suitably chosen solution of the homogeneous equation with $K(0, \omega)=1$ :

$$
\begin{aligned}
& K(\zeta, \omega)=\bar{C}(\omega) \frac{\partial G_{0}}{\partial \zeta}(\zeta, \omega) \\
& \bar{C}(\omega)=[2(-\breve{\gamma}-\ln (1-\breve{\gamma}))]^{1 / 2} \quad \text { with } \check{\gamma}=\gamma /(1+\gamma) .
\end{aligned}
$$

Using (2.11) one can check that $K$ is smoothly dependent on $\omega$, even when $\gamma(\omega)$ has a zero. Moreover, it is not difficult to see that not only $G_{n+1}$ but also derivatives like $\partial^{k+l} G_{n+l} / \partial \zeta^{k} \partial \omega^{l}$ vanish exponentially for $\zeta \rightarrow \infty$.

To conclude this section we remark that the approximation constructed up to now, i.e., $Z_{0}^{M}$ as given in the right-hand side of (2.4), is such that

$$
\begin{equation*}
-\varepsilon \Delta Z_{0}^{M}+\frac{Z_{0}^{M}}{1+Z_{0}^{M}}=f-r \tag{2.15}
\end{equation*}
$$

where the error term $r$ is $O\left(\varepsilon^{M+1}\right)$ uniformly on $\bar{\Omega}_{0}$. That is, for $d(x) \geqq \frac{1}{2} d_{0} r$ is given by the right-hand side of (2.13), apart from some additional exponentially small terms when $\frac{1}{2} d_{0} \leqq d(x) \leqq d_{0}$. In the region $0 \leqq d(x) \leqq \frac{1}{2} \delta_{0}$ the error is equal to

$$
\bar{F}^{(2 M+2)}-\left.\sum_{n=0}^{2 M+1} \frac{\delta^{n}}{n!} \frac{\partial \bar{F}^{(2 M+2)}}{\partial \delta^{n}}\right|_{\delta=0} .
$$

Using (2.12) and the exponential decay of the $G_{n}$ 's we find that this expression is indeed $O\left(\delta^{2 M+2}\right)$.

It is now clear that this formal approximation in the subdomain $\Omega_{0}$ is of the order $O\left(\varepsilon^{M+1}\right)$, where $M$ can be taken arbitrarily large. In $\S \S 3,4$ and 5 we shall work toward such a result in $\Omega \backslash \Omega_{0}$.
3. The principal terms in the internal layer at $S$ and in the expansion in $\boldsymbol{\Omega}_{+}$. In this section we commence the study of the transition layer along $S$ and the expansion in $\Omega_{+}$. The main objective is to determine the set of order functions occurring in various expansions. The difficulties due to singular behaviour of the expansion in $\Omega_{+}$ do not occur yet. The next term of the expansion of $u$ in $\Omega_{+}$turns out to be $\ln \varepsilon \cdot \mathrm{w}_{1}$, where $w_{1}$ is the solution of a well-defined Dirichlet problem for the Laplace's equation in $\Omega_{+}$.

In order to describe the local approximation of the solution in the layer at the free surface $S$ (see Fig. 3) we use the following coordinates. The $\rho$ coordinate is


FIG. 3. $x=\hat{x}(\theta)+\rho n(\theta)$ with $n$ the normal on $S$ in the direction of $\Omega_{+} ;\left\langle n, \hat{x}^{\prime}\right\rangle=0,\left\langle\hat{x}^{\prime}, \hat{x}^{\prime}\right\rangle=\langle n, n\rangle=1$. Note that $\rho>0$ in $\Omega_{+}, \rho<0$ in $\Omega_{0}$; for points sufficiently close to $S|\rho|=$ distance to $S, 0 \leqq \theta<\theta_{0}$ where $\theta_{0}=$ length ( $S$ ).
stretched in a significant way:

$$
\begin{equation*}
\xi=\rho / \sqrt{\varepsilon} . \tag{3.1}
\end{equation*}
$$

In these coordinates the operator $\varepsilon \Delta$ is given by

$$
\begin{equation*}
\varepsilon \Delta=\frac{\partial^{2}}{\partial \xi^{2}}+\varepsilon g^{-1} \frac{\partial^{2}}{\partial \theta^{2}}+\sqrt{\varepsilon} \cdot g^{-1} e_{1} \frac{\partial}{\partial \xi}-\varepsilon \cdot g^{-2} \cdot e_{2} \frac{\partial}{\partial \theta} \tag{3.2}
\end{equation*}
$$

with $g=1+2 \sqrt{\varepsilon} \xi a+\varepsilon \xi^{2} b, e_{1}=\sqrt{\varepsilon} \xi b+a, e_{2}=\sqrt{\varepsilon} \xi a^{\prime}+\frac{1}{2} \varepsilon \xi^{2} b^{\prime}$ and $a=\left\{n^{\prime}, \hat{x}^{\prime}\right\rangle, b=\left\langle n^{\prime}, n^{\prime}\right\rangle$, where ' denotes differentiation with respect to $\theta$. For the local approximation of the solution near $S$ we put

$$
\begin{equation*}
u \simeq \psi_{0}(\xi, \theta)+\delta_{1} \psi_{1}(\xi, \theta)+\delta_{2} \psi_{2}(\xi, \theta)+\cdots . \tag{3.3}
\end{equation*}
$$

In this expansion the magnitudes of the higher order terms $\delta_{1}(\varepsilon), \delta_{2}(\varepsilon)$, etc., are unknown at the start of the construction. They will be determined during the construction process.

If we recall (1.5), it is clear that the local approximation in $\Omega_{+}$will be of the following type:

$$
\begin{equation*}
u \simeq \varepsilon^{-1} w_{0}+\bar{\delta}_{1} \bar{w}_{1}+\cdots \tag{3.4}
\end{equation*}
$$

Again the magnitude $\bar{\delta}_{1}(\varepsilon)$ has to be found during the construction. Let us now first deduce the principal term in the layer.

The equation for $\psi_{0}$ is obtained from the $O(1)$ terms in (1.1) by substituting (3.2) for $\varepsilon \Delta$. It is the following O.D.E.:

$$
\begin{equation*}
\frac{\partial^{2} \psi_{0}}{\partial \xi^{2}}=1-\hat{f}-\frac{1}{1+\psi_{0}} \tag{3.5}
\end{equation*}
$$

The variable $\theta$ acts only as a parameter. Here $\hat{f}$ denotes $\left.f\right|_{s}$. This function depends only on $\theta$, it is smooth and periodic and $0<\hat{f}<1$ (see (1.2) and (1.7)). In addition to (3.5), matching provides us with "boundary conditions" for $\xi \rightarrow-\infty$ and $\xi \rightarrow+\infty$. Expanding the regular expansion in $\Omega_{0}$ in the $\xi, \theta$ variables we obtain:

$$
\begin{equation*}
\lim _{\xi \rightarrow-\infty} \psi_{0}=\hat{\gamma} \tag{3.6}
\end{equation*}
$$

with $\hat{\gamma}=\left._{\text {def }} U_{0}\right|_{s}=\hat{f} /(1-\hat{f})$. From (1.5) it follows that $w_{0}=\frac{1}{2}(1-\hat{f}) \rho^{2}+O\left(\rho^{3}\right)$ for $\rho \downarrow 0$. As a consequence, expansion of (3.4) in $\xi, \theta$ coordinate leads us to

$$
\begin{equation*}
\psi_{0}=\frac{1}{2}(1-\hat{f}) \xi^{2}+o\left(\xi^{2}\right) \quad \text { for } \xi \rightarrow \infty \tag{3.7}
\end{equation*}
$$

The solutions of (3.5)-(3.7) can easily be found. Namely, (3.6), (3.5) imply that $\partial^{2} \psi_{0} / \partial \xi^{2}$ and also $\partial \psi_{0} / \partial \xi$ vanish for $\xi \rightarrow-\infty$. Multiplication of (3.5) with $\partial \psi_{0} / \partial \xi$ and integration yields

$$
\begin{align*}
& \psi_{0}=\hat{\gamma}+(1+\hat{\gamma}) v\left(\frac{\xi}{1+\hat{\gamma}}\right), \\
& \int_{v_{0}}^{v} \frac{d z}{\sqrt{2[z-\ln (1+z)]}}=\eta \quad \text { with } v_{0}>0 . \tag{3.8}
\end{align*}
$$

Here the lower endpoint $v_{0}(\theta)$ plays the role of a free constant, possibly depending on $\theta$. Eventually $v_{0}(\theta)$ will be determined by a matching argument. The function $v(\eta, \theta)$ is strictly increasing on $(-\infty, \infty)$ from 0 to $+\infty$.

Let us have a closer look at the asymptotic behaviour of $\psi_{0}$ for both $\xi \rightarrow-\infty$ and $\xi \rightarrow+\infty$. Using a procedure as in (2.11) we find that

$$
\begin{equation*}
v=c e^{\eta}\left(1+O\left(e^{\eta}\right)\right) \quad \text { for } \eta \rightarrow-\infty \tag{3.9}
\end{equation*}
$$

with $c=v_{0} \exp \left(\int_{0}^{v_{0}} W(g) d g\right)>0$. Since

$$
\begin{equation*}
\frac{\partial \psi_{0}}{\partial \xi}(\xi, \theta)=\sqrt{2[v-\ln (1+v)]}\left(\frac{\xi}{1+\hat{\gamma}}\right), \tag{3.10}
\end{equation*}
$$

it is also clear that

$$
\begin{equation*}
\frac{\partial \psi_{0}}{\partial \xi}=c e^{\xi / 1+\hat{\gamma}}\left(1+O\left(e^{\xi / 1+\hat{\gamma}}\right)\right) \quad \text { for } \xi \rightarrow-\infty . \tag{3.11}
\end{equation*}
$$

For the analysis of the behaviour for $\xi \rightarrow-\infty$ we introduce

$$
\begin{equation*}
I(z)=(2 z)^{-1 / 2} \cdot\left\{\left(1-z^{-1} \ln (1+z)\right)^{-1 / 2}-1\right\} . \tag{3.12}
\end{equation*}
$$

Note that $I(z)=O\left(z^{-3 / 2} \ln z\right)$ for $z \rightarrow \infty$; hence, $I(z)$ is integrable at $\infty$.
Since

$$
\begin{equation*}
\frac{1}{\sqrt{2[z-\ln (1+z)]}}=\frac{1}{\sqrt{2 z}}+I(z) \tag{3.13}
\end{equation*}
$$

the implicit formula for $v$ in (3.8) can be written as

$$
\begin{equation*}
v=\frac{1}{2}\left\{\eta+\left(\sqrt{2 v_{0}}-\int_{v_{0}}^{\infty} I(z) d z\right)+\int_{v}^{\infty} I(z) d z\right\}^{2}, \tag{3.14}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
v(\eta, \theta)=\frac{1}{2} \eta^{2} \cdot\left\{1+2 \eta^{-1}\left(\sqrt{2 v_{0}}-\int_{v_{0}}^{\infty} I(z) d z\right)+o\left(\eta^{-1}\right)\right\} \quad \text { for } \eta \rightarrow \infty \tag{3.15}
\end{equation*}
$$

For $\psi_{0}$ this means

$$
\begin{equation*}
\psi_{0}(\xi, \theta)=\frac{1}{2}(1-\hat{f}) \xi^{2}+\left\{\sqrt{2 v_{0}}-\int_{v_{0}}^{\infty} I(z) d z\right\} \xi+o(\xi) \quad \text { for } \xi \rightarrow \infty . \tag{3.16}
\end{equation*}
$$

Next we observe that the linear term in $\xi$ in $\psi_{0}$ gives rise to an $O\left(\varepsilon^{-1 / 2}\right)$ term when reexpanded in the $\rho, \theta$ variables in $\Omega_{+}$. Now let us take in (3.4)

$$
\begin{equation*}
\bar{\delta}_{1}=\varepsilon^{-1 / 2} . \tag{3.17}
\end{equation*}
$$

Then $\bar{w}_{1}$ has to satisfy the equation

$$
\begin{equation*}
\Delta \bar{w}_{1}=0 . \tag{3.18}
\end{equation*}
$$

Matching with the layer at the free surface, which has no $O\left(\varepsilon^{-1 / 2}\right)$ term, makes it necessary that

$$
\begin{equation*}
\bar{w}_{1}=0 \quad \text { on } S . \tag{3.19}
\end{equation*}
$$

The conclusion is

$$
\begin{equation*}
\bar{w}_{1} \equiv 0 \quad \text { in } \bar{\Omega}_{+} . \tag{3.20}
\end{equation*}
$$

Another consequence of the matching is that the linear term in $\xi$ in (3.16) equals $\partial \bar{w}_{1} /\left.\partial n\right|_{s}$ and hence vanishes, i.e.,

$$
\begin{equation*}
\sqrt{2 v_{0}}=\int_{v_{0}}^{\infty} I(z) d z . \tag{3.21}
\end{equation*}
$$

Thus the value of $v_{0}$ follows indeed by a matching argument. Somewhat surprisingly $v_{0}>0$ does not depend on $\theta$.

The leading term $\psi_{0}$ in the layer is now completely known. It will be important to have a precise description of the asymptotics of $\psi_{0}$ for $\xi \rightarrow \infty$.

Lemma 1. Let us denote

$$
\begin{equation*}
\eta_{1}=\frac{\ln \xi}{\xi^{2}}, \quad \eta_{2}=\frac{1}{\xi^{2}} . \tag{3.22}
\end{equation*}
$$

Then there exists a $\xi_{0}>0$ such that for $\xi$ sufficiently large, $\xi \geqq \xi_{0}$

$$
\begin{equation*}
\psi_{0}=\frac{1}{2}(1-\hat{f}) \xi^{2}+\frac{2}{1-\hat{f}} \ln \xi+T\left(\theta, \eta_{1}, \eta_{2}\right) \tag{3.23}
\end{equation*}
$$

where for $\eta_{1}, \eta_{2}$ sufficiently small: $\left|\eta_{1}\right|<\nu,\left|\eta_{2}\right|<\nu$ and $\theta \in\left[0, \theta_{0}\right)$.
(i) $T$ is smooth and $T$ is periodic in $\theta$,
(ii) $T$ has a convergent power series in $\eta_{1}$ and $\eta_{2}$,

$$
T=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} T_{k l} \eta_{1}^{k} \eta_{2}^{l} .
$$

Proof of Lemma 1. The function $v$ satisfies the equation

$$
\begin{equation*}
\sqrt{2 v}=\eta \cdot\left\{1+\eta^{-1} \int_{v}^{\infty} I(z) d z\right\} . \tag{3.24}
\end{equation*}
$$

Now put

$$
\begin{equation*}
v=\frac{1}{2} \eta^{2}(1+\hat{v})^{2} . \tag{3.25}
\end{equation*}
$$

After a change of the integration variable $z=\eta^{2} s$ we obtain

$$
\begin{equation*}
\hat{v}=\int_{\frac{1}{2}(1+\hat{v})^{2}}^{\infty}(2 s)^{-1 / 2}\left\{\left[1-s^{-1}\left(2 \hat{\eta}_{1}+\hat{\eta}_{2} \ln s+\hat{\eta}_{2} \ln \left(1+\hat{\eta}_{2} s^{-1}\right)\right)\right]^{-1 / 2}-1\right\} d s \tag{3.26}
\end{equation*}
$$

with

$$
\hat{\eta}_{1}=\frac{\ln \eta}{\eta^{2}}, \quad \hat{\eta}_{2}=\frac{1}{\eta^{2}} .
$$

For a moment we consider $\hat{\eta}_{1}$ and $\hat{\eta}_{2}$ as independent variables. An application of the implicit function theorem (cf. [13]) shows that for $\hat{\eta}_{1}, \hat{\eta}_{2}$ sufficiently small $\hat{v}$ is analytic in $\hat{\eta}_{1}$ and $\hat{\eta}_{2}$ with

$$
\begin{equation*}
\hat{v}(0,0)=0, \quad \frac{\partial \hat{v}}{\partial \hat{\eta}_{1}}(0,0)=2 . \tag{3.27}
\end{equation*}
$$

Using (3.8), (3.25) and expressing $\hat{\eta}_{1}, \hat{\eta}_{2}$ in terms of $\eta_{1}, \eta_{2}$ and $\hat{\gamma}$, we find a transcription of this result for $\psi_{0}$ :

$$
\begin{equation*}
\psi_{0}=\hat{\gamma}+\frac{1}{2}(1+\hat{\gamma})^{-1} \xi^{2}\left[1+\hat{v}\left((1+\hat{\gamma})^{2}\left(\eta_{1}-\eta_{2} \ln (1+\hat{\gamma})\right),(1+\hat{\gamma})^{2} \eta_{2}\right)\right]^{2} . \tag{3.28}
\end{equation*}
$$

Herewith the growing terms for $\xi \rightarrow \infty$ in (3.23) are easily checked. Further, we deduce from (3.28) that

$$
\begin{equation*}
\psi_{0}=\xi^{2} S\left(\theta, \eta_{1}, \eta_{2}\right) \tag{3.29}
\end{equation*}
$$

where $S$ has the properties (i) and (ii) as indicated in the lemma. However, (3.29) still differs from (3.23), but a little trick is helpful.

Substitution of (3.28) in the O.D.E. (3.5) yields

$$
\begin{equation*}
\frac{\partial^{2} \psi_{0}}{\partial \xi^{2}}=1-\hat{f}-\frac{2(1+\hat{\gamma})}{\xi^{2}}+\frac{1}{\xi^{2}} \hat{S}\left(\theta, \eta_{1}, \eta_{2}\right) \tag{3.30}
\end{equation*}
$$

where $\hat{S}$ has the properties (i) and (ii) and $\hat{S}(\theta, 0,0)=0$. Integrating twice in (3.30), meanwhile using the fact that $\psi_{0}$ does not contain a linear term for $\xi \rightarrow \infty$, we find (3.23).

As a consequence of the behaviour of $\psi_{0}$ for $\xi \rightarrow \infty$ we need in the expansion in $\Omega_{+}$a term of magnitude $\ln (\varepsilon)$, i.e.,

$$
\begin{equation*}
u=\varepsilon^{-1} w_{0}+\ln \varepsilon \cdot w_{1}+\cdots \tag{3.31}
\end{equation*}
$$

where $w_{1}$ is the solution of

$$
\begin{align*}
& \Delta w_{1}=0,  \tag{3.32}\\
& w_{1}=2(1-\hat{f})^{-1} \quad \text { on } S . \tag{3.33}
\end{align*}
$$

But this reflects back on the layer at $S$. It is easy to see that matching requires that the next order term in the layer expansion correspond to

$$
\begin{equation*}
\delta_{1}=\sqrt{\varepsilon} \cdot \ln \varepsilon, \tag{3.34}
\end{equation*}
$$

where $\psi_{1}$ is a solution of the homogeneous, linearized layer equation

$$
\begin{equation*}
\frac{\partial^{2} \psi_{1}}{\partial \xi^{2}}-\frac{1}{\left(1+\psi_{0}\right)^{2}} \psi_{1}=0, \tag{3.35}
\end{equation*}
$$

which vanishes for $\xi \rightarrow-\infty$, i.e., $\psi_{1}$ is proportional to the derivative of $\psi_{0}$

$$
\begin{equation*}
\psi_{1}=K(\theta) \frac{\partial \psi_{0}}{\partial \xi} . \tag{3.36}
\end{equation*}
$$

Now an obvious question is how the other order functions in the asymptotic sequence in the layer are generated. "Minimal" requirements for this sequence of order functions $\mathscr{S}=\left\{\delta_{n} \mid n \in \mathbb{N} \cup\{0\}\right\}$ are
$1^{\circ} 1, \sqrt{\varepsilon} \ln \varepsilon$ and $(\sqrt{\varepsilon})^{k}, k \in \mathbb{N}$ are in $\mathscr{S}$. The first magnitudes are those corresponding to $\psi_{0}, \psi_{1}$; the others are generated by the Taylor series of $f$ in the $\xi, \theta$ coordinates.
$2^{\circ}$ Stability under multiplication: $\delta_{n}, \delta_{m} \in \mathscr{T} \Rightarrow \delta_{n} \cdot \delta_{m} \in \mathscr{P}$, especially $\delta_{n} \in \mathscr{T} \Rightarrow$ $\delta_{n} \sqrt{\varepsilon} \in \mathscr{S}$. The reason is the structure of $\varepsilon \Delta$ in (3.2) and the fact that such products appear automatically in the Taylor series of the nonlinearity $u /(1+u)$.
These conditions $1^{\circ}$ and $2^{\circ}$ naturally lead us to (at least)

$$
\begin{equation*}
\mathscr{S}=\left\{\delta_{1}^{k} \delta_{2}^{l} \mid k \in \mathbb{N} \cup\{0\} \text { and } l \in \mathbb{N} \cup\{0\}\right\} \tag{3.37}
\end{equation*}
$$

with

$$
\delta_{1}=\sqrt{\varepsilon} \ln \varepsilon, \quad \delta_{2}=\sqrt{\varepsilon} .
$$

In the sequel we shall demonstrate that this sequence $\mathscr{S}$ is indeed sufficient.
On the other hand, if the layer term $\delta_{1}^{k} \delta_{2}^{l} \psi_{k, l}(\xi, \theta)$ contains a constant term $\sim \delta_{1}^{k} \delta_{2}^{l}$ for $\xi \rightarrow \infty$, we expect that all these order functions $\delta_{1}^{k} \delta_{2}^{l}$ will also be present in the expansion in the region $\Omega_{+}$. In combination with (3.31) this leads us to the following sequence $\mathscr{S}_{+}$of order functions needed in $\Omega_{+}$:

$$
\begin{equation*}
\mathscr{S}_{+}=\left\{\varepsilon^{-1}, \ln \varepsilon\right\} \cup \mathscr{S} . \tag{3.38}
\end{equation*}
$$

This sequence contains all the order functions generated by $\psi_{0}+\delta_{1} \psi_{1}$ in $(\rho, \theta)$ coordinates. It is also closed under Taylor series expansion of the nonlinearity. Below we shall show that the sequence $\mathscr{S}_{+}$is sufficient to construct the expansion in $\Omega_{+}$. One could
have the impression that $\mathscr{S}_{+}$contains superfluous order functions. It cannot be denied that $\mathscr{S}_{+}$contains a few redundant order functions, for example, $\delta_{1}$. However, the redundancy in $\mathscr{S}_{+}$is not large, as we shall see.
4. Higher order terms near $\boldsymbol{S}$ and in $\boldsymbol{\Omega}_{+}$. In this section we confront the problem of the singular behaviour of the expansion in $\Omega_{+}$. Our analysis is an interplay of formal construction and matching arguments. We aim to show that singularities of the expansion in $\Omega_{+}$near $S$ are counterbalanced by corresponding terms of the layer expansion. The computational complexity comes mainly from the fact that we consider expansions to arbitrary order of accuracy. We have to do so in order to show that the construction does not break up at some stage. Let us denote the expansion in the free surface layer by

$$
\begin{equation*}
u \simeq \psi^{N} \underset{\text { def }}{=} \sum_{k=0}^{k+l \leqq N} \sum_{l=0} \delta_{1}^{k} \delta_{2}^{l} \psi_{k, l}(\xi, \theta), \tag{4.1}
\end{equation*}
$$

with $\delta_{1}=\sqrt{\varepsilon} \cdot \ln \varepsilon, \delta_{2}=\sqrt{\varepsilon}$ and $\xi=\rho / \sqrt{\varepsilon}$, as before. The notation for the expansion in $\Omega_{+}$will be

$$
\begin{equation*}
u \cong \Phi^{N} \underset{\text { def }}{=} \varepsilon^{-1} w_{0}(x)+\ln \varepsilon \cdot w_{1}(x)+\sum_{k=0}^{k+l \leqq N} \sum_{l=0} \delta_{1}^{k} \delta_{2}^{l} \phi_{k, l}(x) . \tag{4.2}
\end{equation*}
$$

In this section we present an iterative scheme by which the $\psi_{k, l}$ 's and $\phi_{k, l}$ 's can be determined in a unique way. To start, we discuss in $\S 4.1$ the construction of the $\psi_{k, l}$ 's while in each $\psi_{k, l}$ an additive term $A_{k l}\left(\partial \psi_{0} / \partial \xi\right)$, a solution of the homogeneous equation, is still free. Furthermore, we analyze some of the properties of the $\psi_{k, l}$ 's and we show that some of the $A_{k l}$ have to be zero due to a simple matching argument.

In § 4.2 the $\phi_{k, l}$ 's are constructed, while in each $\phi_{k, l}$ a linear degree of freedom, corresponding to a choice of a boundary value function $g_{k, l}$ on $S$, is built in. The $\phi_{k, l}$ 's will contain a singular part for $\rho \downarrow 0$. The freedom of $g_{k, l}$ will arise in the boundary values on $S$ of the regular part of $\phi_{k, l}$.

Next, in § 4.3 we describe the scheme by which all free functions $A_{k, l}$ and $g_{k, l}$ can be uniquely determined. As a matter of fact this scheme will be based on a partial matching relation. The full matching will be considered in the next section.
4.1. The $\psi_{k, l}$ 's with free $\boldsymbol{A}_{\boldsymbol{k}, l}$ 's. Let us first consider the layer along $S$. Collecting the $O\left(\sigma_{1}^{k} \delta_{2}^{l}\right)$ terms in (1.1) with $\varepsilon \Delta$ as in (3.2) we find the following inhomogeneous, linear O.D.E. for $\psi_{k, l}, k+l>0$ :

$$
\begin{equation*}
\frac{\partial^{2} \psi_{k, l}}{\partial \xi^{2}}-\frac{1}{\left(1+\psi_{0}\right)^{2}} \psi_{k, l}=\hat{f}_{k, l} \tag{4.1.1}
\end{equation*}
$$

with

$$
\hat{f}_{k, l}=(k!l!)^{-1}\left[\frac{\partial^{k+l}}{\partial \delta_{1}^{k} \partial \delta_{2}^{\prime}} f_{k, l}\right]_{\delta_{1}=0, \delta_{2}=0},
$$

where

$$
\begin{aligned}
& f_{k, l}=-f\left(\delta_{2} \xi, \theta\right)-\delta_{2} B \sum^{v} \delta_{1}^{r} \delta_{2}^{s} \psi_{r, s}-\left(1+\sum^{v} \delta_{1}^{r} \delta_{2}^{s} \psi_{r, s}\right)^{-1} \\
& \delta_{2} B \underset{\text { def }}{=} \delta_{2}^{2} g^{-1} \cdot \frac{\partial^{2}}{\partial \theta^{2}}+\delta_{2} \cdot g^{-1} e_{1} \frac{\partial}{\partial \xi}-\delta_{2}^{2} g^{-2} e_{2} \frac{\partial}{\partial \theta} ; \quad \text { see (3.2) }
\end{aligned}
$$

$\sum^{v}$ denotes summation over all indices $r, s$ with

$$
0 \leqq r \leqq k, \quad 0 \leqq s \leqq l, \quad r+s<k+l .
$$

In addition, matching with the expansion in $\Omega_{0}$ provides the following conditions for $\xi \rightarrow-\infty$ :

$$
\begin{align*}
& \psi_{0, l} \text { is bounded by a polynomial for } \xi \rightarrow-\infty, \\
& \psi_{k, l} \rightarrow 0 \text { for } \xi \rightarrow-\infty \text { for } k>0 . \tag{4.1.2}
\end{align*}
$$

If $\hat{f}_{k, l}$ is polynomially bounded for $\xi \rightarrow-\infty$, then the solutions of (4.1.1) that do not grow exponentially for $\xi \rightarrow-\infty$ are given by:

$$
\begin{align*}
\psi_{k, l}(\xi, \theta)= & \frac{\partial \psi_{0}}{\partial \xi}(\xi, \theta) \cdot \int_{\xi_{0}}^{\xi}\left[\frac{\partial \psi_{0}}{\partial \xi}(\eta, \theta)\right]^{-2} \int_{-\infty}^{\eta} \frac{\partial \psi_{0}}{\partial \xi}(\zeta, \theta) \hat{f}_{k, l}(\zeta, \theta) d \zeta d \eta  \tag{4.1.3}\\
& +A_{k, l}(\theta) \cdot \frac{\partial \psi_{0}}{\partial \xi}(\xi, \theta)
\end{align*}
$$

Here we shall take $\xi_{0}$ to be a fixed, sufficiently large number. The function $A_{k, l}(\theta)$ is not determined by (4.1.2) because of the exponential decay of $\partial \psi_{0} / \partial \xi$ for $\xi \rightarrow-\infty$. This simply means that at the moment (4.1.3) contains an amount of freedom.

Note that, except for this freedom, (4.1.3) allows us to calculate the $\psi_{k, l}$ 's recursively. This can be done in several ways, for example:
a. calculate the $\psi_{k, l}$ 's with $k+l=1$, next those with $k+l=2$, etc., or
b. calculate all $\psi_{0, k}$ by increasing $k$, next all $\psi_{l, k}$ with $l=1$, etc.

Though the $\psi_{k, l}$ 's are not uniquely determined we can already derive some of their properties. When the $A_{k, l}$ 's are chosen as smooth periodic functions in $\theta$, then all $\psi_{k, l}$ 's are smooth functions of $\xi$ and $\theta$ in $\mathbb{R} \times\left[0, \theta_{0}\right)$, periodic in $\theta$. As for the behaviour of $\psi_{k, l}$ for $\xi \rightarrow-\infty$ we can derive the following results:

Lemma 2.

$$
\begin{equation*}
\psi_{0, l}=P_{l}+\text { exponentially small terms for } \xi \rightarrow-\infty . \tag{4.1.4}
\end{equation*}
$$

Here $P_{l}$ is a polynomial in $\xi$ of degree $\leqq l$ with coefficients depending smoothly and periodically on $\theta$. Moreover $P_{l}$ has the same parity as $l$.

Further, for $k>0$ there is an $m \in \mathbb{N}$ such that

$$
\begin{equation*}
\psi_{k, l}=O\left(\xi^{m} \exp \left(\frac{\xi}{1+\hat{\gamma}}\right)\right) \text { for } \xi \rightarrow-\infty . \tag{4.1.5}
\end{equation*}
$$

Moreover, the derivatives $\partial^{r+s} \psi_{k, l} / \partial \xi^{r} \partial \theta^{s}$ behave in an analogous way.
The derivation of (4.1.4) and (4.1.5) is an interesting, rather easy exercise in induction using recursion as in $b$ and using (3.10)-(3.11); further details are left to the reader.

Note that the conditions in (4.1.2) are indeed fulfilled, regardless of the choice of the $A_{k, l}$ 's.

Let us now consider the asymptotic behaviour of $\psi_{k, l}$ for $\xi \rightarrow \infty$. It will be convenient to introduce the following concept:

A function $\chi$ of $(\xi, \theta) \in \mathbb{R} \times\left[0, \theta_{0}\right)$ is said to be of type $p$ with $p \in \mathbb{Z} \leftrightarrow$
(i) $\chi$ is smooth in $\xi$ and $\theta$ and periodic in $\theta$,
(ii) for $\xi$ sufficiently large, $\xi \geqq \xi_{0}, \chi$ can be represented in the following way:

$$
\begin{equation*}
\chi=\xi^{p}\left[X\left(\eta_{1}, \theta\right)+\eta_{2} Y\left(\eta_{1}, \eta_{2}, \theta\right)\right] \tag{4.1.6}
\end{equation*}
$$

with

$$
\eta_{1}=\frac{\ln \xi}{\xi^{2}}, \quad \eta_{2}=\frac{1}{\xi^{2}}
$$

and

- $X$ is polynomial of degree $\leqq \frac{1}{2} p$ in $\eta_{1}$ with coefficients depending smoothly and periodically on $\theta$. For $p<0$ this means that $X \equiv 0$.
- Y and all its derivatives with respect to $\theta$ are analytic in $\eta_{1}, \eta_{2}$ for $\left|\eta_{1}\right|<\nu,\left|\eta_{2}\right|<\nu$ with coefficients of the power series in $\eta_{1}, \eta_{2}$ depending smoothly and periodically on $\theta$.

In this definition $\xi_{0}$ and $\nu$ are positive numbers which are fixed in accordance with their values in Lemma 1. It is not difficult to verify the following extension of Lemma 1:

$$
\begin{equation*}
\psi_{0} \text { is of type } 2, \quad \frac{\partial \psi_{0}}{\partial \xi} \text { is of type } 1 \tag{4.1.7}
\end{equation*}
$$

This demonstrates already the relevance of the type $p$ concept. Further, the other solution of the homogeneous version of (4.1.1) is

$$
\begin{equation*}
\Phi=\frac{\partial \psi_{0}}{\operatorname{def}} \int_{\xi}^{\infty}\left[\frac{\partial \psi_{0}}{\partial \xi}(\eta, \theta)\right]^{-2} d \eta \tag{4.1.8}
\end{equation*}
$$

Now a little calculation shows that

$$
\begin{equation*}
\xi^{2}\left[\frac{\partial \psi_{0}}{\partial \xi}\right]^{-2} \text { is of type } 0 \tag{4.1.9}
\end{equation*}
$$

and
$\Phi$ is of type 0.
The type $p$ concept is nicely compatible with algebraic and analytic operations and notions. We mention a few useful rules, which can be checked in an elementary way.
(4.1.11) $\quad \chi$ of type $p \Rightarrow \xi^{r} \chi$ is of type $p+r$ for $r \in \mathbb{N} \cup\{0\}, \partial \chi / \partial \theta$ is of type $p, \partial \chi / \partial \xi$ is type $p-1, \partial^{r+s} \chi / \partial \xi^{r} \partial \theta^{s}$ is of type $p-r$.
$\chi_{1}$ of type $p_{1}$ and $\chi_{2}$ of type $p_{2} \Rightarrow \chi_{1} \chi_{2}$ is of type $p_{1}+p_{2}, \chi_{1}$ of type $p_{1}$ and $\chi_{2}$ of type $p_{2}$ with $p_{2} \leqq p_{1}, p_{1}-p_{2}$ even $\Rightarrow \chi_{1}+\chi_{2}$ is of type $p_{1}$.
(4.1.13) A polynomial in $\xi$ of degree $p$ of the same parity as $p$ with smooth, periodic $\theta$-dependent coefficients is of type $p$.
For a function $\chi$ of type $p$ there exists a uniquely defined primitive $I(\chi)$ with respect to $\xi$-integration such that
(4.1.14) $\quad I(\chi)$ is a function of type $p+1$ without a constant term in its expansion for $\xi \rightarrow \infty$.

Note that

$$
\begin{equation*}
I(\chi)=\int_{\xi_{0}}^{\xi} \chi(\eta, \theta) d \eta+I_{0}(\chi)(\theta) \tag{4.1.15}
\end{equation*}
$$

with a smooth, periodic function $I_{0}$, which in general is $\not \equiv 0$.
Next we shall describe the behaviour of the $\psi_{k, l}$ 's for $\xi \rightarrow \infty$ and at the same time fix some of the $\boldsymbol{A}_{k, l}$ 's. From now on we shall use the shorthand notation

$$
\begin{equation*}
\chi=\operatorname{type}\left(p_{1}\right)+\operatorname{type}\left(p_{2}\right) \tag{4.1.16}
\end{equation*}
$$

for $\chi=\chi_{1}+\chi_{2}$ with $\chi_{1}$ of type $p_{1}$ and $\chi_{2}$ of type $p_{2}$.

Lemma 3.
a. $k=0$ :

$$
\begin{align*}
& \psi_{0,0}=\operatorname{type}(2), \\
& \psi_{0, l}=\operatorname{type}(l+2)+\operatorname{type}(l-1) \quad \text { for } l \geqq 1 . \tag{4.1.17}
\end{align*}
$$

b. $k=1$ :

$$
\begin{align*}
& \psi_{1,0}=\text { type }(1), \\
& A_{1,1} \equiv 0 \quad \text { and } \quad \psi_{1,1}=\operatorname{type}(2)+\operatorname{type}(-1),  \tag{4.1.18}\\
& \psi_{1, l}=\operatorname{type}(l+1)+\operatorname{type}(l-2) \quad \text { for } l \geqq 2 .
\end{align*}
$$

c. $k \geqq 2$ :

$$
\begin{align*}
& A_{k, 0}=0,  \tag{4.1.19}\\
& \psi_{k, l}=\operatorname{type}(l)+\operatorname{type}(l-1) \quad \text { for } l \geqq 0 .
\end{align*}
$$

In order to prove this lemma it is clear that we need information about the solutions of

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial \xi^{2}}-\frac{1}{\left(1+\psi_{0}\right)^{2}} \psi=F \tag{4.1.20}
\end{equation*}
$$

where $F$ is a function of type $p$, while on top of that, $F$ and all its derivatives are polynomially bounded for $\xi \rightarrow-\infty$.

Lemma 4. Under these conditions (4.1.20) has a particular solution $\psi_{\text {part }}$, such that $\psi_{\text {part }}$ and all its derivatives are polynomially bounded for $\xi \rightarrow-\infty$ and

$$
\begin{equation*}
\psi_{\mathrm{part}}=\operatorname{type}(p+2)+\alpha_{0} \Phi \tag{4.1.21}
\end{equation*}
$$

with $\Phi$ as in (4.1.8)-(4.1.10) of type 0 and

$$
\alpha_{0}=\int_{-\infty}^{\xi_{0}} \frac{\partial \psi_{0}}{\partial \xi}(\eta, \theta) F(\eta, \theta) d \eta,
$$

i.e., $\alpha_{0}$ is uniquely determined by $F$ and in general $\alpha_{0} \not \equiv 0$. All other nonexponentially growing solutions are of the form

$$
\psi=\psi_{\text {part }}+A(\theta) \frac{\partial \psi_{0}}{\partial \xi} .
$$

Proof of Lemma 4. The particular solution can be given explicitly as

$$
\begin{align*}
\psi_{\mathrm{part}} & =\frac{\partial \psi_{0}}{\partial \xi} I\left[\left(\frac{\partial \psi_{0}}{\partial \xi}\right)^{-2} \int_{-\infty}^{\xi} \frac{\partial \psi_{0}}{\partial \xi} F d \zeta\right] \\
& =\frac{\partial \psi_{0}}{\partial \xi} I\left[\left(\frac{\partial \psi_{0}}{\partial \xi}\right)^{-2} I\left(\frac{\partial \psi_{0}}{\partial \xi} F\right)\right]+\alpha_{0} \Phi . \tag{4.1.22}
\end{align*}
$$

It is easy to check that $\psi_{\text {part }}$ is smooth and periodic in $\theta$ and that $\psi_{\text {part }}$ and its derivatives are polynomially bounded for $\xi \rightarrow-\infty$. Now it remains to show that $\psi_{\text {part }}$ has the correct structure for $\xi \geqq \xi_{0}$. This requires more accuracy than simply applying the rules given in (4.1.7)-(4.1.14). It is done by the following steps, the details of which are left to the reader:

$$
\begin{aligned}
& \frac{\partial \psi_{0}}{\partial \xi} F=\xi \cdot \operatorname{type}(p), \quad \xi \geqq \xi_{0} \\
& I\left(\frac{\partial \psi_{0}}{\partial \xi} F\right)=\xi^{2} \operatorname{type}(p)+C_{1} \xi^{p+2} \eta_{1}^{q+1}, \quad \xi \geqq \xi_{0}
\end{aligned}
$$

The smooth periodic function $C_{1}$ can only be nonzero if $p \geqq 0$ and $p$ even. Then we denote $q=\frac{1}{2} p$.

The same remark holds for $C_{2}$, etc., here and below.

$$
\begin{aligned}
& \left(\frac{\partial \psi_{0}}{\partial \xi}\right)^{-2} I\left(\frac{\partial \psi_{0}}{\partial \xi} F\right)=\operatorname{type}(p)+C_{2} \xi^{p} \eta_{1}^{q+1}, \quad \xi \geqq \xi_{0}, \\
& I\left[\left(\frac{\partial \psi_{0}}{\partial \xi}\right)^{-2} I\left(\frac{\partial \psi_{0}}{\partial \xi} F\right)\right]=\operatorname{type}(p+1)+C_{3} \xi^{p+1} \eta_{1}^{q+1}, \quad \xi \geqq \xi_{0}, \\
& \frac{\partial \psi_{0}}{\partial \xi} I\left[\left(\frac{\partial \psi_{0}}{\partial \xi}\right)^{-2} I\left(\frac{\partial \psi_{0}}{\partial \xi} F\right)\right]=\operatorname{type}(p+2)+C_{4} \xi^{p+2} \eta_{1}^{q+1}, \quad \xi \geqq \xi_{0} .
\end{aligned}
$$

Since the $\xi^{p+2} \eta_{1}^{q+1}$ term can be absorbed in type ( $p+2$ ) our demonstration of (4.1.21) is complete.

In addition to Lemma 4 we remark that in certain cases the constant $\alpha_{0}$ can be calculated explicitly. For example, when $F=\psi_{0}^{-(1 / 2) p}$, then $F$ is of type $-(p-2)$ for $p \geqq 3$ and $F$ is bounded. Here we find $\alpha_{0}=\left(1-\frac{1}{2} p\right)^{-1} \psi_{0}(-\infty)^{-(1 / 2) p+1} \neq 0$. In general, the condition $\alpha_{0}=0$ is equivalent to $\int_{-\infty}^{\infty}\left(\partial \psi_{0} / \partial \xi\right) F d \xi=0$, when $F$ is polynomially bounded for $\xi \rightarrow-\infty$ and $F$ is of type $p<0$.

Let us now give the proof of Lemma 3.
Proof of Lemma 3. The inhomogeneous term in (4.1.1) for $\psi_{k, l}$ is of the following form:

$$
\begin{equation*}
\hat{f}_{k, l}=(\mathrm{i})+(\mathrm{ii})+(\mathrm{iii}) \tag{4.1.23}
\end{equation*}
$$

with

$$
\begin{aligned}
& \text { (i) }=-\frac{1}{l!} \cdot \frac{\partial^{l} f}{\partial \xi^{l}}(0, \theta) \cdot \xi^{l} \cdot \delta_{k, 0}, \\
& \text { (ii) }=\sum_{\substack{0<r+s \leq 2 \\
1 \leq j \leq l \\
j \leqq 2-r}} b_{j}^{r, s} \cdot \xi^{j-2+r} \frac{\partial^{r+s} \psi_{k, l-j}}{\partial \xi^{r} \partial \theta^{s}},
\end{aligned}
$$

with
$\delta_{k, 0}=1$ if $k=0$ and $\delta_{k, 0}=0$ otherwise, coefficients $b_{j}^{r, s}$ smooth and periodic in $\theta$ (following easily from $\delta_{2} B$, for example $b_{j}^{2,0}=0, b_{2}^{0,2}=1$, etc.) and certain constants $C_{k, T}^{m}$.
After these preparations the proof lies mainly in an induction argument.
a. The case $k=0$. The statement holds for $l=0$. Suppose that (4.1.17) has been verified for $0 \leqq l \leqq l_{0}$. Then, because of Lemma 2 and (4.1.23), $\hat{f}_{0, b_{0}+1}$ is smooth and $\hat{f}_{0, l_{0}+1}$ and all its derivatives are polynomially bounded for $\xi \rightarrow-\infty$. Moreover,

$$
\begin{equation*}
\hat{f}_{0, l_{0}+1}=\operatorname{type}\left(l_{0}+1\right)+\operatorname{type}\left(l_{0}-2\right) \tag{4.1.24}
\end{equation*}
$$

For the first two parts of $\hat{f}_{0, b_{0}+1}$ (i) and (ii) the verification is straightforward. As for (iii), we note that

$$
\prod_{j=1}^{m} \psi_{0, l_{j}}=\operatorname{type}(|\vec{l}|+2 m)+\operatorname{type}(|\vec{l}|+2 m-3)
$$

while

$$
\left(1+\psi_{0}\right)^{-m-1}=\operatorname{type}(-2 m)
$$

takes care of the correct compensation. Now (4.1.17) with $l=l_{0}+1$ follows almost immediately when we apply Lemma 4.
b. The case $k=1$. For $\psi_{1,0}$ we refer to (3.36). Note that neither $\psi_{1,0}$ nor $\psi_{0,1}$ has a constant term for $\xi \rightarrow \infty$. By matching this implies that the corresponding term, $\phi_{1,0}$ in $\Omega_{+}$has to vanish on $S$. We obtain

$$
\begin{equation*}
\Delta \phi_{1,0}=0, \quad \phi_{1,0}=0 \text { on } S \tag{4.1.25}
\end{equation*}
$$

and the conclusion is that $\phi_{1,0} \equiv 0$. In turn this implies by matching, combined with our knowledge of $\psi_{0,2}$, that $\psi_{1,1}$ cannot have a linear term in its expansion for $\xi \rightarrow \infty$. Next an easy calculation shows that

$$
\hat{f}_{1,1}=\operatorname{type}(0)+\text { type }(-3) .
$$

Consequently, an application of Lemma 4 leads us to (4.1.18) with $l=1$. For higher $l$ 's in (4.1.18) we proceed with induction w.r.t. $l$ in a completely analogous fashion.
c. The case $k \geqq 2$.
c1. $k \geqq 2$ and $l=0$. We observe that $\hat{f}_{k, 0}$ consists only of terms coming from (iii). Suppose that (4.1.19) holds for $k \leqq k_{0}$. Then we find

$$
\hat{f}_{k_{0}+1,0}=\operatorname{type}(-2)+\operatorname{type}(-3) .
$$

Using our knowledge of $\psi_{k_{0}, 0}$ and using the fact that there is no order $\delta_{1}^{k_{0}+1} \delta_{2}^{-1}$ term in the expansion in $\Omega_{+}$, we find that $\psi_{k_{0}+1,0}$ cannot have a linear term for $\xi \rightarrow \infty$, i.e., $A_{k_{0}+1,0}=0$. Therefore, an application of Lemma 4 provides us with (4.1.19) for $l=0$.
c 2 . $k \geqq 2$ and $l \geqq 1$. This case is again dealt with by induction w.r.t. $l$ with $k$ fixed and thus the proof is complete.

An important remark is that the contents of Lemma 3 are fully consistent with our assumption (4.2) on the structure of the expansion in $\Omega_{+}$, i.e., that re-expansion in $\rho, \theta$ coordinates of $\delta_{1}^{k} \delta_{2}^{l} \psi_{k, l}$ with

$$
\begin{equation*}
\xi=\rho \delta_{2}^{-1}, \quad \eta_{2}=\delta_{2}^{2} \rho^{-2}, \quad \eta_{1}=\delta_{2}^{2} \rho^{-2} \ln \rho-\frac{1}{2} \delta_{1} \delta_{2} \rho^{-2} \tag{4.1.26}
\end{equation*}
$$

gives rise only to order functions as in (3.38)

$$
\begin{equation*}
\delta_{2}^{-2}, \quad \delta_{1} \delta_{2}^{-1}, \quad \delta_{1}^{k} \delta_{2}^{l}, \quad k \geqq 0, \quad l \geqq 0 . \tag{4.1.27}
\end{equation*}
$$

However, in view of the matching with the expansion in $\Omega_{+}$it will be useful to have somewhat more precise information on the behaviour of the functions, $\psi_{k, l}$ for large values of $\zeta$. Let us introduce the notation
$E_{k, l}^{\rho, \theta}={ }_{\text {def }}$ the operator that gives the coefficient corresponding to the $\delta_{1}^{k} \delta_{2}^{l}$ term in an expansion written in $(\rho, \theta)$ coordinates.
The following result will be very useful later on:
Lemma 5. Let $k, l$ be given as in (4.1.27), i.e. $(k, l) \in\{(0,-2),(1,-1)\} \cup(\mathbb{N} \cup\{0\})^{2}$. Set $N^{\prime}=k+l$ and suppose $K \geqq N^{\prime}$. Then

$$
\begin{equation*}
E_{k, l}^{\rho, \theta}\left(\sum_{r+s \leq K} \delta_{1}^{r} \delta_{2}^{s} \psi_{r, s}\right)=\Lambda_{k, l}^{\text {sing }}+\Lambda_{k, l}^{\text {const }}+\Lambda_{k, l}^{0, K} . \tag{4.1.29}
\end{equation*}
$$

Here these parts denote the singular, the constant and the vanishing terms for $\rho \downarrow 0$, respectively. The form of these respective parts is as follows:

$$
\begin{equation*}
\Lambda_{k, l}^{\operatorname{sing}}=\sum_{\substack{0 \leq i \leq 1+1 / 2 \\ 0 \leq j \leq l \\ i+j>0}} C_{i,-j}^{k, l}(\theta) \cdot(\ln \rho)^{i} \rho^{-j} . \tag{4.1.30}
\end{equation*}
$$

Contributions to the $(\ln \rho)^{i} \rho^{-j}$ term in $\Lambda_{k, l}^{\text {sing }}$ can only come from values $r$, $s$ for which $r+s=N^{\prime}-j$ and $0 \leqq r \leqq k$.

$$
\begin{equation*}
\Lambda_{k, l}^{\text {const }}=C_{0,0}^{k, l}(\theta) . \tag{4.1.31}
\end{equation*}
$$

Contributions to this term can only come from values $r$, $s$ with

$$
r+s=N^{\prime}, l \leqq s \leqq 2 l+2, \quad 0 \leqq r \leqq k .
$$

Finally

$$
\begin{equation*}
\Lambda_{k, l}^{0, K}=\sum_{\substack{0 \leq i \leq 1+l / 2 \\ 1 \leq j \leq K-N^{\prime}}} C_{i, j}^{k, l}(\theta)(\ln \rho)^{i} \rho^{j} . \tag{4.1.32}
\end{equation*}
$$

Contributions to the $(\ln \rho)^{i} \rho^{j}$ term in $\Lambda_{k, l}^{0, K}$ can only come from values $r, s$ with $r+s=N^{\prime}+j$, $0 \leqq r \leqq k$. All coefficients $C_{i, j}^{k, l}$ are smooth and periodic in $\theta$.

Proof of Lemma 5. Actually, all we have to do is a little bit of "combinatorics." First, a singular term can only be produced by a term $\sim \delta_{1}^{r} \delta_{2}^{s}\left((\ln \xi)^{m} / \xi^{j}\right)$ for $\xi \rightarrow \infty$, which after re-expansion gives rise to terms $\sim \delta_{1}^{r+n} \delta_{2}^{s+j-n}\left((\ln \rho)^{m-n} / \rho^{j}\right)$ with $0 \leqq n \leqq m$. Such a term contributes to $\Lambda_{k, l}^{\text {sing }}$ precisely if $r+n=k, s+j-n=l$ and $i=m-n$. Because of the structure of $\psi_{r, s}$ given in Lemma 3 we also know that $j \geqq 2 m-s-2$, where equality only holds if $r=0$ and $j=0, m>0$. This implies $2 l+2=2 s+2 i+2 j+2-2 m \geqq$ $2 i+j+s \geqq 2 i+j$ and $2 i=2 m-2 n \leqq j+s+2-2 n=l+2-n \leqq 1+2$. Thus (4.1.30) is found. A constant contribution can only come from a term for $\xi \rightarrow \infty$ proportional to $\delta_{1}^{r} \delta_{2}^{s}(\ln \xi)^{q}$, where because of Lemma $3, q \leqq \frac{1}{2}(s+2)$. After re-expansion this leads to a constant term $\sim \delta_{1}^{r+1} \delta_{2}^{s-q}$, which contributes to $\Lambda_{k, l}^{\text {const }}$ if $k=r+q, l=s-q$. Hence the contributions to $\Lambda_{k, l}^{\text {const }}$ in (4.1.31) indeed come from pairs ( $r, s$ ) with $r+s=k+l$, $s \geqq l, 2 l \geqq 2 s-(s+2)=s-2,0 \leqq r \leqq k$. The verification of (4.1.32) is left to the reader as an exercise.

As we shall see in § 4.3, the following facts will play an important role in the actual constructions: (i) once all $\psi_{r, s}$ with $r+s \leqq k+l$ are known, the constant term $\Lambda_{k, l}^{\text {const }}$ is known; (ii) the linear term in $\Lambda_{k, l}^{0, K}$ comes precisely from those $\psi_{r, s}$ for which $0 \leqq r \leqq k, r+s=k+l+1$. In anticipation of the full matching later on in §5, we shall now derive a concrete estimate for the asymptotic behaviour of the $\psi_{k, l}$ 's for large $\xi$.

$$
\begin{equation*}
\Psi^{N} \underset{\operatorname{def}}{=} \sum_{k+l \leqq N} \delta_{1}^{k} \delta_{2}^{l} \psi_{k, l}, \tag{4.1.33}
\end{equation*}
$$

as in (4.1),

$$
\begin{equation*}
\Lambda_{k, l}^{K}=\Lambda_{\text {def }}^{\text {sing }}+\Lambda_{k, l}^{\text {const }}+\Lambda_{k, l}^{0, K}, K \geqq N, \quad \Lambda^{N, K} \underset{\substack { \text { def } \\
=\\
\begin{subarray}{c}{(k, l) l(1)(0,-1) \text { or } \\
k \geqq 0, l \geq 0, k+l \leqq N{ \text { def } \\
= \\
\begin{subarray} { c } { ( k , l ) l ( 1 ) ( 0 , - 1 ) \text { or } \\
k \geqq 0 , l \geq 0 , k + l \leqq N } }\end{subarray}}{ } \Lambda_{k, l}^{K} . \tag{4.1.34}
\end{equation*}
$$

It is important to have an estimate for the difference between $\Lambda^{N}$ and $\Lambda_{1}^{N, K}$.
Lemma 6. There are constants $C>0$ such that for $\xi \geqq \xi_{0}$
(a) $\left|\Psi^{N}(\xi, \theta)-\Lambda^{N, N}\left(\delta_{2} \xi, \theta\right)\right| \leqq C\left(\delta_{1}+\delta_{2} \sqrt{\ln \xi}+\frac{\sqrt{\ln \xi}}{\xi}\right)^{N+1}$,
(b) $\left|\Lambda^{N, K}\left(\delta_{2} \xi, \theta\right)-\Lambda^{N, N}\left(\delta_{2} \xi, \theta\right)\right| \leqq C \xi^{2}\left(\left(\delta_{1}+\delta_{2}\right)^{N+1}+\left(\delta_{2} \xi\right)^{K+1}\right), \quad K>N$,
(c) $\left|\Lambda^{N_{1}, K}\left(\delta_{2} \xi, \theta\right)-\Lambda^{N, K}\left(\delta_{2} \xi, \theta\right)\right| \leqq C \ln (\rho) \cdot\left(\delta_{1}+\frac{\sqrt{\ln \xi}}{\xi}\right)^{N+1}\left(1+\delta_{2} \xi\right)^{K}$,

$$
k \geqq N_{1}>N
$$

For the derivatives of these functions $r$ times w.r.t. $\xi$ and stimes w.r.t. $\theta, r+s \leqq 2$ analogous estimates hold, but with an extra factor $\xi^{-r}$ in the right-hand side.

Proof of Lemma 6. Here we shall take advantage of the fact that, because of Lemma 3, we can represent $\Psi^{N}-\Lambda^{N, N}$ by a convergent power series for $\xi \geqq \xi_{0}$

$$
\begin{equation*}
\psi^{N}-\Lambda^{N, N}=\sum_{k+l \leq N} \delta_{1}^{k} \delta_{2}^{l}\left\{\xi^{l} \Sigma^{\prime} a_{r s}^{k l}\left(\frac{\ln \xi}{\xi^{2}}\right)^{r} \cdot\left(\frac{1}{\xi}\right)^{s}\right\} . \tag{4.1.36}
\end{equation*}
$$

In $\sum^{\prime}$ only these indices $r$ and $s$ are present, which after re-expansion in $\rho=\xi / \delta_{2}$ yields an order $\delta_{1}^{p} \delta_{2}^{q}$ with $p+q>N$. Since $p=k+r-m, q=r+m+s$ with some $m$ in $0 \leqq m \leqq r$, then

$$
\begin{equation*}
k+2 r+s \geqq N+1 . \tag{4.1.37}
\end{equation*}
$$

We can therefore estimate

$$
\begin{align*}
\left|\Psi^{N}-\Lambda^{N, N}\right| & \leqq C \sum_{k+l \leqq N} \delta_{1}^{k} \delta_{2}^{l} \xi^{l} \sum_{2 r+s=N+1-k}\left(\frac{1}{\xi}\right)^{s} \\
& \leqq C \sum_{k+l \leqq N+1} \delta_{1}^{k} \delta_{2}^{l}(\sqrt{\ln \xi})^{l}\left(\frac{\sqrt{\ln \xi}}{\xi}\right)^{N+1-k-l} \tag{4.1.38}
\end{align*}
$$

and this leads us immediately to the first part of (4.1.35). The second part follows from the representation

$$
\begin{align*}
& \Lambda^{N, K}-\Lambda^{N, N}=\sum_{N+1 \leqq k+l \leqq K} \delta_{1}^{k} \delta_{2}^{l} \xi^{l+2} \sum_{\text {finite sum }}^{\prime \prime} a_{r s}^{k l}\left(\frac{\ln \xi}{\xi^{2}}\right)^{r}\left(\frac{1}{\xi}\right)^{s}, \\
& \Lambda^{N_{1}, K}-\Lambda^{N, K}=\sum_{N+1 \leqq k+l \leqq N_{1}} \delta_{1}^{k} \delta_{2}^{l} \sum_{\substack{0 \leq i \leq 1+l / 2 \\
-l \leqq j \leqq K-(k+l)}} C_{i, j}^{k, l}(\ln \rho)^{i} \rho^{j} . \tag{4.1.39}
\end{align*}
$$

It is left to the reader to fill in further details.
To conclude this section we shall derive an estimate for the error up to which $\Psi^{N}$ satisfies the equation (1.1).

Lemma 7. There is an $\varepsilon$-independent constant $\rho_{1}>0$ such that for $|\xi| \leqq \rho_{1} / \delta_{2}$

$$
\begin{equation*}
\left|-\varepsilon \Delta \Psi^{N}+\frac{\Psi^{N}}{1+\Psi^{N}}-f\right| \leqq M\left(\delta_{1}+\delta_{2}|\xi|\right)^{N+1} \tag{4.1.40}
\end{equation*}
$$

with an $\varepsilon$-independent constant $M$.
Proof of Lemma 7. The remainder $r_{N}=-\delta_{2}^{2} \Delta \Psi^{N}+\Psi^{N} /\left(1+\Psi^{N}\right)-f$ satisfies, by construction of the $\Psi_{k, l}$ 's,

$$
\begin{equation*}
T_{N} r_{N}=0, \quad \text { i.e., } r_{N}=r_{N}-T_{N} r_{N} \tag{4.1.41}
\end{equation*}
$$

where $T_{N}$ denotes the Taylor series expansion w.r.t. $\delta_{1}$ and $\delta_{2}$ up to orders $\delta_{1}^{k} \delta_{2}^{l}$ with $k+l \leqq N$.

Hence

$$
\begin{equation*}
r_{N}=-\left(I-T_{N}\right) f\left(\delta_{2} \xi, \theta\right)-\left(I-T_{N}\right) \delta_{2}^{2} \Delta \Psi^{N}-\left(I-T_{N}\right)\left(1+\psi_{N}\right)^{-1} \tag{4.1.42}
\end{equation*}
$$

As for the first term the statement in (4.1.41) holds trivially.
For the second term we note that

$$
\begin{equation*}
-\delta_{2}^{2} \Delta=\sum_{0<r+s \leqq 2} \delta_{2}^{2-r} B^{r, s}\left(\delta_{2} \xi, \theta\right) \frac{\partial^{r+s}}{\partial \xi^{r} \partial \theta^{s}}, \tag{4.1.43}
\end{equation*}
$$

where the $B^{r, s}$ can easily be identified using (3.2). Consequently,

$$
\begin{equation*}
\left(I-T_{N}\right) \delta_{2}^{2} \Delta \Psi^{N}=\sum_{\substack{0<r+s \leq 2 \\ k+l \leq N}} \sum_{j=0}^{l-2+r}\left(I-T_{j}\right) B^{r, s} \cdot \delta_{1}^{k} \delta_{2}^{l-j} \frac{\partial^{r+s} \psi_{k, l-j-2+r}}{\partial \xi^{r} \partial \theta^{s}} . \tag{4.1.44}
\end{equation*}
$$

Now

$$
\left|\left(I-T_{j}\right) B^{r, s}\right| \leqq C\left(\delta_{2} \xi\right)^{j+1} \quad \text { and } \quad\left|\frac{\partial^{r+s} \psi_{k, l-j-2+r}}{\partial \xi^{r} \partial \theta^{s}}\right| \leqq C|\xi|^{l-j}
$$

because of Lemmas 2 and 3, and there is an $\varepsilon$-independent constant $C>0$ such that

$$
\begin{equation*}
\left.\mid\left(I-T_{N}\right) \delta_{2}^{2} \Delta \Psi^{N}\right) \mid \leqq C \sum_{k+l \leqq N} \delta_{1}^{k}\left(\delta_{2}|\xi|\right)^{l+1} \tag{4.1.45}
\end{equation*}
$$

This implies that the second term is as required in (4.1.40).
For the third term we proceed as follows:

$$
\text { |(I-T) } \begin{align*}
\left|\left(1+\psi_{N}\right)^{-1}\right| & =\left\lvert\, \frac{1}{N!} \int_{0}^{1}(1-t)^{N} \frac{\partial^{N+1}}{\partial t^{N+1}}\left(1+\sum_{k+l \leqq N} t^{k+l} \delta_{1}^{k} \delta_{2}^{l} \psi_{k, l}\right)^{-1} \cdot d t\right. \\
& \left.\leqq C \sum_{k+l=N+1} \delta_{1}^{k} \delta_{2}^{l} \sum_{m=2}^{N+1}\left(1+\frac{1}{2} \psi_{0}\right)^{-m-1} \prod_{\substack{i=1 \\
k_{i}+l_{i} \geq 1 \\
\Sigma k_{i}=k, l_{i}=l}}^{m} \right\rvert\, \psi_{k_{i} l_{i} l} \tag{4.1.46}
\end{align*}
$$

with some suitably chosen $\varepsilon$-independent constant $C$. Here we used Lemmas 2 and 3 to estimate $1+\psi_{N} \geq 1+\frac{1}{2} \psi_{0}$ for $|\xi| \leqq \rho_{1} / \delta_{2}$. Now, for $\xi \leqq \xi_{0}$ we estimate $1+\frac{1}{2} \psi_{0} \geqq 1$ and $\left|\prod_{i=1}^{m} \psi_{k_{i} l_{i}}\right| \leqq C\left(1+|\xi|^{1}\right)$ using Lemma 2. For $\xi \geqq \xi_{0}$ we estimate $1+\frac{1}{2} \psi_{0} \geqq C \xi^{2}$ and $\prod_{i=1}^{m}\left|\psi_{k_{i} l_{i}}\right| \leqq C \xi^{l+2 m}$ and again the estimate as required for (4.1.40) is easily found.

Note that Lemma 7 shows that we have constructed a formal approximation of arbitrary order in the layer along the free surface.
4.2. The $\boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{l}}$ 's with free $\boldsymbol{g}_{\boldsymbol{k}, \boldsymbol{l}}$ 's. Let us now come back to the construction of a formal approximation in $\Omega_{+}$. For $\phi_{k, l}$ we find by substituting (4.2) in (1.1) and collecting the terms of order $\varepsilon \delta_{1}^{k} \delta_{2}^{l}$ an equation of the following form:

$$
\begin{equation*}
\Delta \phi_{k, l}=-\bar{F}_{k, l} \tag{4.2.1}
\end{equation*}
$$

with

$$
\bar{F}_{k, l}=(k!l!)^{-1} \frac{\partial^{k+l}}{\partial \delta_{1}^{k} \partial \delta_{2}^{l}}\left\{w_{0}+\delta_{1} \delta_{2} w_{1}+\delta_{2}^{2}\left(1+\Sigma^{\prime} \delta_{1}^{r} \delta_{2}^{s} \phi_{r, s}\right)\right\}^{-1}
$$

where ' denotes summation over all indices $r, s$ such that $0 \leqq r \leqq k, 0 \leqq s \leqq l-2, r+s<$ $k+l-2$. For example, the equation for $\phi_{0,0}$ becomes

$$
\begin{equation*}
\Delta \phi_{0,0}=-\frac{1}{w_{0}} . \tag{4.2.2}
\end{equation*}
$$

Since $w_{0}$ behaves as $\rho^{2}$ for $\rho \downarrow 0$ (see (1.5)) the right-hand side of this equation is singular for $\rho \downarrow 0$. Analogously, singularities can be expected in the other $\bar{F}_{k, l}$ 's. Consequently, it is logical to split $\phi_{k, l}$ into a singular part and a regular part. Now, it will be crucial to the construction that the singular part of $\phi_{k, l}$ can be determined in $a$ unique way from the previous $\phi_{\bar{k}, \bar{I}}$ with $\bar{k} \leqq k, \bar{l} \leqq l-2, \bar{k}+\bar{l}<k+l-2$ by an iterative procedure using only the equation given in (4.2.1). The regular part of $\phi_{k, l}$ will have freedom in the form of its boundary values on $S$. Moreover, the following lemma provides us with more information on the structure of the singularities near the free surface.

Lemma 8. The equations given in (4.1.1) have a set of solutions $\phi_{k, 1}$ with the following properties:

$$
\begin{equation*}
\phi_{k, l}=\phi_{k, l}^{s, M}(\rho, \theta) \cdot H\left(\frac{\rho-\rho_{1}}{\rho_{1}}\right)+\phi_{k, l}^{r, M}, \tag{4.2.3}
\end{equation*}
$$

where $\phi_{k, l}^{s, M}$ will consist of certain singular terms and $\phi_{k, l}^{r, M}$ is sufficiently regular:

$$
\begin{gather*}
\phi_{k, l}^{s, M}=\sum_{\substack{-l \leq j \leq M+2 \\
0 \leq i \leq 1+l / 2 \\
i>0 \text { or } j<0}} \Phi_{i, j}^{k, l}(\theta) \cdot(\ln \rho)^{i} \rho^{j}, \quad \Phi_{i, j}^{k, l} \text { smooth and periodic in } \theta,  \tag{4.2.4}\\
\phi_{k, l}^{r, M} \in C^{M+2+\alpha}\left(\bar{\Omega}_{+}\right), \quad \alpha \in(0,1) . \tag{4.2.5}
\end{gather*}
$$

In this decomposition $M \in \mathbb{N} \cup\{0\}$ is arbitrary. $H$ is the cut-off function given in (2.6) and $\rho_{1}>0$ is $\varepsilon$-independent, but sufficiently small. The construction of the $\phi_{k, 1}$ 's goes iteratively, namely, once all $\phi_{k, l}$ with $k+l \leqq N$ are known with properties as in (4.2.3)(4.2.5), then for $k+l=N+1$ :
(i) $\phi_{k, l}^{s, M}$ follows uniquely within the specified class by requiring:

$$
\begin{equation*}
\Delta \phi_{k, l}^{s, m}+\bar{F}_{k, l} \in C^{M+\alpha}\left(\left\{(\rho, \theta) \mid 0 \leqq \rho \leqq \rho_{1}\right\}\right), \tag{4.2.6}
\end{equation*}
$$

(ii) solution of

$$
\begin{align*}
& \Delta \phi_{k, l}^{r, M}=-\bar{F}_{k, l}-\Delta\left(\phi_{k, l}^{s, M} H\right),  \tag{4.2.7}\\
& \phi_{k, l}^{r, M}=g_{k, l}, \tag{4.2.8}
\end{align*}
$$

where $g_{k, l} \in C^{\infty}(S)$ is free.
Proof of Lemma 8. Working out the differentiations in the definition of $\bar{F}_{k, l}$ leads us to

$$
\begin{equation*}
\bar{F}_{k, l}=\sum_{\substack{|\dot{\xi}| \leqq|-2 m-2 r-p\\| \overrightarrow{\mid} \mid=k-p \\ m \geqq 1,0 \leqq n \leqq m}} J_{\vec{F}, \bar{s}, p, m, n}^{k, l n} w_{0}^{-m-1} w_{1}^{p} \prod_{\substack{n \leqq m \text { terms } \\ n=0 \text { is allowed }}} \phi_{r_{i}, s_{i}} \tag{4.2.9}
\end{equation*}
$$

with certain constants $J_{\vec{F}, \bar{s}}^{k, l, p, m, n}$. If we assume that the lemma is true for $k+l \leqq N$, a simple calculation shows that for a pair ( $k, l$ ) with $k+l=N+1$

$$
\begin{equation*}
\bar{F}_{k, l}=\bar{F}_{k, l}^{s, M} H+\bar{F}_{k, l}^{r, m} \tag{4.2.10}
\end{equation*}
$$

with

$$
\bar{F}_{k, l}=\sum_{\substack{-(l+2) \leq j \leq M \\ 0 \leq i \leq 1 \leq 2 \\ j<0 \text { or } i>0}} \bar{J}_{i, j}^{k, l}(\ln \rho)^{i} \rho^{j}, \quad \bar{J}_{i, j}^{k, l} \text { smooth and periodic in } \theta,
$$

and

$$
\bar{F}_{k, l}^{r, M} \in C^{M+\alpha}\left(\bar{\Omega}_{+}\right), \quad \alpha \in(0,1),
$$

where $M \in \mathbb{N} \cup\{0\}$ is arbitrary. Using (4.2.2) we see that (4.2.10) also holds in the case $k=0, l=0$, where the iteration is starting.

Our next step is to solve the equation

$$
\begin{equation*}
\Delta \phi_{k, l}^{s, M}=-\bar{F}_{k, l}^{s, M}+O\left((\ln \rho)^{1+\frac{1}{2} l} \cdot \rho^{M+1}\right) . \tag{4.2.11}
\end{equation*}
$$

This really involves no more than some linear algebra to determine the coefficients $\Phi_{i, j}^{k, l}$. In a straightforward way one can compute that these coefficients have to satisfy a system of linear equations of the following type:

$$
\begin{equation*}
E_{i j} \Phi_{i j}^{k l}=\sum_{\left.\left(i^{\prime}, j^{\prime}\right)\right\rangle_{s}(i, j)} \sum_{s=0}^{2} D_{i^{\prime}, j^{\prime}}^{k, j^{\prime}} \frac{\partial^{s} \Phi_{i^{\prime}, j^{\prime}}^{k, l}-\bar{J}_{i-\delta(j), j-2}^{k, l},}{\partial \theta^{s}} \tag{4.2.12}
\end{equation*}
$$

with

$$
\begin{aligned}
& E_{i j}= \begin{cases}j(j-1) & \text { if } j<0 \text { or } j \geqq 2, \\
(-1)^{j+1} i & \text { if } j=0 \text { or } j=1,\end{cases} \\
& \delta(j)= \begin{cases}1 & \text { if } j=0 \text { or } j=1, \\
0 & \text { else },\end{cases} \\
& \left(i^{\prime}, j^{\prime}\right)>_{s}(i, j) \quad \text { if }\left|(\ln \rho)^{i} \rho^{j}\right|=o\left(\mid(\ln \rho)^{\left.i^{\prime} \rho^{j^{\prime}} \mid\right) \quad \text { for } \rho \downarrow 0,}\right.
\end{aligned}
$$

i.e., if $\left[j^{\prime}<j\right]$ or $\left[j=j^{\prime}\right.$ and $\left.i^{\prime}>i\right]$.

Note that $>_{s}$ is a linear ordering on the pairs $(i, j)$ and that the system of equations in (4.2.12) can be solved recursively starting with $(i, j)=(1+l / 2,-l)$, corresponding to the principal term w.r.t. this ordering and then going down in accordance with the ordering. In this way $\phi_{k, l}^{s, M}$ is uniquely determined and (4.2.6) holds. Next, we conclude that the right side of (4.2.7) is in $C^{M+\alpha}\left(\bar{\Omega}_{+}\right)$. Consequently, (4.2.5) holds (see [14], [15]). Thus the solutions of (4.2.1) defined in (4.2.3) have indeed the properties specified in Lemma 3.

Let us now define

$$
\begin{equation*}
\Phi^{N}=\varepsilon^{-1} w_{0}+(\ln \varepsilon) \cdot w_{1}+\sum_{k+1 \leqq N} \delta_{1}^{k} \delta_{2}^{l} \phi_{k, l} \text { as in (4.2). } \tag{4.2.13}
\end{equation*}
$$

We conclude this section with the following error estimate indicating how well $\Phi^{N}$ satisfies (4.1.1).

Lemma 9. On the domain $\left\{x \in \Omega_{+} \mid\right.$distance $\left.(x, S) \geqq \delta_{1}\right\}$ we have

$$
\begin{equation*}
\left|-\varepsilon \Delta \Phi^{N}+\frac{\Phi^{N}}{1+\Phi^{N}}-f\right| \leqq K \cdot \frac{\varepsilon}{\rho^{2}} \cdot\left(\delta_{1}+\frac{\delta_{2}}{\rho}\right)^{N+1} \tag{4.2.14}
\end{equation*}
$$

with an $\varepsilon$-independent constant $K>0$ and $\rho=d(x, S)$.
Proof of Lemma 9. We note that the error is given by

$$
\left|\varepsilon \cdot \frac{1}{N!} \int_{0}^{1}(1-t)^{N} \cdot \frac{\partial^{N+1}}{\partial t^{N+1}}\left\{w_{0}+\delta_{1} \delta_{2} t^{2} w_{1}+\delta_{2}^{2} t^{2}\left(1+\sum_{r+s \leqq N} \delta_{1}^{r} \delta_{2}^{s} \phi_{r, s}\right)\right\}^{-1} \cdot d t\right|,
$$

which for $d(x, S) \geqq \delta_{1}$ can be estimated as

$$
\begin{aligned}
& \leqq K_{1} \varepsilon \sum_{\substack{k+l=N+1 \\
|\vec{s}| \leq l|=2 m-2 r-p\\
| \overrightarrow{\mid} \mid=k-p}} \delta_{1}^{k} \delta_{2}^{l}\left|w_{0}^{-m-1} w_{1}^{p} \prod_{\substack{n \geq m \\
\text { terms }}} \phi_{r_{i}, s_{i}}\right| \\
& \leqq K_{2} \varepsilon \sum_{\substack{k+l=N+1 \\
|\vec{s}| \leq l-2 m}} \delta_{1}^{k} \delta_{2}^{l}\left(\rho^{2}\right)^{-m-1} \cdot\left(\frac{1}{\rho}\right)^{|\xi|}
\end{aligned}
$$

and then (4.2.14) follows easily.
This lemma demonstrates that the construction yields a formal approximation of arbitrary order in $\Omega_{0}$.
4.3. The scheme leading to uniquely defined $\psi_{k, l}$ 's and $\boldsymbol{\phi}_{k, l}$ 's with determined $\boldsymbol{A}_{k, l}$ 's and $g_{k, l}$ 's. Of course we still have to determine a bunch of free "constants" in the expansion in the layer along $S$ and in the expansion in $\Omega_{+}$. This is done by a suitable matching argument. In $\S 5$ we shall show that this leads us to a layer expansion along $S$ and an expansion in $\Omega_{+}$with an overlapping domain of validity.

In order to fix the free $A_{k, l}$ 's, we notice that matching of the layer expansion and the expansion in $\Omega_{+}$requires that

- $g_{k, l}$ is the constant term of order $\delta_{1}^{k} \delta_{2}^{l}$ found by re-expansion of the layer in $(\rho, \theta)$ coordinates,
- the linear term in $\phi_{k, l}$ near $S$ coincides with the linear term found in the $O\left(\delta_{1}^{k} \delta_{2}^{l}\right)$ term obtained by re-expanding the layer in $(\rho, \theta)$ coordinates. Note that the term $\sim \rho$ of order $\delta_{1}^{k} \delta_{2}^{l}$ in the layer expansion has a coefficient

$$
(1-\hat{f}) A_{k, l+1}+B_{k, l+1}
$$

where $B_{k, l+1}$ is completely determined by the functions $\psi_{r, s}$ with $0 \leqq r<k, r+s=k+l+1$ or with $r+s \leqq k+l$ (see (4.1.32) and Lemma 4). Hence $A_{k, l+1}$ has to satisfy the following equation:

$$
\begin{equation*}
A_{k, l+1}=(1+\hat{\gamma})\left\{\Phi_{0,1}^{k, l}-B_{k, l+1}\right\} \tag{4.3.1}
\end{equation*}
$$

with $\Phi_{0,1}^{k, l}$ as in (4.2.4).
Consequently, the scheme that provides us with the $\psi_{k, l}$ 's and $\phi_{k, l}$ 's in a unique way runs as follows. We start with $N=0$ and then successively

```
the \(\psi_{k, l}\) 's with \(k+l=N\) known \(\rightarrow \quad \Lambda_{k, l}^{\text {const }}\) is known (see (4.1.31))
                                    \(\downarrow\)
                                    \(g_{k, l}=\Lambda_{\text {def }}^{=} \Lambda_{k, l}^{\text {const }}\)
all \(\Phi_{0,1}^{k, l}\),s with \(k+l=N\)
\(\leftarrow\) the \(\phi_{k, l}\) 's with \(k+l=N\) known
    are known (see (4.2.4))
        \(\downarrow\)
        \(A_{0, N+1}\) is known (see (4.3.1))
        \(\downarrow\)
        \(A_{1, N}\) is known (see (4.3.1))
    \(\downarrow\)
\(\boldsymbol{A}_{\mathrm{N}, 1}\) is known (see (4.3.1))
\(A_{N+1,0}=0\) (see Lemma 3)
\begin{tabular}{|l|}
\(\downarrow\) \\
the \(\psi_{k, l}\) 's with \(k+l=N+1\) known \(\rightarrow\) etc.
\end{tabular}
```

This scheme leads to $g_{k, l}$ and $A_{k, l}$, which are smooth and periodic in $\theta$. It will be clear that only a very partial matching between the layer expansion and the expansion in $\Omega_{+}$has been built into this scheme. In the next section we consider the matching relations in more detail.
5. Matching relations of the internal layer at $\boldsymbol{S}$ and the expansions in $\boldsymbol{\Omega}_{\mathbf{0}}, \boldsymbol{\Omega}_{+}$. This section is a preparation for the construction of a global uniformly valid expansion in $\bar{\Omega}$ and the demonstration of its validity. We show here that various expansions constructed in preceding sections have overlap domains in which their differences are small. First we shall show that the internal layer expansion $\Psi^{N+2}$ and the regular expansion $U^{N}$ up to terms of the order $\delta_{2}^{2 N}$ have an overlap domain, and we shall estimate their difference there.

Lemma 10. There are $\varepsilon$-independent constants $\rho_{1}, \xi_{1}, M$ and $\mu>0$ such that for $-\rho_{1} \leqq \rho \leqq-\delta_{2} \xi_{1}$

$$
\begin{equation*}
\left|U^{N}-\Psi^{N+2}\right| \leqq M\left\{\left(\delta_{2}+\rho\right)^{N+2}+\exp \left(-\mu \rho / \delta_{2}\right)\right\} \tag{5.1}
\end{equation*}
$$

and

$$
\left|\rho^{r} \frac{\partial^{r+s}}{\partial \rho^{r} \partial \theta^{s}}\left(U^{N}-\Psi^{N+2}\right)\right| \leqq M\left\{\left(\delta_{2}+\rho\right)^{N+2}+\exp \left(-\mu \rho / \delta_{2}\right)\right\}, \quad r+s \leqq 2 .
$$

Note that overlap up to a certain order takes place in any region $-\hat{\rho}_{1}(\varepsilon) \leqq \rho \leqq$ $-\hat{\rho}_{2}(\varepsilon)$ with $\hat{\rho}_{1}=o(1)$ and $\delta_{2}=o\left(\hat{\rho}_{2}\right)$. The difference is almost as small as possible in a region $-\hat{A} \delta_{1} \leqq \rho \leqq-\hat{B} \delta_{1}$ with suitably chosen $\varepsilon$-independent constants $\hat{A}, \hat{B}>0$.

Proof of Lemma 10. This proof is not very difficult. It uses the observation that there is exactly one function $P^{\bar{N}}, \bar{N}={ }_{\text {def }} N+1$ of the form

$$
\begin{equation*}
P^{\bar{N}}=\sum_{l+j \leqq N} p_{l, j}(\theta) \delta_{2}^{l} \rho^{j} \tag{5.2}
\end{equation*}
$$

with smooth, periodic coefficients $p_{l, j}$, such that

$$
\begin{equation*}
\left|-\delta_{2}^{2} \Delta P^{\bar{N}}+\frac{P^{\bar{N}}}{1+P^{\bar{N}}}-f\right|=o\left(\delta_{2}+|\rho|\right)^{\bar{N}} \quad \text { for } \delta_{2} \downarrow 0, \rho \uparrow 0 . \tag{5.3}
\end{equation*}
$$

On the other hand, both $T_{\bar{N}} U^{N}$, the Taylor expansion w.r.t. $\delta_{2}$ and $\rho$ up to terms $\delta_{2}^{l} \rho^{j}$ with $l+j \leqq \bar{N}$ of $U_{N}$, and $Q^{\bar{N}}=\sum_{l=0}^{\bar{N}} \delta_{2}^{l} P_{l}\left(\rho / \delta_{2}, \theta\right)$ with $P_{l}$ the polynomial found in the expansion of $\psi_{0,1}$ for $\xi \rightarrow-\infty$ (see Lemma 2), satisfy (5.2) and (5.3) (see (2.13) and Lemma 7). Hence $T_{\bar{N}} U^{N}=Q^{\bar{N}}=P^{\bar{N}}$. Further, $\left|U_{N}-T_{\bar{N}} U_{N}\right| \leqq M_{1}\left(\delta_{2}+\rho\right)^{\bar{N}+1}$, $\left|\Psi^{\bar{N}}-\Phi^{\bar{N}}\right| \leqq M_{2} \exp \left(-\mu \rho / \delta_{2}\right)$ and $\left|\Psi^{N+2}-\Psi^{N}\right| \leqq M_{1}\left(\delta_{2}+\rho\right)^{\bar{N}+1}$ (see Lemma 2). Thus (5.1) has been derived. The estimates for the derivatives follow in an analogous way.

Next we shall demonstrate that $\Psi^{N+2}$ and $\Phi^{N}$, the expansion in $\Omega_{+}$, have an overlapping domain of validity. It is no surprise that in this case we have to work harder to get an appropriate estimate for the difference.

Lemma 11. There are $\varepsilon$-independent constants $\rho_{1}, \xi_{1}, M>0$ such that for $\xi_{1} \leqq \xi \leqq$ $\rho_{1} / \delta_{2}$

$$
\begin{equation*}
\left|\Psi^{N+2}-\Phi^{N}\right| \leqq M\left\{\left(\delta_{1}+\delta_{2} \sqrt{\ln \xi}+\frac{\sqrt{\ln \xi}}{\xi}\right)^{N+1} \cdot \ln (\rho)+\xi^{2} \cdot\left(\delta_{1}+\delta_{2} \xi\right)^{N+3}\right\} \tag{5.4}
\end{equation*}
$$

and such an estimate also holds true for

$$
\left|\left(\delta_{2} \xi\right)^{r} \frac{\partial^{r+s}}{\partial \rho^{r} \partial \theta^{s}}\left(\Psi^{N+2}-\Phi^{N}\right)\right|, \quad r+s \leqq 2 .
$$

Proof of Lemma 11. We split the difference as

$$
\begin{equation*}
\Psi^{N+2}-\Phi^{N}=\left(\Psi^{N+2}-\Lambda^{N+2, K}\right)+\left(\Lambda^{N, K}-\Phi^{N}\right)+\left(\Lambda^{N+2, K}-\Lambda^{N, K}\right) \tag{5.5}
\end{equation*}
$$

with $K>N$. The first and the last part have already been estimated in a way required by (5.4) (see Lemma 6).

An estimate of the second part is found by applying the following result:

$$
\text { for each }(k, l) \text { and for each } K_{1}>0 \text { there exists a } K>0 \text { such that }
$$

$$
\begin{array}{ll}
\left|\Delta\left(\Lambda_{k, l}^{K}-\phi_{k, l}\right)\right|=O\left(\rho^{K_{1}}\right) & \text { for } \rho \downarrow 0, \\
\left|\left(\Lambda_{k, l}^{K}-\phi_{k, l}\right)\right|=O\left(\rho^{K_{1}+2}\right) & \text { for } \rho \downarrow 0 . \tag{5.6}
\end{array}
$$

Once (5.6) has been demonstrated, it is clear that the second part is such that there is an $\tilde{M}>0$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left|\Lambda^{N, K}-\Phi^{N}\right| \leqq M \rho^{N+5} \tag{5.7}
\end{equation*}
$$

by taking $K$ sufficiently large. Therefore the estimate in (5.4) is complete.

Let us now derive (5.6). This is done by induction w.r.t. $N_{0}={ }_{\text {def }} k+1$. We start with:
a. $N_{0}=-2$, i.e. $k=0, \quad l=-2$. Using Lemma 7 and the first part of Lemma 6 (with $N$ replaced by $K$ ) we find that

$$
\begin{equation*}
\Delta\left(\Lambda_{0,-2}^{K}\right)=1-f+O\left(\rho^{K+1}\right) . \tag{5.8}
\end{equation*}
$$

As a consequence of Lemma 5 and (4.1.17) we obtain

$$
\begin{equation*}
\left.\Lambda_{0,-2}^{K}\right|_{\rho=0}=0,\left.\frac{\partial \Lambda_{0,-2}^{K}}{\partial \rho}\right|_{\rho=0}=0 . \tag{5.9}
\end{equation*}
$$

Together with the problem for $w_{0}$ in (1.5), this implies that

$$
\begin{align*}
& \Delta\left(w_{0}-\Lambda_{0,-2}^{K}\right)=O\left(\rho^{K+1}\right) \\
& \left.\left(w_{0}-\Lambda_{0,-2}^{K}\right)\right|_{\rho=0}=0,\left.\quad \frac{\partial}{\partial \rho}\left(w_{0}-\Lambda_{0,-2}^{K}\right)\right|_{\rho=0}=0 . \tag{5.10}
\end{align*}
$$

Moreover, the r.h.s. of the equation is $C^{K+1+\alpha}$ for $\rho \geqq 0, \rho$ sufficiently small, because of Lemma 5 and Lemma 8. Using a Cauchy-Kowalewsky type of construction (cf. [15]) we find that

$$
\begin{equation*}
\left|w_{0}-\Lambda_{0,-2}^{K}\right|=O\left(\rho^{K+3}\right) \quad \text { for } \rho \downarrow 0 . \tag{5.11}
\end{equation*}
$$

b. Suppose (5.6) has been proved for $k+l \leqq N_{0}$. Consider, then, values such that $k+l=N_{0}+1, k+l=0$ if $N_{0}=-2$. Given $K_{1}>0$, choose $K$ so large that

$$
\left|\Lambda_{r, s}^{K}-\phi_{r, s}\right|=O\left(\rho^{N_{0}+1+K_{1}}\right)
$$

for all $r, s$ with $r+s \leqq N_{0}$. From the structure of $\bar{F}_{k, l}$ as given in (4.2.1) it follows that

$$
\begin{equation*}
\Delta \phi_{k, l}=-\bar{F}_{k, l}=-\bar{F}_{k, l}^{*}+O\left(\rho^{K_{1}}\right) \tag{5.12}
\end{equation*}
$$

where $\bar{F}_{k, l}^{*}$ denotes $\bar{F}_{k, l}$ with $w_{0}, w_{1}, \phi_{r, s}, r+s \leqq N_{0}$ replaced by their approximation $\Lambda_{r, s}^{K}, r+s \leqq N_{0}$. Again using Lemma 7 and the first part of Lemma 6 with $N \rightarrow K$, we obtain

$$
\begin{equation*}
\Delta \Lambda_{k, l}^{K}=-\bar{F}_{k, l}^{*}+O\left(\rho^{K_{1}}\right) \tag{5.13}
\end{equation*}
$$

Because of the uniqueness of the singular terms $(\ln \rho)^{i} \rho^{j}$ with $j<0$ or $i>0$ in the solution of $\Delta \phi=-\bar{F}_{k, l}^{*}$ (see (4.2.12)), we obtain

$$
\begin{align*}
& \phi_{k, l}-\Lambda_{k, l}^{K} \text { is } C^{K_{1}+2+\alpha} \quad \text { for } \rho \geqq 0, \rho \text { sufficiently small, } \\
& \Delta\left(\phi_{k, l}-\Lambda_{k, l}^{K}\right)=O\left(\rho^{K_{1}}\right) . \tag{5.14}
\end{align*}
$$

Due to the partial matching relations imposed in $\S 4.3$ we have as boundary conditions on $S$

$$
\begin{equation*}
\left.\left(\phi_{k, l}-\Lambda_{k, l}^{K}\right)\right|_{\rho=0}=0,\left.\quad \frac{\partial}{\partial \rho}\left(\phi_{k, l}-\Lambda_{k, l}^{K}\right)\right|_{\rho=0}=0 . \tag{5.15}
\end{equation*}
$$

Again a construction of Cauchy-Kowalewsky type shows that

$$
\begin{equation*}
\left|\phi_{k, l}-\Lambda_{k, l}^{K}\right|=O\left(\rho^{K_{1}+2}\right) \quad \text { for } \rho \downarrow 0 . \tag{5.16}
\end{equation*}
$$

The estimates on the derivatives can now also be verified in an elementary way; details are left to the reader.

We conclude this section with the remark that for $N \geqq 0$ the overlap region is nonempty and that the difference is small in the region

$$
\begin{equation*}
A \sqrt{\delta_{2}} \leqq \rho \leqq B \sqrt{\delta_{2}}, \quad \text { i.e., } A \delta_{2}^{-1 / 2} \leqq \xi \leqq B \delta_{2}^{-1 / 2} \tag{5.17}
\end{equation*}
$$

with suitably chosen $\varepsilon$-independent $A$ and $B>0$. This region is special, since exactly in this region $\Psi^{N+2}$ and $\Phi^{N}$ give rise to the same order of error in the equation;

$$
\begin{equation*}
\operatorname{error} \sim\left(\delta_{2} \xi\right)^{N+3}=O_{\text {sharp }}\left(\frac{\delta_{2}}{\rho}\right)^{N+3}=O_{\text {sharp }}\left(\varepsilon^{(N+3) / 4}\right) \tag{5.18}
\end{equation*}
$$

in that region (see Lemma 7 and Lemma 9). In fact it is this error, which is worst in the global formal approximation, that we discuss in the next section.
6. Composition of a global approximation $\boldsymbol{Z}_{\mathbf{N}}$ and estimation of the error $\boldsymbol{u}$ $\boldsymbol{Z}_{\mathbf{N}}$. Now we are in a position to put all the previously constructed local approximations together into a global approximation $Z_{N}$. We define

$$
\begin{equation*}
Z_{N}=\Psi^{N+2} H\left(\frac{\rho^{2}}{\sqrt{\varepsilon}}\right)+\left(Z_{0}^{N}+\Phi^{N}\right) \cdot\left[1-H\left(\frac{\rho^{2}}{\sqrt{\varepsilon}}\right)\right] \tag{6.1}
\end{equation*}
$$

with
$\begin{array}{ll}\Psi^{N+2} & \text { the expansion in the layer along with the free surface } S, \text { see (4.1.33), } \\ Z_{0}^{N} & \begin{array}{l}\text { the regular expansion in } \Omega_{0} \text { corrected with the layer expansion along } \\ \partial \Omega, \text { see (2.4), }\end{array} \\ \Phi^{N} & \begin{array}{l}\text { the expansion in } \Omega_{+}(\text {see (4.2.13)), }\end{array} \\ H\left(\frac{\rho^{2}}{\sqrt{\varepsilon}}\right) & \begin{array}{l}\text { is a smooth cut-off function, which is } \equiv 1 \text { for }|\rho| \leqq\left(\frac{1}{2} \sqrt{\varepsilon}\right)^{1 / 2} \text { and which } \\ \text { vanishes for }|\rho| \geqq \varepsilon^{1 / 4}(\text { see }(2.6)) .\end{array}\end{array}$
Theorem 1. The construction process has been successful in the sense that $Z_{N}$ is a global, formal approximation:

$$
\begin{equation*}
\max _{x \in \Omega}\left|-\varepsilon \Delta Z_{N}+\frac{Z_{N}}{1+Z_{N}}-f\right| \leqq R \cdot \sqrt{\varepsilon^{1 / 2} \ln \left(\frac{1}{\varepsilon}\right)^{(N+3)}} \tag{6.2}
\end{equation*}
$$

where $R$ is an $\varepsilon$-independent constant $>0$.
Proof of Theorem 1. The estimate in (6.2) can be derived by making a subdivision of $\bar{\Omega}$ into

$$
\begin{aligned}
& \Omega_{l}=\left\{(\rho, \theta) \left\lvert\, \rho^{2} \leqq \frac{1}{2} \sqrt{\varepsilon}\right.\right\}, \quad \Omega_{l,+}=\left\{(\rho, \theta) \mid \rho>0, \frac{1}{2} \sqrt{\varepsilon} \leqq \rho^{2} \leqq \sqrt{\varepsilon}\right\}, \\
& \Omega_{l, 0}=\left\{(\rho, \theta) \mid \rho<0, \frac{1}{2} \sqrt{\varepsilon} \leqq \rho^{2} \leqq \sqrt{\varepsilon}\right\}, \quad \Omega_{+}^{\prime}=\Omega_{+} \backslash\left\{\Omega_{l} \cup \Omega_{l,+}\right\}, \quad \Omega_{0}^{\prime}=\bar{\Omega}_{0} \backslash\left\{\Omega_{l} \cup \Omega_{l, 0}\right\} .
\end{aligned}
$$

Partial results in the direction of (6.2) were already found. In $\Omega_{0}^{\prime}$ we use (2.15) and obtain an $O\left(\varepsilon^{N+3}\right)$ error. The larger contributions come from $\Omega_{l}, \Omega_{l,+}$ and $\Omega_{+}^{\prime}$. We apply Lemma 7 and Lemma 9 in $\Omega_{l}$ and $\Omega_{l,+}$ respectively. In both regions we find an $O\left(\varepsilon^{1 / 4(N+3)}\right)$ error, because of the special choice of the cut-off at an $O\left(\varepsilon^{1 / 4}\right)$-distance from $S$ (compare (5.18)). In the overlap region $\Omega_{l++}$ we have

$$
Z_{N}=\Phi^{N}+H\left(\frac{\rho^{2}}{\sqrt{\varepsilon}}\right)\left(\Psi^{N+2}-\Phi^{N}\right) .
$$

Using Lemma 9 and the matching relations in Lemma 11, we can see that here the error is at most $\left(\sqrt{\delta_{2} \mid \ln \varepsilon} \mid\right)^{N+3}$. Specially, the term

$$
\delta_{2}^{2} \cdot\left(\partial^{2} H\left(\frac{\rho^{2}}{\sqrt{\varepsilon}}\right) / \partial \rho^{2}\right) \cdot\left(\Psi^{N+2}-\Phi^{N}\right)
$$

gives rise to this order (see Lemma 11). Other terms yield contributions of a smaller order. The region $\Omega_{l, 0}$ is dealt with in an analogous way using Lemma 10.

The next step is to convert the estimate in (6.2) into an estimate for $u-Z_{N}$. This can be done with the following result:

Lemma 12. Suppose that $Z \in C^{\infty}(\bar{\Omega}), Z \geqq 0$ satisfies

$$
\begin{equation*}
-\varepsilon \Delta Z+\frac{Z}{1+Z}-f=r, \quad Z=0 \text { on } \partial \Omega \tag{6.3}
\end{equation*}
$$

Then there is an $\varepsilon$-independent constant $\nu>0$ such that

$$
\begin{equation*}
|u-Z|_{\text {sup }} \leqq \frac{\nu}{\varepsilon}|r|_{\text {sup }} . \tag{6.4}
\end{equation*}
$$

Proof of Lemma 12. We use a technique based on barrier functions and the maximum principle (see [17], [12] and [18]). Suppose that a positive function $v \in C^{\infty}(\bar{\Omega})$ can be found such that

$$
\begin{align*}
& -\varepsilon \Delta(Z+v)+\frac{Z+v}{1+Z+v}-f \geqq 0 \text { in } \bar{\Omega}, \\
& Z+v \geqq 0 \quad \text { on } \partial \Omega . \tag{6.5}
\end{align*}
$$

Then $Z+v$ is an upper barrier for the solution $u$, i.e.,

$$
\begin{equation*}
u \leqq Z+v \quad \text { on } \bar{\Omega} . \tag{6.6}
\end{equation*}
$$

To prove (6.6) we use the fact that $Z+v-u={ }_{\text {def }} w$ satisfies $w \in C^{\infty}(\bar{\Omega})$ and

$$
\begin{aligned}
& -\varepsilon \Delta w+\bar{c} w \geqq 0 \quad \text { in } \bar{\Omega}, \\
& w \geqq 0 \quad \text { on } \partial \Omega
\end{aligned}
$$

with

$$
\bar{c}=(1+Z+v)^{-1}(1+u)^{-1},
$$

i.e.,

$$
\bar{c} \in C^{\infty}(\bar{\Omega}) \quad \text { and } \quad \bar{c} \geqq 0 .
$$

Implicitly, we used the fact that $u \in C^{\infty}(\bar{\Omega})$ (cf. [4]). The maximum principle for second order elliptic Dirichlet problems (cf. [19]) implies that $w \geqq 0$.

If a negative function $v \in C^{\infty}(\bar{\Omega})$ can be found such that (6.5) holds with reversed signs in the region where $Z+v \geqq 0$, then $\max (0, Z+v)$ is a lower barrier for the solution $u$. This follows from (1.3) in combination with a maximum principle argument.

Now, we make the following choice for the function $v$ :

$$
\begin{equation*}
v=b \cos \left(\frac{\pi}{2} \cdot \frac{x_{1}-x_{1}^{0}}{d}\right) \cdot \cos \left(\frac{\pi}{2} \cdot \frac{x_{2}-x_{2}^{0}}{d}\right) \tag{6.7}
\end{equation*}
$$

with a value for $b \geqq 0$, which we shall specify presently. The point $x^{0}$ and the number $d>0$ are chosen in such a way that the product of the cosines is $\geqq \frac{1}{2}$ on $\bar{\Omega}$. With this function $v$ we obtain that

$$
\begin{equation*}
-\varepsilon \Delta(Z+v)+\frac{Z+v}{1+Z+v}-f \geqq r-\varepsilon \Delta v \geqq r+b \cdot \frac{\varepsilon}{2}\left(\frac{\pi}{2 d}\right)^{2}, \tag{6.8}
\end{equation*}
$$

which is $\geqq 0$, when $b=(\nu / \varepsilon) \min \left(0,-\min _{\bar{\Omega}} r\right)$ with $\nu=8(d / \pi)^{2}$. In this way an upper bound is found. For the lower bound we proceed in an analogous way. Actually we even obtain a somewhat better estimate than we do from (6.3):

$$
\begin{equation*}
\max \left(0, Z-\frac{\nu}{\varepsilon} \max \left(0, \max _{\bar{\Omega}} r\right)\right) \leqq u \leqq Z+\frac{\nu}{\varepsilon} \min \left(0,-\min _{\bar{\Omega}} r\right) . \tag{6.9}
\end{equation*}
$$

An immediate consequence of Lemma 12 and Theorem 1 is

$$
\begin{equation*}
\left|u-Z_{N}\right|_{\text {sup }}=O\left(\varepsilon^{-1}\left(\sqrt{\varepsilon^{1 / 2} \ln \left(\frac{1}{\varepsilon}\right)}\right)^{N+3}\right) \quad \text { if } N \geqq 0 \tag{6.10}
\end{equation*}
$$

However, this estimate can be improved somewhat. It follows that

$$
\begin{equation*}
\left|Z_{N}-Z_{N_{1}}\right| \sup =O\left(\left(\sqrt{\varepsilon^{1 / 2} \ln \left(\frac{1}{\varepsilon}\right)}\right)^{N+1}\right) \quad \text { if } N_{1} \geqq N \geqq 0 \tag{6.11}
\end{equation*}
$$

as one may verify with a straightforward calculation. Since $\left|u-Z_{N}\right|_{\text {sup }} \leqq$ $\left|u-Z_{N_{1}}\right|_{\text {sup }}+\left|Z_{N}-Z_{N_{1}}\right|_{\text {sup }}$, the following result is found from (6.10)-(6.11).

Theorem 2. In the sup norm it follows that the constructed global approximation $Z_{N}$ differs from the solution at most by an amount

$$
\begin{equation*}
\left|u-Z_{N}\right|_{\text {sup }}=O\left(\sqrt{\varepsilon^{1 / 2} \ln \left(\frac{1}{\varepsilon}\right)^{N+1}}\right), \quad N \geqq 0 . \tag{6.12}
\end{equation*}
$$

Of course the estimate given in the introduction (1.12) is contained in (6.12) for $N$ sufficiently large. In order to prove (1.13) and (1.14) we need estimates on the derivatives $\left(\partial / \partial x_{i}\right)\left(u-Z_{N}\right),\left(\partial^{2} / \partial x_{i} \partial x_{j}\right)\left(u-Z_{N}\right)$. Note that

$$
\begin{equation*}
\left[-\varepsilon \Delta+\frac{1}{(1+u)^{2}}\right] \frac{\partial}{\partial x_{i}}\left(u-Z_{N}\right)=r_{i, N}^{(1)} \tag{6.13}
\end{equation*}
$$

with

$$
r_{i, N}^{(1)}=\frac{\partial r}{\partial x_{i}}+\frac{\partial Z_{N}}{\partial x_{i}}\left\{\frac{1}{\left(1+Z_{N}\right)^{2}}-\frac{1}{(1+u)^{2}}\right\},
$$

i.e.,

$$
\|\left. r_{i, N}^{(1)}\right|_{\text {sup }} \leqq R_{i, N}^{(1)} \varepsilon^{-1}\left(\sqrt{\varepsilon^{1 / 2} \ln \left(\frac{1}{\varepsilon}\right)}\right)^{N+1}
$$

Using a technique shown in Lemma 12 we see that

$$
\begin{equation*}
\left|\frac{\partial}{\partial x_{i}}\left(u-Z_{N}\right)\right|_{\text {sup }}=O\left(\varepsilon^{-1}\left|r_{i, N}^{(1)}\right|_{\text {sup }}\right) . \tag{6.14}
\end{equation*}
$$

Now for $N$ sufficiently large (1.13), the explicit expression for $Z_{N}$ and its derivatives is contained in (6.14), (6.12). An interesting observation is that the main contribution in the estimate (1.13) comes from the layer along $\partial \Omega$. Differentiating (6.13) w.r.t. $x_{j}$ and proceeding in an analogous way we obtain

$$
\begin{equation*}
\left|\frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\left(u-Z_{N}\right)\right|_{\text {sup }}=O(\varepsilon) \quad \text { for } N \text { sufficiently large. } \tag{6.15}
\end{equation*}
$$

Thus we are led to (1.14). Again the main contribution in (1.14) comes from the layer along $\partial \Omega$.
7. Discussion of some generalisations. Two generalisations of the problem as specified in (1.1) can be dealt with in a rather straightforward way: (i) higher dimensional domains $\Omega$ and (ii) general second order, negative, elliptic operators $A$ with smooth coefficients, instead of the Laplacian $\Delta$. The conditions in the Introduction have a formulation, which already applies to this situation. Of course certain minor changes have to be made in the construction. For example, in general one has to work
with several local coordinate systems $(\rho, \theta)$; to describe a neighbourhood of $S$ and expressions such as (3.2) will be more complicated. However, nothing changes in the structure of the approximation $Z_{N}$, and our methods of proving the validity of the approximation based on the maximum principle still work.

A different story arises for a generalisation to more general nonlinearities, i.e., for a problem

$$
\begin{align*}
& -\varepsilon A u+\Phi(x, u)=f \geqq 0 \quad \text { on } \Omega,  \tag{7.1}\\
& u=0 \quad \text { on } \partial \Omega,
\end{align*}
$$

with

$$
\Phi \in C^{\infty}(\bar{\Omega} \times \mathbb{R}), \quad \Phi(x, 0)=0, \quad \frac{\partial \Phi}{\partial u}>0, \quad \lim _{u \rightarrow \infty} \Phi(x, u)=1 .
$$

Note that a more general case with $\lim _{u \rightarrow \infty} \Phi(x, u)=\omega(x)$ on $\bar{\Omega}, \omega \in C^{\infty}(\bar{\Omega}), \omega>0$ can be reduced to the one above by dividing by $\omega$. Now the structure of the approximation near $S$ and $\Omega_{+}$will depend heavily on how $\Phi(x, u)$ tends to its limit as $u \rightarrow \infty$. In cases where $\Phi$ has the following asymptotics:

$$
\begin{equation*}
\Phi(x, u) \simeq 1-\lambda_{1}(x) u^{-1}+\sum_{k \geqq 2} \lambda_{k}(x) u^{-k} \text { for } u \rightarrow \infty \tag{7.2}
\end{equation*}
$$

with coefficients $\lambda_{k} \in C^{\infty}(\bar{\Omega}), \lambda_{1}>0$, the approximation will still have a structure as in this paper and its construction is analogous. In cases where $\Phi$ has completely different asymptotics for $u \rightarrow \infty$, the structure of the approximation will also be different. For example, for $\Phi=1-e^{-u}$ the structure of the approximation will be easier, since only order functions of the type $\varepsilon^{p / 2}, p=-2,0,1, \cdots$ will then appear (see [10]).

The method of proving validity given in § 6 extends without difficulties to these more general nonlinearities.
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#### Abstract

The abstract d'Alembert formula expresses solutions of the factored linear equation $\prod_{j=1}^{n}\left(d / d t-A_{j}\right) u(t)=0$ as $u(t)=\sum_{j=1}^{n} u_{j}(t)$, where $\left(d / d t-A_{j}\right) u_{j}(t)=0$ for $j=1, \cdots, n$. Here each $A_{j}$ generates a $\left(C_{0}\right)$ semigroup on a Banach space $X$ and suitable hypotheses hold. Applications are made to asymptotic theory, specifically to equipartition of energy and to scattering theory.
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1. Introduction. Let $A_{1}, \cdots, A_{n}$ generate mutually commuting strongly continuous semigroups of bounded linear operators on a Banach space $X$. If $A_{i}-A_{j}$ is invertible and has a big enough range for $i \neq j$, then any solution $u$ of the factored $n$th order equation

$$
\prod_{j=1}^{n}\left(\frac{d}{d t}-A_{j}\right) u(t)=0
$$

decomposes as a sum $u(t)=\sum_{j=1}^{n} u_{j}(t)$ of solutions of $\left(d / d t-A_{j}\right) u_{j}(t)=0$. The motivating example for this decomposition is the classical d'Alembert formula for the one-(space-) dimensional wave equation, which expresses the solution of

$$
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial x^{2}}=0 \quad\left(=\prod_{j=1}^{2}\left(\frac{d}{d t}-(-1)^{j} c d / d x\right) u\right)
$$

as $u(t, x)=F(x+c t)+G(x-c t)$.
The abstract d'Alembert formula is presented in $\S 2$ and examples are given in $\S 3$. In $\S \S 4,5$ and 6 , we use the abstract d'Alembert formula to unify, extend and simplify equipartition of energy results. Specifically, in §4, we improve a result of Goldstein and Rosencrans [3] by deriving equipartition of energy for the telegraph equation

$$
u_{t t}+2 b u_{t}+u_{x x}=0
$$

in the sense that $\left\|u_{t}(t)\right\|^{2} /\left\|u_{x}(t)\right\|^{2} \rightarrow 1$ as $t \rightarrow \infty$. In $\S 5$, we show for the "damped" wave equation

$$
u_{t t}+2 b u_{t x}+u_{x x}=0
$$

that $\lim _{t \rightarrow \infty}\left\|u_{t}(t)\right\|^{2} /\left\|u_{x}(t)\right\|^{2}$ exists, that this limit, $L$, satisfies

$$
\left[\left(b^{2}+1\right)^{1 / 2}-|b|\right]^{2} \leqq L \leqq\left[\left(b^{2}+1\right)^{1 / 2}+|b|\right]^{2},
$$

and that $L$ depends on the initial data. In $\S 6$ we give equipartition of energy results for equations of higher order (in time), which unify the results of Mochizuki [11] on factored wave equations and of Goldstein and Sandefur [6] on equations of order $2^{n}$. Applications to scattering theory are given in § 7 .

[^72]2. The abstract d'Alembert formula. Let $X$ be a Banach space. The following assumption will be made throughout this section.

Hypothesis (H1). For $j=1, \cdots, n, A_{j}$ is the infinitesimal generator of a ( $C_{0}$ ) semigroup $T_{j}=\left\{T_{j}(t): t \geqq 0\right\}$ on $X$. These semigroups commute, that is,

$$
T_{j}(t) T_{k}(s)=T_{k}(s) T_{j}(t)
$$

holds for $j, k \in\{1, \cdots, n\}$ and all $t, s \geqq 0$.
Of concern is the $n$th order differential equation

$$
\begin{equation*}
\prod_{j=1}^{n}\left(\frac{d}{d t}-A_{j}\right) u(t)=0 \quad(t \geqq 0) \tag{1}
\end{equation*}
$$

to be solved for $u:[0, \infty) \rightarrow X$. Special cases of (1) arose naturally in our study of equipartition of energy; cf. [6]. In fact, a very special case of the abstract d'Alembert formula is buried in [6], and it was our desire to understand better the calculation in [6] that provided the initial motivation for the present paper.

Our first theorem establishes the well-posdeness of the Cauchy problem for (1). Theorems 2 and 3 give a clean statement of the d'Alembert formula. Theorem 4 gives a messier but a more useful version of the formula.

Following Sandefur [12], we say that the initial value problem for (1) is well posed on $\mathbb{R}^{+}=[0, \infty)$ if
(i) For every set of initial data $\left\{\phi_{1}, \cdots, \phi_{n}\right\}$ with $\phi_{i} \in D$, where $D$ is some dense set in $X$, there exists a unique solution $u$ of (1) such that $\prod_{j=1}^{k}\left(d / d t-A_{j}\right) u \in$ $C^{n-k}\left(\mathbb{R}^{+}, X\right)$ for $k=0,1, \cdots, n-1$ and $u^{(k-1)}(0)=\phi_{k}$ for $k=1, \cdots, n$;
(ii) If $\left\{u_{m}\right\}$ is a sequence of solutions of (1) (in the sense of (i) above) and if $\left.\prod_{j=1}^{k}\left(d / d t-A_{j}\right) u_{m}(t)\right|_{t=0} \rightarrow 0$ as $m \rightarrow \infty$ for $k=0,1, \cdots, n-1$, then $\prod_{j=1}^{k}(d / d t-$ $\left.A_{j}\right) u_{m}(t) \rightarrow 0$ as $m \rightarrow \infty$ for $k=0,1, \cdots, n-1$ and uniformly for $t$ in bounded subintervals of $\mathbb{R}^{+}$.

Theorem 1. Assume Hypothesis (H1). Then the initial value problem for (1) is well posed.

For the proof we need an extension of a classical ancient result of Gel'fand [1].
Lemma. Let Hypothesis (H1) hold. Then $\cap_{j=1}^{n} C^{\infty}\left(A_{j}\right)$ is dense in $X$.
Here $C^{\infty}\left(A_{j}\right)=\bigcap_{m=1}^{\infty} \operatorname{Dom}\left(A_{j}^{m}\right)$. For $n=1$ this result is due to Gel'fand; see [7, p. 308]. We shall prove it for $n=2$, assuming it for $n=1$. Two remarks must be made in connection with this: (i) the $n=1$ case actually follows from the proof given below if we specialize $A_{2}$ to be zero, so that $T_{2}(t) \equiv I$; (ii) the proof of the general case is by induction and is in fact the following proof except for some inessential modifications. Thus the details of the general case may safely be omitted.

Let $f \in C^{\infty}\left(A_{2}\right)$, which by hypothesis is dense in $X$. Let $\phi \in C_{c}^{\infty}((0, \infty), \mathbb{R})$, the subscript $c$ denoting "compactly supported," and set

$$
g=\int_{0}^{\infty} \phi(t) T_{1}(t) T_{2}(t) f d t .
$$

We claim that

$$
g \in \operatorname{Dom}\left(A_{1}^{m}\right) \cap \operatorname{Dom}\left(A_{2}^{m}\right)
$$

for all $m \geqq 1$. It then follows that $g \in \bigcap_{j=1}^{2} C^{\infty}\left(A_{j}\right)$. Since $g \rightarrow f$ as $\phi \rightarrow \delta_{0}$ (for example, take $\phi_{\varepsilon} \geqq 0$ supported in $[\varepsilon, 2 \varepsilon]$ with $\int_{0}^{\infty} \phi_{\varepsilon}(t) d t=1$ and let $\varepsilon \rightarrow 0^{+}$), we conclude that the lemma follows from the claim.

To prove the claim, let $\phi$ be supported in $[\varepsilon, 1 / \varepsilon]$ and let $0<h<\varepsilon$. Then

$$
T_{1}(h) g=\int_{0}^{\infty} \phi(t) T_{1}(t+h) T_{2}(t) f d t=\int_{0}^{\infty} \phi(t-h) T_{1}(t) T_{2}(t-h) f d t .
$$

Consequently

$$
\begin{align*}
& h^{-1}\left[T_{1}(h) g-g\right]= \int_{0}^{\infty} h^{-1}[\phi(t-h)-\phi(t)] T_{1}(t) T_{2}(t-h) f d t \\
&+\int_{0}^{\infty} \phi(t) T_{1}(t) h^{-1}\left[T_{2}(t-h) f-T_{2}(t)\right] f d t  \tag{2}\\
& \rightarrow-\int_{0}^{\infty} \phi^{\prime}(t) T_{1}(t) T_{2}(t) f d t-\int_{0}^{\infty} \phi(t) T_{1}(t) T_{2}(t) A_{2} f d t .
\end{align*}
$$

Hence $g \in \operatorname{Dom}\left(A_{1}\right)$ and $A_{1} g$ is given by (2). By induction the above argument shows that $g \in \operatorname{Dom}\left(A_{1}^{m}\right)$ and

$$
A_{1}^{m} g=\sum_{k=0}^{m}(-1)^{m}\binom{m}{k} \int_{0}^{\infty} \phi^{(k)}(t) T_{1}(t) T_{2}(t) A_{2}^{m-k} f d t
$$

here $\binom{m}{k}=m!/(k!(m-k)!)$ is the usual binomial coefficient. Next, by the commutativity hypothesis (H1), $f \in \operatorname{Dom}\left(A_{2}\right)$ implies $T_{1}(t) f \in \operatorname{Dom}\left(A_{2}\right)$ and

$$
A_{2} T_{1}(t) f=T_{1}(t) A_{2} f
$$

and similarly for $A_{2}^{m}$ in place of $A_{2}$. Consequently, since $A_{2}^{m}$ is closed and $f \in \operatorname{Dom}\left(A_{2}^{m}\right)$,

$$
\int_{0}^{\infty} \phi(t) T_{1}(t) T_{2}(t) f d t \in \operatorname{Dom}\left(A_{2}^{m}\right)
$$

and

$$
A_{2}^{m}\left(\int_{0}^{\infty} \phi(t) T_{1}(t) T_{2}(t) f d t\right)=\int_{0}^{\infty} \phi(t) T_{1}(t) T_{2}(t) A_{2}^{m} f d t .
$$

Since $m$ is arbitrary, the proof is complete.
Proof of Theorem 1. Let $D$ be any dense subspace of $\cap_{j=1}^{n} C^{\infty}\left(A_{j}\right)$ that is left invariant by each $A_{j}$. For instance, $D=\bigcap_{j=1}^{n} C^{\infty}\left(A_{j}\right)$ will do. Theorem 1 now follows directly from the lemma and from a result of Sandefur [12, p. 731].

Consider (1) with $n=2$ and $A_{1}=A_{2}=A$, where $A$ generates $T$. Then all solutions of (1) are of the form $T(t)(\phi+t \psi)$ where $\phi, \psi$ are in $\operatorname{Dom}(A)$. If we want solutions of (1) to be of the form $u(t)=\sum_{i=1}^{n} T_{i}(t) \psi_{i}$, then to avoid terms such as $t T_{i}(t)$, it is necessary that $A_{i}-A_{i}$ be injective for $i \neq j$.

Hypothesis (H2). $0 \in \rho\left(A_{i}-A_{j}\right)$ for $i \neq j$. More precisely, zero is in the resolvent set of the closure of $A_{i}-A_{j}$ for $i \neq j$.

Write $u \in \mathcal{N}\left(\prod_{j=1}^{k}\left(d / d t-A_{j}\right)\right)$ to mean that $\prod_{j=1}^{k}\left(d / d t-A_{j}\right) u(t)=0$ for $t \geqq 0$. Here $\mathcal{N}$ stands for "null space."

Theorem 2. Assume Hypotheses (H1) and (H2). Then $w \in \mathcal{N}\left(\prod_{j=1}^{n}\left(d / d t-A_{j}\right)\right)$ implies $w=\sum_{j=1}^{n} w_{j}$ where $w_{j} \in \mathcal{N}\left(d / d t-A_{j}\right)$.

Proof. The proof is by induction on $n$. (Previously we have assumed that the $j$ 's increased from right to left. For simplicity of notation we assume in this proof that the $j$ 's decrease from right to left.)

The case $n=1$ is trivially true. Assume the theorem to be true for $n-1$ with $n \geqq 2$. Let

$$
\prod_{j=1}^{n}\left(\frac{d}{d t}-A_{j}\right) w=0
$$

and define $u=\left(d / d t-A_{n}\right) w$. Then

$$
\prod_{j=1}^{n-1}\left(\frac{d}{d t}-A_{j}\right) u=0 .
$$

By the induction hypothesis, $u=\sum_{j=1}^{n-1} u_{j}$ where $u_{j} \in \mathcal{N}\left(d / d t-A_{j}\right)$ for $j=1, \cdots, n-1$. Next, $w^{\prime}-A_{n} w=u$ implies, by the variation of parameters formula (alias Duhamel's formula),

$$
\begin{aligned}
w(t) & =T_{n}(t) w(0)+\int_{0}^{t} T_{n}(t-s) u(s) d s \\
& =T_{n}(t) w(0)+\sum_{j=1}^{n-1} \int_{0}^{t} T_{n}(t-s) T_{j}(s) u_{j}(0) d s \quad \text { since } u_{j} \in \mathcal{N}\left(\frac{d}{d t}-A_{j}\right) \\
& =T_{n}(t) w(0)+\sum_{j=1}^{n-1} \int_{0}^{t} \frac{d}{d s}\left[T_{n}(t-s) T_{j}(s)\left(A_{j}-A_{n}\right)^{-1} u_{j}(0)\right] d s
\end{aligned}
$$

by Hypothesis (H2) and since $0 \in \rho\left(A_{j}-A_{n}\right)$

$$
\begin{aligned}
=T_{n}(t) & \left\{w(0)-\sum_{k=1}^{n-1}\left(A_{k}-A_{n}\right)^{-1} u_{k}(0)\right\} \\
& +\sum_{j=1}^{n-1} T_{j}(t)\left\{\left(A_{j}-A_{n}\right)^{-1} u_{j}(0)\right\} \equiv \sum_{k=1}^{n} w_{j}(t),
\end{aligned}
$$

where $w_{j} \in \mathcal{N}\left(d / d t-A_{j}\right)$ for $j=1, \cdots, n$.
The next theorem is a variant of Theorem 2 to the context of generalized solutions. $u=F(x+t)$ (for $x, t \in \mathbb{R})$ satisfies $u_{t t=} u_{x x}$ in some sense, even if $F$ is not a $C^{2}$ function. This is the notion we want to generalize to an abstract context.

According to [12], (1) can be reduced to the system $d w(t)=A w(t)$ where

$$
A=\left[\begin{array}{cccc}
A_{1} & I & \cdots & 0 \\
0 & A_{2} & & 0 \\
\vdots & & \ddots & \vdots \\
0 & & & I \\
A_{n}
\end{array}\right]
$$

acts on the product space $X^{n}$. Moreover, $u$ is a solution of (1) if and only if $u$ is the first component of a solution $w$ of $w^{\prime}=A w$.

Now let $A_{0}$ generate a $\left(C_{0}\right)$ semigroup $T_{0}$ on a Banach space $Y$. We call $T_{0}(\cdot) f$ a mild solution of $d v / d t=A_{0} v$ for every $f \in Y$. A mild solution need not be differentiable, but it is uniquely determined by its initial condition. By a mild solution of (1) we mean, using the notation of the above paragraph, the first component of a mild solution $w$ of the first order matrix equation corresponding to (1).

Write $u \in \overline{\mathcal{N}}\left(\prod_{j=1}^{k}\left(d / d t-A_{j}\right)\right)$ to mean that $u$ is a mild solution of $\prod_{j=1}^{k}(d / d t-$ $\left.A_{j}\right) u(t)=0$ for $t \geqq 0$.

Theorem 3. Assume Hypotheses (H1) and (H2). Then $w \in \overline{\mathcal{N}}\left(\prod_{j=1}^{n}\left(d / d t-A_{j}\right)\right)$ implies $w=\sum_{j=1}^{n} w_{j}$, where $w_{j} \in \overline{\mathcal{N}}\left(d / d t-A_{j}\right)$.

Proof. Using the Phillips perturbation theorem, we can show (cf. [12]) that $u$ is a mild solution to (1) if and only if

$$
\begin{aligned}
u(t)= & T_{1}(t) \psi_{1}+\sum_{m=1}^{n-1} \int_{0}^{t} \int_{0}^{t_{m}} \cdots \int_{0}^{t_{2}} T_{1}\left(t-t_{m}\right) T_{2}\left(t_{m}-t_{m-1}\right) \\
& \cdots T_{m}\left(t_{2}-t_{1}\right) T_{m+1}\left(t_{1}\right) \psi_{m+1} d t_{1} \cdots d t_{m}
\end{aligned}
$$

where

$$
\psi_{m}=\phi_{m}+\sum_{k=1}^{m-1}(-1)^{k} \sum_{1 \leqq i_{1}<\cdots<i_{k} \leqq m-1}\left(A_{i_{k}} \cdots A_{i_{1}} \phi_{m-k}\right)
$$

and $\phi_{m}=u^{(m)}(0)$. In particular, when $n=2$,

$$
u(t)=T_{1}(t) \phi_{1}+\int_{0}^{t} T_{1}(t-s) T_{2}(s)\left(\phi_{2}-A_{1} \phi_{1}\right) d s
$$

The proof of the necessity is by induction. Assume the result true for $n-1$ and let $u$ be given by the above formula with suitable $\psi_{1}, \cdots, \psi_{n}$. Note that

$$
u(t)=u_{0}(t)+\int_{0}^{t} \int_{0}^{t_{n-1}} \cdots \int_{0}^{t_{2}} T_{1}\left(t-t_{n-1}\right) \cdots T_{n}\left(t_{1}\right) \psi_{n} d t_{1} \cdots d t_{n-1}
$$

where $u_{0}$ is a mild solution of an equation of form (1) but of order $n-1$. By the induction hypothesis, $u_{0}(t)=\sum_{j=1}^{n-1} v_{j}(t)$, where $v_{j} \in \overline{\mathcal{N}}\left(d / d t-A_{j}\right)$. By the argument of the proof of Theorem 2,

$$
\begin{aligned}
& \int_{0}^{t_{2}} T_{n-1}\left(t_{2}-t_{1}\right) T_{n}\left(t_{1}\right) \psi_{n} d t_{1}=T_{n}\left(t_{2}\right)\left[\left(A_{n}-A_{n-1}\right)^{-1} \psi_{n}\right]+T_{n-1}\left(t_{2}\right)\left[\left(A_{n-1}-A_{n}\right)^{-1} \psi_{n}\right] \\
& \int_{0}^{t_{3}} \int_{0}^{t_{2}} T_{n-2}\left(t_{3}-t_{2}\right) T_{n-1}\left(t_{2}-t_{1}\right) T_{n}\left(t_{1}\right) \psi_{n} d t_{1} d t_{2}=\sum_{j=n-2}^{n} T_{j}\left(t_{3}\right) \chi_{j}
\end{aligned}
$$

and so on (by induction), whence

$$
u(t)=u_{0}(t)+\sum_{j=1}^{n} T_{j}(t) \alpha_{j}=\sum_{j=1}^{n} T_{j}(t) \beta_{j}
$$

and thus $u=\sum_{i=1}^{n} u_{i}$ with $u_{i} \in \overline{\mathcal{N}}\left(d / d t-A_{i}\right)$.
At first glance it seems "obvious" that the converse of Theorem 3 holds. It certainly seems justified calling $u(t)=\sum_{i=1}^{n} T_{i}(t) \beta_{i}$ a weak solution of (1), but the point is that this $u$ is not necessarily a mild solution of (1). Let $n=2$ and

$$
\begin{aligned}
u(t)= & T_{1}(t)\left[\left(A_{1}-A_{2}\right)^{-1} \phi_{2}-A_{2}\left(A_{1}-A_{2}\right)^{-1} \phi_{1}\right] \\
& +T_{2}(t)\left[\left(A_{2}-A_{1}\right)^{-1} \phi_{2}-A_{1}\left(A_{2}-A_{1}\right)^{-1} \phi_{1}\right] \\
\equiv & T_{1}(t) \beta_{1}+T_{2}(t) \beta_{2} .
\end{aligned}
$$

This $u$ is a "weak solution" in the above sense, but $u$ is in general not a mild solution of

$$
\left(\frac{d}{d t}-A_{1}\right)\left(\frac{d}{d t}-A_{2}\right) u=0
$$

unless $\phi_{1} \in \operatorname{Dom}\left(A_{1}\right)$. Similarly, $u$ is a mild solution of

$$
\left(\frac{d}{d t}-A_{2}\right)\left(\frac{d}{d t}-A_{1}\right) u=0
$$

if $\phi_{1} \in \operatorname{Dom}\left(A_{2}\right)$. In particular, despite the commutativity, the order of the factors in (1) matters as far as the notion of a mild solution is concerned.

It is also of interest to note that $u$ can formally be a solution to the Cauchy problem even if $\phi_{1} \notin \operatorname{Dom}\left(A_{1}\right)$ and $\phi_{2} \notin \operatorname{Dom}\left(A_{2}\right)$; but in this case $u$ need not be a mild solution.

Theorem 4. Let Hypothesis (H1) hold. Let D be a dense subspace of $\cap_{j=1}^{n} C^{\infty}\left(A_{j}\right)$ such that the problem

$$
\begin{gathered}
\prod_{j=1}^{n}\left(\frac{d}{d t}-A_{j}\right) w(t)=0 \quad(t \geqq 0), \\
w^{(k)}(0)=f_{k}, \quad k=0, \quad 1, \cdots, n-1
\end{gathered}
$$

has a unique solution whenever $f_{0}, f_{1}, \cdots, f_{n-1}$ are given in $D$ and are such that $A_{1}^{i_{1}} \cdots A_{n}^{i_{n}} f_{j} \in D$ holds for $0 \leqq j \leqq n-1$ and $i_{k} \geqq 0, \sum_{k=1}^{n} i_{k} \leqq n-1$. Suppose further that $D \subset \operatorname{Ran}\left(A_{i}-A_{j}\right)$ for $i \neq j$. Then any $w \in \mathcal{N}\left(\prod_{j=1}^{n}\left(d / d t-A_{j}\right)\right)$ with initial date in $D$ satisfies $w=\sum_{j=1}^{n} w_{j}$ where $w_{j} \in \mathcal{N}\left(d / d t-A_{j}\right)$.

Proof. For $n=1$, this is trivial. For $n=2$, the proof of Theorem 2 gives, for $u=\left(d / d t-A_{2}\right) w, \quad w(t)=T_{2}(t)\left\{w(0)-\left(A_{1}-A_{2}\right)^{-1} u(0)\right\}+T_{1}(t)\left\{\left(A_{1}-A_{2}\right)^{-1} u(0)\right\}$. By hypothesis,

$$
u(0)=w^{\prime}(0)-A_{2} w(0) \in D \subset \operatorname{Ran}\left(A_{1}-A_{2}\right)
$$

Thus, in the case of $n=2$, the proof of Theorem 3 does not really require the condition $0 \in \rho\left(A_{1}-A_{2}\right)$; only the assumptions of Theorem 4 are needed.

For the case of general $n$, the induction argument of Theorem 3 gives $w=\sum_{j=1}^{n} w_{j}$, where $w_{j} \in \mathcal{N}\left(d / d t-A_{j}\right)$, proved we can show that each of the vectors $\left(A_{j}-A_{n}\right)^{-1} u_{j}(0)$ (for $j \leqq n-1$ ) is in the subspace $D$. But this follows from the proof of Theorem 3 together with the conditions $A_{1}^{i_{1}} \cdots A_{n}^{i_{n}} w_{j}(0) \in D$ for $j \in\{0, \cdots, n-1\}, i_{k} \geqq 0$, and $\sum_{k=1}^{n} i_{k} \leqq n-1$. The details of the induction proof can be safely omitted.

## 3. Four simple examples.

Example 1. Let $A$ generate a ( $C_{0}$ ) semigroup on $X$ and let $0<\beta_{1}<\beta_{2} \cdots<\beta_{n}$. Set $A_{j}=\beta_{j} A$ for $j=1, \cdots, n$. Then Theorem 4 applies provided

$$
R^{\infty}(A) \cap C^{\infty}(A)
$$

is dense in $X$, where $R^{\infty}(A)=\bigcap_{n=1}^{\infty} \operatorname{Ran}\left(A^{n}\right)$.
Example 2. This provides an illustration of Example 1.
In Example 1 take $X$ to be a complex Hilbert space and take $A=i H$ where $H$ is a spectrally absolutely continuous self-adjoint operator on $\boldsymbol{X}$. (Cf., e.g., Kato [8].) Then, by the spectral theorem (a unitarily equivalent representation of) $\boldsymbol{A}$ acts as multiplication by the identity function on $\bigoplus_{\alpha \in J} L^{2}\left(\mathbb{R}, \nu_{\alpha}(x) d x\right)$, where $0 \leqq \nu_{\alpha} \in L_{\mathrm{loc}}^{1}(\mathbb{R})$ for each $\alpha \in J$, i.e.

$$
A\left(\bigoplus_{\alpha} f_{\alpha}\left(x_{\alpha}\right)\right)=\underset{\alpha}{\oplus} x_{\alpha} f_{\alpha}\left(x_{\alpha}\right) \quad\left(x_{\alpha} \in \mathbb{R}, \alpha \in J\right)
$$

The set

$$
D=\left\{\underset{\alpha}{\oplus} f_{\alpha}: f_{\alpha} \in C_{c}^{\infty}(\mathbb{R} \backslash\{0\}) \text { for each } \alpha \in J\right\}
$$

is a subspace of $C^{\infty}(A) \cap R^{\infty}(A)$ and is dense for $X$. Thus by Example 1, Theorem 4 applies in this case.

A special case is the wave equation in free space: $u_{t t}=\Delta u$ where $\Delta$ acts on $L^{2}\left(\mathbb{R}^{n}\right)$. When $n=1$, we can show that Theorem 4 applies to the wave equation $u_{t t}=u_{x x}$ in $L^{p}(\mathbb{R}), 1 \leqq p<\infty$ and in $B U C(\mathbb{R})$, the bounded uniformly continuous functions in the supremum norm.

Example 3. The equation

$$
\left(\frac{d^{2}}{d t^{2}}-\alpha^{2} \Delta\right)\left(\frac{d^{2}}{d t^{2}}-\beta^{2} \Delta\right) u(t)=0
$$

in $X=L^{2}\left(\mathbb{R}^{n}\right)$ is satisfied by the shear and pressure waves in linear elasticity in free space. This is a fourth order equation covered by the analysis of Example 2, provided that $\alpha$ and $\beta$ are distinct positive constants. The equation has the form $\prod_{j=1}^{4}(d / d t-$ $\left.i c_{j} A\right) u(t)=0$, where $A=(-\Delta)^{1 / 2}, c_{1}=-c_{2}=\alpha, c_{3}=-c_{4}=\beta$.

Example 4. In the set up of Example 3 introduce a nonnegative potential $V \in$ $L^{p}\left(\mathbb{R}^{n}\right)+L^{\infty}\left(\mathbb{R}^{n}\right)$, where $p \geqq 2, p \geqq n / 2$. Then the fourth order equation

$$
\left(\frac{d^{2}}{d t^{2}}-\alpha(\Delta-V(x))\right)\left(\frac{d^{2}}{d t^{2}}-\beta(\Delta-V(x))\right) u(t, x)=0
$$

is covered by Theorem 4.
4. The abstract telegraph equation. Consider the dissipative wave equation or abstract telegraph equation

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}+2 b \frac{d u}{d t}+H^{2} u=0 \tag{3}
\end{equation*}
$$

where $H$ is a spectrally absolutely continuous self-adjoint operator on a complex Hilbert space $X$. Define the kinetic and potential energies of a solution $u$ at time $t$ to be

$$
K(t)=\left\|u^{\prime}(t)\right\|^{2}, \quad P(t)=\|H u(t)\|^{2} .
$$

When $b=0$, total energy is conserved $(E(t)=K(t)+P(t)=E(0))$ and energy is equipartitioned $(K(t), P(t) \rightarrow E(0) / 2$ as $t \rightarrow \infty)$. When $b>0, E(t)$ decays to zero, but nevertheless a weak form of equipartition of energy was established by Goldstein and Rosencrans [3], who showed that $0<\lim _{\inf _{t \rightarrow \infty} K(t) / P(t) \leqq \lim _{\sup _{t \rightarrow \infty}} K(t) / P(t)}$ $<\infty$, provided that $0 \in \rho(H)$ and $b$ is sufficiently small. With the aid of the abstract d'Alembert formula this result will be sharpened substantially.

Theorem 5. Let $H$ be a spectrally absolutely continuous self-adjoint operator on a complex Hilbert space $X$ and suppose $H^{2} \geqq \alpha^{2}$ I. Let $0<b<\alpha$. Then every nonzero solution of (3) admits sharp equipartition of energy in the sense that

$$
\lim _{t \rightarrow \infty} K(t) / P(t)=1
$$

Proof. The operator $B=\left(H^{2}-b^{2} I\right)^{1 / 2}$ is specially absolutely continuous, and $C=i B$ generates a $\left(C_{0}\right)$ unitary group which we denote by $\left\{T(t)=e^{t C}: t \in \mathbb{R}\right\}$. Equation (3) can be rewritten as

$$
\left(\frac{d}{d t}-A_{+}\right)\left(\frac{d}{d t}-A_{-}\right) u=0
$$

where

$$
A_{ \pm}=-b I \pm C .
$$

Thus by Theorem 2, every solution of (3) is of the form

$$
u(t)=e^{-b t}(T(t) \phi+T(-t) \psi)
$$

where $\phi, \psi \in \operatorname{Dom}(H)=\operatorname{Dom}(C)$. The kinetic and potential energies become

$$
\begin{aligned}
& K(t)=e^{-2 b t}\left\|A_{+} T(t) \phi+A_{-} T(-t) \psi\right\|^{2}, \\
& P(t)=e^{-2 b t}\|H(T(t) \phi+T(-t) \psi)\|^{2} .
\end{aligned}
$$

Consequently, by the law of cosines, the unitarity of $T( \pm t)$ and the Riemann-Lebesgue lemma, $\lim _{t \rightarrow \infty} K(t) / P(t)$ exists and equals

$$
\left[\left\|A_{+} \phi\right\|^{2}+\left\|A_{-} \psi\right\|^{2}\right]\left[\|H \phi\|^{2}+\|H \psi\|^{2}\right]^{-1} .
$$

We let $x=H \phi$; then $y=H \psi$ yields

$$
\lim _{t \rightarrow \infty} K(t) / P(t)=\left[\left\|A_{+} H^{-1} x\right\|^{2}+\left\|A_{-} H^{-1} y\right\|^{2}\right]\left[\|x\|^{2}+\|y\|^{2}\right]^{-1} .
$$

But for each $z \in X$,

$$
\begin{aligned}
\left\|A_{ \pm} H^{-1} z\right\|^{2}= & \left\langle(-b I \pm C) H^{-1} z,(-b I \pm C) H^{-1} z\right\rangle \\
= & \left\langle\left(b^{2} I-C^{2}\right) H^{-2} z, z\right\rangle \\
& \quad \text { since } H^{*}=H, C^{*}=-C, \text { and }[H, C]=0 \\
= & \left\langle\left(b^{2} I-\left(b^{2} I-H^{2}\right)\right) H^{-2} z, z\right\rangle=\|z\|^{2},
\end{aligned}
$$

whence

$$
\lim _{t \rightarrow \infty} K(t) / P(t)=1
$$

Remarks. Many cases of equipartition of energy from a finite time onward are known. By this we mean that, for $\{T(t): t \in \mathbb{R}\}$ a $\left(C_{0}\right)$ unitary group and for $D$ a suitable dense subset of $X, x, y \in D$ implies that there exists a $\tau=\tau(x, y)>0$ such that $\operatorname{Re}\langle T(t) x, y\rangle=0$ for $|t|>\tau$. When $\left\{e^{t C}\right\}$ satisfies this condition we get

$$
K(t)=P(t)=\frac{1}{2} e^{-2 b t}
$$

for $t>\tau=\tau_{1}(\phi, \psi)$ for suitable data $\phi$ and $\psi$.
Let the notation and assumptions of Theorem 5 hold. The function $v(t)=e^{b t} u(t)$ satisfies

$$
v^{\prime \prime}+\left(H^{2}-b^{2} I\right) v=0 .
$$

If we let $K_{v}(t)=\left\|v^{\prime}(t)\right\|^{2}, P_{v}(t)=\left\|\left(H^{2}-b^{2} I\right)^{1 / 2} v(t)\right\|^{2}$, then $K_{v}(t) / P_{v}(t) \rightarrow 1$ as $t \rightarrow \infty$ for each $v$ corresponding to nonzero initial data. By combining calculations involving $K_{v}, P_{v}$ with those involving $K$ and $P$, we can conclude that (for $H$ absolutely continuous and $H \geqq \alpha^{2} I, \alpha>b>0$ )

$$
\lim _{t \rightarrow \infty} \frac{\operatorname{Re}\left\langle u^{\prime}(t), u(t)\right\rangle+b\|u(t)\|^{2}}{\|H u(t)\|^{2}}=0 .
$$

In particular,

$$
\limsup _{t \rightarrow \infty} \frac{\operatorname{Re}\left\langle u^{\prime}(t), u(t)\right\rangle}{\left\|u^{\prime}(t)\right\|^{2}} \leqq 0
$$

for all nonzero solutions $u$ of (3).
5. A "damped" wave equation. Let $H$ be a spectrally absolutely continuous selfadjoint operator on a Hilbert space $X$. Of concern is the "damped" wave equation

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}+2 i b H \frac{d u}{d t}+H^{2} u=0 \tag{4}
\end{equation*}
$$

which differs from (3) by the presence of $i H$ in the "friction" term. The $\sqrt{-1}$ factor makes the first order term simply a perturbation and not really a friction term. We let $b$ be any real number and we make as initial data

$$
\begin{equation*}
u(0)=u_{0} \in \operatorname{Dom}(H), \quad u^{\prime}(0)=u_{1} \in X . \tag{5}
\end{equation*}
$$

Let $c=\left(b^{2}+1\right)^{1 / 2}$.
Theorem 6. The limit $L=\lim _{t \rightarrow \infty} K(t) / P(t)$ exists and satisfies

$$
(c-|b|)^{2} \leqq L \leqq(c+|b|)^{2}
$$

Furthermore $L \rightarrow 1$ as $b \rightarrow 0$, and the bounds for $L$ are best possible.
Proof. Let $A_{ \pm}=(-b \pm c) i H$ and let $\left\{T_{ \pm}(t)=\exp \left(t A_{ \pm}\right): t \in \mathbb{R}\right\}$ be the corresponding $\left(C_{0}\right)$ unitary groups. Then (4) factors as

$$
\left(\frac{d}{d t}-A_{+}\right)\left(\frac{d}{d t}-A_{-}\right) u=0 .
$$

By Example 2, the solution to (4), (5) is

$$
u(t)=T_{+}(t) \phi_{+}+T_{-}(t) \phi_{-},
$$

where $\phi_{ \pm} \in \operatorname{Dom}(H)$ and

$$
H \phi_{ \pm}=2^{-1}\left[H u_{0} \pm c^{-1}\left(-i u_{1}+b H u_{0}\right)\right] .
$$

The kinetic and potential energies are

$$
\begin{aligned}
& K(t)=\left\|u^{\prime}(t)\right\|^{2}=\left\|(-b+c) T_{+}(t) H \phi_{+}+(-b-c) T_{-}(t) H \phi_{-}\right\|^{2}, \\
& P(t)=\|H u(t)\|^{2}=\left\|T_{+}(t) H \phi_{+}+T_{-}(t) H \phi_{-}\right\|^{2} .
\end{aligned}
$$

As usual we expand by the law of cosines and employ the unitarity of $T_{ \pm}(t)$ and the Riemann-Lebesgue lemma. The conclusion is that the limit $L$ of $K(t) / P(t)$ as $t \rightarrow \infty$ exists and equals

$$
L=\left[(c-b)^{2}\left\|H \phi_{+}\right\|^{2}+(b+c)^{2}\left\|H \phi_{-}\right\|^{2}\right]\left[\left\|H \phi_{+}\right\|^{2}+\left\|H \phi_{-}\right\|^{2}\right]^{-1} .
$$

Letting $x=\left\|H \phi_{+}\right\|^{2}$ and $y=\left\|H \phi_{-}\right\|^{2}$ it follows that $L$ is constant on the lines $y=a x$ in the first quadrant, $0 \leqq a \leqq \infty$. (Here $a=\infty$ refers to the line $x=0$.) Think of $L=L(a)$ as a function of $a \in[0, \infty]$. Then $L(a)=\left[(c-b)^{2}+(b+c)^{2} a^{2}\right]\left[1+a^{2}\right]^{-1}, L(0)=(c-b)^{2}$, $L(\infty)=(b+c)^{2}$. Since $d L / d a=8 a b c\left[1+a^{2}\right]^{-2}$ it follows that $L$ is increasing in $a$ (resp. decreasing in $a$ ) for $b>0$ (resp. $b<0$ ). Consequently $L$ attains its maximum and minimum on the set $\{0, \infty\}$. That is,

$$
\begin{equation*}
(c-|b|)^{2} \leqq L \leqq(c+|b|)^{2} . \tag{6}
\end{equation*}
$$

Note that $(c \pm|b|)^{2} \rightarrow 1$ as $b \rightarrow 0$. Taking $u_{1}=-i H(c+b) u_{0}$ we get $H \phi_{+}=0$ and $L=$ $(b+c)^{2}$, while taking $u_{1}=i(c-b) H u_{0}$ gives $H \phi_{-}=0$ and $L=(b-c)^{2}$. Thus (6) is sharp.

The results of this section and the previous section can be unified by considering the equation

$$
u^{\prime \prime}+2 B u^{\prime}+H^{2} u=0,
$$

where $H$ is a spectrally absolutely continuous self-adjoint operator on a Hilbert space $X$ and $B=b_{1} I+i b_{2} H$ where $b_{1}, b_{2}$ are real constants. We omit the details.

The change of variables $v(t)=e^{i b t H} u(t)$ converts (4) into

$$
\frac{d^{2} v}{d t^{2}}+\left(1+b^{2}\right) H^{2} v=0
$$

which admits equipartition of energy using different notions of potential and kinetic energies than those used in Theorem 6.
6. Equipartition of energy for $\boldsymbol{n t h}$ order equations. In [6] we characterized equipartition of energy for a large class of abstract Cauchy problems of order $2^{m}$. The theorem and methods of [6] appeared to subsume all of the literature on equipartition of energy for higher order abstract Cauchy problems that we knew of except for the interesting result of Mochizuki [11], who treated a special equation of order $2 m$ and got sharp results. In this section we show how Mochizuki's result and more general results for arbitrary order equations follow from Theorem 4.

We then compare his results with ours for fourth order equations of which

$$
\left(\frac{d^{2}}{d t^{2}}-\alpha^{2} \Delta\right)\left(\frac{d^{2}}{d t^{2}}-\beta^{2} \Delta\right) u=0
$$

where $\alpha \neq \beta$, is an example. This particular equation arises in the study of linear elasticity. (See Example 3 in §3.)

Let $H$ be a spectrally absolutely continuous self-adjoint operator acting on a complex Hilbert space $X$. Consider the $n$th order equation

$$
\begin{equation*}
\prod_{j=1}^{n}\left(\frac{d}{d t}-i \beta_{j} H\right) u(t)=0 \quad(t \in \mathbb{R}) \tag{7}
\end{equation*}
$$

where $\left\{\beta_{1}, \cdots, \beta_{n}\right\}$ is a set of $n$ distinct real numbers. Let $T_{j}=$ $\left\{T_{j}(t)=\exp \left(i t \beta_{j} H\right): t \in \mathbb{R}\right\}$ be the $\left(C_{0}\right)$ unitary group generated by $A_{j}=+i \beta_{j} H$. Then by Example 2, the initial value problem for (7) is well posed and every solution (in a dense set of solutions) of (7) has the form

$$
u(t)=\sum_{j=1}^{n} T_{j}(t) \phi_{j}
$$

Assume $\phi_{j} \in \operatorname{Dom}\left(H^{n-1}\right)$ for $j=1, \cdots, n$. Then

$$
\begin{aligned}
\lim _{t \rightarrow \pm \infty}\left\|H^{n-k-1} u^{(k)}(t)\right\|^{2} & =\lim _{t \rightarrow \pm \infty}\left\|\sum_{j=1}^{n}\left(+i \beta_{j}\right)^{k} H^{n-1} T_{j}(t) \phi_{j}\right\|^{2} \\
& =\sum_{j=1}^{n} \beta_{j}^{2 k}\left\|H^{n-1} \phi_{k}\right\|^{2}
\end{aligned}
$$

by the law of cosines and the Riemann-Lebesgue lemma. (Cf. the argument in [2] or [5].) If we define the $j$ th partial energy to be

$$
E_{j}(t)=\left\|H^{n-j-1} u^{(j)}(t)\right\|^{2}
$$

and the total energy to be

$$
E(t)=\sum_{j=0}^{n-1} E_{j}(t)
$$

then $E_{j}(t)$ and $E(t)$ have limits as $t \rightarrow \pm \infty$, but $E(t)$ is not constant in general. ( $E$ is constant if $n=2$ and $\beta_{2}=-\beta_{1}$; this is the classical abstract wave equation.)

Now consider the abstract $2 m$ th order wave equation

$$
\begin{equation*}
\prod_{k=1}^{m}\left(\frac{d^{2}}{d t^{2}}+\beta_{k}^{2} H^{2}\right) u(t)=0 \quad(t \in \mathbb{R}) \tag{8}
\end{equation*}
$$

treated by Mochizuki [11]. Following Mochizuki we assume $H$ is a spectrally absolutely continuous self-adjoint operator on $X$ and that $0<\beta_{1}<\beta_{2}<\cdots<\beta_{n}$. Letting $T_{j}$ be as above, we have (using Example 2) that every solution of (8) is of the form

$$
\begin{equation*}
u(t)=\sum_{j=1}^{m}\left(T_{j}(t) \phi_{j}+T_{j}(-t) \psi_{j}\right) \tag{9}
\end{equation*}
$$

where $\phi_{1}, \cdots, \phi_{m}, \psi_{1}, \cdots, \psi_{m} \in \operatorname{Dom}\left(H^{2 m-1}\right)$. Define the $(k+1)$ st partial energy of $u$ to be

$$
\begin{aligned}
E_{k+1}(t) & =\left\|H^{2 m-1-k} u^{(k)}(t)\right\|^{2} \\
& =\left\|\sum_{j=1}^{m}\left(i \beta_{j}\right)^{k} H^{2 m-1}\left(T_{j}(t) \phi_{j}+(-1)^{k} T_{j}(-t) \psi_{j}\right)\right\|^{2}
\end{aligned}
$$

for $k=0,1, \cdots, 2 m-1$. Then we deduce Mochizuki's asymptotic result, namely

$$
\lim _{t \rightarrow \pm \infty} E_{k+1}(t)=\sum_{j=1}^{m} \beta_{j}^{2 k}\left(\left\|H^{2 m-1} \phi_{j}\right\|^{2}+\left\|H^{2 m-1} \psi_{j}\right\|^{2}\right)
$$

for $k=0, \cdots, 2 m-1$.
Remark 1. Finding $\phi_{j}$ and $\psi_{k}$ in terms of the initial data is relatively easy linear algebra. In the case of (9) with $m=2$ we have, setting $u_{j}=u^{(j)}(0)$,

$$
\begin{aligned}
& u_{0}=\left(\phi_{1}+\psi_{1}\right)+\left(\phi_{2}+\psi_{2}\right), \quad u_{1}=i H\left[\beta_{1}\left(\phi_{1}-\psi_{1}\right)+\beta_{2}\left(\phi_{2}-\psi_{2}\right)\right], \\
& u_{2}=-H^{2}\left[\beta_{1}^{2}\left(\phi_{1}-\psi_{1}\right)+\beta_{2}^{2}\left(\phi_{2}-\psi_{2}\right)\right], \quad u_{3}=-i H^{3}\left[\beta_{1}^{3}\left(\phi_{1}-\psi_{1}\right)+\beta_{2}^{3}\left(\phi_{2}-\psi_{2}\right)\right] .
\end{aligned}
$$

Consequently

$$
\phi_{1}=\chi_{1+}, \quad \psi_{1}=\chi_{1-}, \quad \phi_{2}=\chi_{2+}, \quad \psi_{2}=\chi_{2-}
$$

where

$$
\begin{aligned}
& \chi_{1 \pm}=\frac{\left[\beta_{1} x \pm y\right]}{\left[2 \beta_{1}\left(\beta_{1}^{2}-\beta_{2}^{2}\right)\right]}, \quad \chi_{2 \pm}=\frac{\left[\beta_{2} x \pm y\right]}{\left[2 \beta_{2}\left(\beta_{1}^{2}-\beta_{2}^{2}\right)\right]}, \\
& x=u_{0}+H^{-2} u_{2}, \quad y=-i H^{-1} u_{1}-i H^{-3} u_{3} .
\end{aligned}
$$

By using the parallelogram law, we get the convergence of the above energies in terms of the initial data as

$$
\begin{aligned}
& E_{1}(t) \rightarrow\left[2\left(\beta_{2}^{2}-\beta_{1}^{2}\right)\right]^{-1}\left\{\left(\beta_{1}^{-2}+\beta_{2}^{-2}\right)\left\|H^{3} y\right\|^{2}+2\left\|H^{3} x\right\|^{2}\right\}, \\
& E_{2}(t) \rightarrow\left[2\left(\beta_{2}^{2}-\beta_{1}^{2}\right)\right]^{-1}\left\{2\left\|H^{3} y\right\|^{2}+\left(\beta_{1}^{2}+\beta_{2}^{2}\right)\left\|H^{3} x\right\|^{2}\right\}, \\
& E_{3}(t) \rightarrow\left[2\left(\beta_{2}^{2}-\beta_{1}^{2}\right)\right]^{-1}\left\{\left(\beta_{1}^{2}+\beta_{2}^{2}\right)\left\|H^{3} y\right\|^{2}+\left(\beta_{1}^{4}+\beta_{2}^{4}\right)\left\|H^{3} x\right\|^{2}\right\}, \\
& E_{4}(t) \rightarrow\left[2\left(\beta_{2}^{2}-\beta_{1}^{2}\right)\right]^{-1}\left\{\left(\beta_{1}^{4}+\beta_{2}^{4}\right)\left\|H^{3} y\right\|^{2}+\left(\beta_{1}^{6}+\beta_{2}^{6}\right)\left\|H^{3} x\right\|^{2}\right\} .
\end{aligned}
$$

Remark 2. Let $u$ be given by (9). Then $u(t)=\sum_{k=1}^{m} u_{k}(t)$, where $u_{k}$ satisfies

$$
\left(\frac{d^{2}}{d t^{2}}+\beta_{k}^{2} H^{2}\right) u_{k}=0
$$

Thus $u$ is partitioned into $m$ additive components, $u_{k}, k=1, \cdots, m$. We can define kinetic and potential energies as $K_{k}(t)=\left\|u_{k}^{\prime}(t)\right\|^{2}$ and $P_{k}(t)=\left\|\beta_{k} H u_{k}(t)\right\|^{2}$; and then define partial energies as $\tilde{E}_{k}(t) \equiv K_{k}(t)+P_{k}(t)$. Let $\tilde{E}(t)=\sum_{k=1}^{m} \tilde{E}_{k}(t)$. Observe that we not only have conservation of energy, but that we have conservation of each partial energy since $\left\|u_{k}^{\prime}(t)\right\|^{2}+\left\|\beta_{k} H u_{k}(t)\right\|^{2} \equiv \tilde{E}_{k}(t)=\tilde{E}_{k}(0)$. In addition, we have equipartition of the partial energies, that is,

$$
\lim _{t \rightarrow \pm \infty} K_{k}(t)=\lim _{t \rightarrow \pm \infty} P_{k}(t)=2^{-1} \tilde{E}_{k}(0)
$$

When $m=2$, an example of which is the equation of linear elasticity, this result implies that the solutions $u$ is the sum of two waves (the shear wave and the pressure wave in the example), each of which conserves energy and is equipartitioned between kinetic energy and potential energy as $t \rightarrow \pm \infty$.

In Goldstein and Sandefur [6] we showed how (7) could be reduced to a first order system on $X^{n}$ when $n=2^{m}$. This first order system is controlled by a unitary semigroup $\mathscr{T}(t)$. In particular, in the case of (7) with $m=2$, this first order system is

$$
\begin{equation*}
U^{\prime}(t)=\mathscr{A} U(t), \tag{10}
\end{equation*}
$$

where

$$
\mathscr{A}=\left(\begin{array}{cccc}
0 & \alpha_{1} & 0 & \alpha_{2} \\
\alpha_{1} & 0 & \alpha_{2} & 0 \\
0 & \alpha_{2} & 0 & \alpha_{1} \\
\alpha_{2} & 0 & \alpha_{1} & 0
\end{array}\right) i H, \quad U(t)=\left(\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
w_{3}(t) \\
w_{4}(t)
\end{array}\right),
$$

$\alpha_{1}=2^{-1}\left(\beta_{1}+\beta_{2}\right)$ and $\alpha_{2}=2^{-1}\left(\beta_{1}-\beta_{2}\right)$.
By defining the energies as $\mathscr{E}(t)=\sum_{i=1}^{n}\left\|w_{j}(t)\right\|^{2}$, we showed that the total energy is conserved and that energy is equipartitioned in the sense that $\lim _{t \rightarrow \pm \infty}\left\|w_{j}(t)\right\|^{2}=$ $2^{-n} \mathscr{E}(0)$, for $j=1, \cdots, n$.

In the case of (10), a straightforward calculation shows that

$$
U(t)=\left(\begin{array}{c}
w_{1}(t)  \tag{11}\\
w_{2}(t) \\
w_{3}(t) \\
w_{4}(t)
\end{array}\right)=\left(\begin{array}{c}
\alpha_{2} i H\left[u^{\prime \prime}(t)-\beta_{1} \beta_{2} H^{2} u\right] \\
\alpha_{1} i H\left[u^{\prime \prime}(t)-\beta_{1} \beta_{2} H^{2} u\right] \\
-2 \alpha_{1} \alpha_{2} H^{2} u^{\prime}(t) \\
u^{\prime \prime \prime}(t)+2^{-1}\left(\beta_{1}^{2}+\beta_{2}^{2}\right) H^{2} u^{\prime}(t)
\end{array}\right)
$$

is a solution to (10). By our d'Alembert formula, we know that $u=u_{1}+u_{2}$, where $u_{j}$ satisfies $u_{j}^{\prime \prime}+\beta_{j}^{2} H^{2} u_{j}=0, j=1,2$. Making this substitution into (11) we get

$$
U(t)=-2 H^{2} \alpha_{1} \alpha_{2}\left(\begin{array}{c}
i \beta_{1} H u_{1}+i \beta_{2} H u_{2} \\
i \beta_{1} H u_{1}-i \beta_{2} H u_{2} \\
u_{1}^{\prime}+u_{2}^{\prime} \\
u_{1}^{\prime}-u_{2}^{\prime}
\end{array}\right) .
$$

Since $\left\|i \beta_{j} H u_{j}\right\|^{2}=P_{j}(t)$ and $\left\|u_{j}^{\prime}\right\|^{2}=K_{j}(t), j=1,2$, we see, from Remark 2, polarization, and the Riemann-Lebesgue lemma, why the components, $\left\|w_{j}\right\|^{2}$, are equipartitioned for $j=1, \cdots, 4$.

In addition, observe that the two waves, $u_{1}$ and $u_{2}$, are such that $\left\langle u_{1}, u_{2}\right\rangle \rightarrow 0$ as $t \rightarrow \pm \infty$.

In the general case of $n=2^{m}$ in (7), using d'Alembert's formula to write the solution of (7) as

$$
u(t)=\sum_{j=1}^{n} T_{j}(t) \phi_{k},
$$

where the $\phi_{k}$ depend on the initial data, we can show (after tedius calculations) that each component, $w_{k}$, of the first order system is of the form

$$
w_{k}(t)=\sum_{j=1}^{n} a_{j k} T_{j}(t) \psi_{j},
$$

where $a_{j k}=0$ or 1 , and $\left\{\psi_{j}\right\}$ depends on $\left\{\phi_{j}\right\}$ but not on $k$. In the case of (11), knowing that $u_{j}=T_{j}(t) \phi_{j}+T_{j}(-t) \psi_{j}, j=1,2$, we have that

$$
U(t)=\left(\begin{array}{l}
T_{1}(t) \phi_{1}^{*}+T_{1}(-t) \psi_{1}^{*}+T_{2}(t) \phi_{2}^{*}+T_{2}(-t) \psi_{2}^{*} \\
T_{1}(t) \phi_{1}^{*}+T_{1}(-t) \psi_{1}^{*}-T_{2}(t) \phi_{2}^{*}-T_{2}(-t) \psi_{2}^{*} \\
T_{1}(t) \phi_{1}^{*}-T_{1}(-t) \psi_{1}^{*}+T_{2}(t) \phi_{2}^{*}-T_{2}(-t) \psi_{2}^{*} \\
T_{1}(t) \phi_{1}^{*}-T_{1}(-t) \psi_{1}^{*}-T_{2}(t) \phi_{2}^{*}+T_{2}(-t) \psi_{2}^{*}
\end{array}\right),
$$

where $\phi_{j}^{*}=-2 i \beta_{j} H^{3} \phi_{j}$ and $\psi_{j}^{*}=-2 i \beta_{j} H^{3} \psi_{j}, j=1,2$.
Using polarization and the Riemann-Lebesgue lemma, it can be seen in the general case that $\lim _{t \rightarrow \infty}\left\|w_{k}(t)\right\|^{2}=c, c$ being independent of $k, k=1, \cdots, n=2^{m}$. By conservation of energy, $c=n^{-1} \mathscr{E}(0)$, and we again see that the $2^{m}$ system exhibits equipartition of energy.
7. Applications to scattering theory. Let $A_{0}, A_{1}$ generate $\left(C_{0}\right)$ semigroups on $X$. We define the subspace of asymptotic equivalence $X_{a e}$ for the ordered pair $\left(A_{0}, A_{1}\right)$ to consist of all $f \in X$ for which there is a vector $f_{+} \in X$ such that $\left\|T_{0}(t) f_{+}-T_{1}(t) f\right\| \rightarrow 0$ as $t \rightarrow \infty$, where $T_{j}$ is the semigroup generated by $A_{j}$.

If $A_{0}, A_{1}$ generate ( $C_{0}$ ) groups $T_{0}, T_{1}$ on $X$, let $X_{a e}^{+}, X_{a e}^{-}$denote, respectively, the subspaces of asymptotic equivalence for the pairs $\left(A_{0}, A_{1}\right)$ and $\left(-A_{0},-A_{1}\right)$. We say that the scattering problem for $\left(A_{0} A_{1}\right)$ admits completeness provided
(i) $X_{a e}^{+}=X_{a e}^{-}$;
(ii) For each $g \in X$ there are vectors $g_{ \pm} \in X_{a e}^{ \pm}$such that

$$
\left\|T_{1}(t) g_{+}-T_{0}(t) g\right\|+\left\|T_{1}(-t) g_{-}-T_{0}(-t) g\right\| \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$

Suppose that $A_{0}, A_{1}$ are skew-adjoint operators on a Hilbert space $X$ with $i A_{0}$ spectrally absolutely continuous. Let $H_{j}=i A_{j}$ for $j=0,1$. Then the scattering problem for ( $A_{0}, A_{1}$ ) admits completeness if and only if the wave operators for the pair $\left(H_{0}, H_{1}\right)$ exist and are complete (in the sense described in Kato's book [8]). In this case the scattering operator exists and is unitary, and $X_{a e}^{ \pm}$can be identified with the absolutely continuous subspace for $H_{1}$.

We can identify the semigroup $T_{j}$ with the first order differential equation $u^{\prime}=A_{j} u$ for $X$-valued functions on $\mathbb{R}$. The definitions given above extend to more general situations; we proceed rather informally. For $j=0,1$ let (DE) $j_{j}$ be a linear ordinary differential equation for functions from $\mathbb{R}$ to $X$. We say that the scattering problem for the pair $(\mathrm{DE})_{0},(\mathrm{DE})_{1}$ admits completeness provided the following two conditions hold:
(I) There is a space $X_{a e}$ of continuous functions from $\mathbb{R}$ to $X$ such that for every solution $u_{1}$ of $(\mathrm{DE})_{1}$ in $X_{a e}$ there is a solution $u_{ \pm}$of $(\mathrm{DE})_{0}$ such that $\left\|u_{1}(t)-u_{ \pm}(t)\right\| \rightarrow 0$ as $t \rightarrow \pm \infty$.
(II) For every solution $u_{0}$ of (DE) $)_{0}$ there are solutions $u_{ \pm}$of $(\mathrm{DE})_{1}$ in $X_{a e}$ such that

$$
\left\|u_{+}(t)-u_{0}(t)\right\|+\left\|u_{-}(-t)-u_{0}(-t)\right\| \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$

If we topologize the solution spaces of well-posed initial value problems by using suitable norm (or graph) topologies on the spaces of initial data, then we can extend the above definition (of completeness) to the context of a dense set of solutions.

Now suppose $\left(A_{1}^{(0)}, \cdots, A_{n}^{(0)}\right),\left(A_{1}^{(1)}, \cdots, A_{n}^{(1)}\right)$ are two commuting families of infinitesimal generators of ( $C_{0}$ ) groups on $X$, that is, let Hypothesis (H1) hold for $\left\{A_{i}^{(j)}: i=1, \cdots, n\right\}$ with $j=0,1$. Assume that the scattering problem for the pair ( $A_{i}^{(0)}, A_{i}^{(1)}$ ) admits completeness for $i=1, \cdots, n$. Finally assume $0 \in \rho\left(A_{i}^{(j)}-A_{k}^{(j)}\right)$ for $i \neq k$ and $j=0,1$. Then for $j=0,1$, every solution of $\prod_{i=1}^{n}\left(d / d t-A_{i}^{(j)}\right) u_{j}(t)=0$ is of the form

$$
u_{j}(t)=\sum_{i=1}^{n} \exp \left\{t A_{i}^{(j)}\right\} f_{i j}
$$

by Theorem 2. (Similarly we could weaken the hypothesis that $0 \in \rho\left(A_{i}^{(j)}-A_{k}^{(j)}\right)$ and use Theorem 4 instead.) It follows that the scattering problem for the pair of equations $\prod_{i=1}^{n}\left(d / d t-A_{i}^{(0)}\right) u=0, \prod_{i=1}^{n}\left(d / d t-A_{i}^{(1)}\right) u=0$ admits completeness.

Usually scattering theory for second order or higher order equations is developed by writing the equations as first order systems and using the standard results of scattering theory including the invariance principle and other tools (cf., e.g., Kato [9]). The abstract d'Alembert formula gives an alternate approach to these problems. The d'Alembert formula also enables one to extend in a natural and simple way the notions of scattering theory from the context of isometric groups and Hilbert space to the context of semigroups and Banach spaces.

We close with three simple examples of pairs of equations for which the scattering problem admits completeness. Let $q$ be a real integrable $C^{\infty}$ function on $\mathbb{R}$. Take $X=L^{2}(\mathbb{R})$ and

$$
\begin{aligned}
& A_{1}^{(0)}=\frac{d}{d x}, \quad A_{2}^{(0)}=-A_{1}^{(0)} \\
& A_{1}^{(1)}=\frac{d}{d x}+i q(x), \quad A_{2}^{(1)}=-A_{1}^{(1)} .
\end{aligned}
$$

The corresponding differential equations are

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial t^{2}}=\frac{\partial^{2} u}{\partial x^{2}}  \tag{DE}\\
& \frac{\partial^{2} u}{\partial t^{2}}=\frac{\partial^{2} u}{\partial x^{2}}+2 i q(x) \frac{\partial u}{\partial x}+\left(i q^{\prime}(x)-q^{2}(x)\right) u .
\end{align*}
$$

For the second example take $X=L^{2}\left(\mathbb{R}^{2}\right)$,

$$
\begin{aligned}
& A_{1}^{(0)}=-A_{2}^{(0)}=i(-\Delta)^{1 / 2} \\
& A_{1}^{(1)}=-A_{2}^{(1)}=i(-\Delta+V(x))^{1 / 2}
\end{aligned}
$$

where $V$ is a nonnegative function in $L^{p}\left(\mathbb{R}^{n}\right)+L^{\infty}\left(\mathbb{R}^{n}\right)$ with $p \geqq 2, p>n / 2$ and such that $V(x)=O\left(|x|^{-1-\varepsilon}\right)$ for some $\varepsilon>0$ as $|x| \rightarrow \infty$.

The final example seems not to have been treated in the literature before. Take $X=L^{2}\left(\mathbb{R}^{2}\right)$,

$$
\begin{aligned}
& A_{1}^{(0)}=-A_{2}^{(0)}=\alpha i(-\Delta)^{1 / 2}, \quad A_{3}^{(0)}=-A_{4}^{(0)}=\beta i(-\Delta)^{1 / 2}, \\
& A_{1}^{(1)}=-A_{2}^{(1)}=\alpha i(-\Delta+V)^{1 / 2}, \quad A_{3}^{(1)}=-A_{4}^{(1)}=\beta i(-\Delta+V)^{1 / 2} .
\end{aligned}
$$

Thus, with the aid of the Birman-Kato invariance principle, the scattering problem for the fourth order elastic wave equation with a potential term $V(x)$ (cf. Example 4 of §3) reduces to the scattering problem for the Schrödinger equation with the same potential.
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#### Abstract

Strongly elliptic differential operators with (possibly) unbounded lower order coefficients are shown to generate analytic semigroups of linear operators on $L^{2}\left(R^{N}\right), L^{2, \mu}\left(R^{N}\right), C\left(R^{N}\right)$ and $C^{\alpha}\left(R^{N}\right)$. Some of these generation results are applied to parabolic initial value problems.
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Introduction. A number of papers has been devoted to studying the generation of analytic semigroups by elliptic operators in unbounded domains $\Omega \subset R^{N}$ (see, e.g. [9], [22], [21], [28], [29]). Authors, however, have usually concentrated their attention on operators with bounded coefficients.

In this paper we consider strongly elliptic operators of second order, $E$, with coefficients defined on $R^{N}$ and allowed to grow at infinity in accordance with suitable structure conditions. Such conditions are exactly the ones we need for the applications in which we are interested.

We prove that $E$ generates an analytic semigroup of linear operators in various Banach spaces, such as $L^{2}\left(R^{N}\right), L^{2, \mu}\left(R^{N}\right), C\left(R^{N}\right)$ and $C^{\alpha}\left(R^{N}\right)$ (see $\S 1$ for a detailed description of these results). Furthermore, all these results are obtained by the same method.

It has to be noted that we have confined ourselves to the case of second order operators defined in the whole space for the sake of simplicity and also because this is what we need for the applications we have in mind. Our method may be extended to more general situations (for example, Dirichlet boundary conditions may be treated by adapting the boundary analysis of [14]). In fact, we use $\mathscr{L}^{2, \lambda}$-regularity techniques which also apply to solutions of elliptic systems of equations.

The main applications of our results concern the initial value problem for parabolic equations with unbounded coefficients. Although such equations have been studied for a long time (see, e.g. [23], [24], [3], [4], [8], [7]), interest in this topic has increased since connections with stochastic control and filtering theory were pointed out ([6], [20], [5]). While earlier treatments were mainly based on fundamental solutions, more recent ones have also developed different approaches, using dynamic programming [20], semigroup theory [18] or the Feynman-Kac formula [27].

In § 7 of this paper we obtain the existence, uniqueness and regularity of solutions to the Cauchy problem for second order parabolic operators with unbounded coefficients, as a consequence of the generation theorems proved in §§ 2-6. The results of these sections are applied to a class of stochastic partial differential equations in [16].

Part of the contents of this paper was announced by the authors in [13] and [30].

[^73]1. Notation and main results. We denote by $\|x\|$ (resp. $\|z\|$ ) the Euclidean norm of a point $x \in R^{N}$ (resp. $z \in C^{N}$ ). For any $x \in R^{N}$ and $r>0$ we define

$$
B_{r}(x)=\left\{y \in R^{N}:\|y-x\|<r\right\} .
$$

For any $j=1, \cdots, N$ and any multi-index $\beta=\left(\beta_{1}, \cdots, \beta_{N}\right)$ we set

$$
D_{j}=\partial / \partial x_{j}, \quad D^{\beta}=D_{1}^{\beta_{1}} \cdots D_{N}^{\beta_{N}} .
$$

Let $\Omega$ be an open domain in $R^{N}$. We denote by $C(\Omega)$ the space of uniformly continuous and bounded complex-valued functions defined in $\Omega$. We set $|u|_{0, \infty, \Omega}=$ $\sup _{x \in \Omega}|u(x)|$ for any $u \in C(\Omega)$. Moreover, for any integer $m>0$, we define $C^{m}(\Omega)=$ $\left\{u \in C(\Omega): D^{\beta} u \in C(\Omega)\right.$ for $\left.|\beta| \leqq m\right\}$ and $|u|_{j, \infty, \Omega}=\sum_{|\beta|=j}\left|D^{\beta} u\right|_{0, \infty, \Omega}$ for $0 \leqq j \leqq m$.

In this paper we consider second order differential operators of the form

$$
\begin{equation*}
E=\sum_{i, j=1}^{N} a_{i j}(x) D_{i} D_{j}+\sum_{j=1}^{N} b_{j}(x) D_{j}-c(x) \tag{1.1}
\end{equation*}
$$

where $a_{i j}, b_{j}, c(i, j=1, \cdots, N)$ are complex-valued functions defined in $R^{N}$. We will always assume that $E$ is strongly elliptic, i.e.,

$$
\begin{equation*}
\operatorname{Re} \sum_{i, j} a_{i j}(x) z_{j} \bar{z}_{i} \geqq \nu\|z\|^{2} \quad \forall z \in C^{N} \tag{1.2}
\end{equation*}
$$

for any $x \in R^{N}$ and some $\nu>0$. The growth of the coefficients of $E$ will be referred to a given function $V: R^{N} \rightarrow R$ such that for any $x \in R^{N}$ and any $y \in R^{N}$ with $\|x-y\| \leqq 1$
(i) $\quad V(x) \geqq 1$,
(ii) $\quad|V(x)-V(y)| \leqq k\|x-y\|[V(x)+V(y)]$ for some $k>0$.

More precisely, we will impose the following assumptions:
There exist constants $K_{1}, K_{2}, V_{0}>0$ such that

$$
\begin{equation*}
K_{1} V(x)-V_{0} \leqq \operatorname{Re} c(x) \leqq K_{2} V(x)+V_{0} \quad \forall x \in R^{N} . \tag{1.4}
\end{equation*}
$$

There exists a constant $B \in[0,2]$ such that

$$
\begin{align*}
& \sum\left|b_{j}(x)\right|^{2} \leqq \nu B^{2} K_{1} V(x) \quad \forall x \in R^{N},  \tag{1.5}\\
& a_{i j}, b_{j} / V^{1 / 2}, c / V \in C\left(R^{N}\right) \quad \text { for } i, j=1, \cdots, N . \tag{1.6}
\end{align*}
$$

Since the top order coefficients are assumed to be bounded, this framework is roughly comprable with the one of [6, pp. 108-117]. Condition (1.4) is similar to one of the hypotheses of [23]. However, here we need no differentiability assumptions on the coefficients of $E$. Moreover, condition (1.5) only affects the asymptotic behavior of coefficients $b_{j}$.

Remark 1.1. From assumption (1.3)(ii) it follows that there exists a constant $k>0$ such that

$$
\begin{equation*}
V(x) \leqq k V(y) \quad \text { if }\|x-y\| \leqq 1 . \tag{1.7}
\end{equation*}
$$

We begin by analyzing the spectral properties of operator $E$ when realized in $L^{2}\left(R^{N}\right)$. Let $\Omega$ be an open domain in $R^{N}$ and $m$ a nonnegative integer. We denote by $H^{m}(\Omega)$ the space of the complex-valued functions $u$, defined in $\Omega$, which belong to $L^{2}(\Omega)$ together with all their partial derivatives of orders $|\beta| \leqq m$. We define

$$
|u|_{0, \Omega}=\left(\int_{\Omega}|u(x)|^{2} d x\right)^{1 / 2}, \quad|u|_{j, \Omega}=\left(\sum_{|\alpha|=j}\left|D^{\alpha} u\right|_{0, \Omega}^{2}\right)^{1 / 2}
$$

for $1 \leqq j \leqq m$. Moreover, we denote by $H_{\mathrm{loc}}^{m}(\Omega)$ the space of functions $u \in H^{m}(D)$ for any domain $D$ with compact closure in $\Omega$.

Since the coefficients of $E$ may grow at infinity, we need weighted spaces rather than the usual Sobolev spaces $H^{m}(\Omega)$. For $j=1,2$ we denote by $H^{j}(\Omega, V)$ the space of functions $u \in H^{j}(\Omega)$ such that

$$
\|u\|_{j, \Omega, V}^{2}=\sum_{|\beta| \leqq j} \int_{\Omega} V^{j-|\beta|}\left|D^{\beta} u\right|^{2} d x<+\infty .
$$

Extending the method $[14, \S 3]$, in $\S 2$ of this paper we prove the following result.
Theorem 1.2. Assume (1.2)-(1.6). There exists a number $\omega_{1} \geqq V_{0}$ such that, if $\lambda$ is a complex number with $\operatorname{Re} \lambda \geqq \omega_{1}$ then the equation $(\lambda-E) u=f \in L^{2}\left(R^{N}\right)$ has a unique solution $u \in H^{2}\left(R^{N}, V\right)$ and

$$
\begin{equation*}
\|u\|_{2, R^{N}, V}+\left|\lambda-\omega_{1}\right|^{1 / 2}\|u\|_{1, R^{N}, V}+\left|\lambda-\omega_{1}\right||u|_{0, R^{N}} \leqq k|f|_{0, R^{N}} \tag{1.8}
\end{equation*}
$$

where $k$ is a constant independent of $\lambda$.
The previous result can also be extended to more general weighted spaces (see $\S 2$ for details).

For $0 \leqq \mu \leqq N$ we denote by $L^{2, \mu}(\Omega)$ the space of functions $u L_{\text {loc }}^{2}(\Omega)$ such that

$$
|u|_{L^{2, \mu}(\Omega)}^{2}=\sup _{x \in \Omega, 0<r \leqq 1} r^{-\mu} \int_{\Omega \cap B_{r}(x)}|u(y)|^{2} d y<+\infty
$$

Morrey spaces $L^{2, \mu}(\Omega)$ are useful to study the regularity of solutions to elliptic problems (see e.g. [10]).

In $\S 4$ we show that $E$ generates an analytic semigroup on the Banach space $L^{2}\left(R^{N}\right) \cap L^{2, \mu}\left(R^{N}\right)$, equipped with the norm

$$
\|u\|_{0, \mu, R^{N}}=|u|_{0, R^{N}}+|u|_{L^{2, \mu}\left(R^{N}\right)} .
$$

For $j=1,2$ let us denote by $H^{j, \mu}(\Omega, V)$ the space of function $u \in H^{j}(\Omega, V)$ such that

$$
|u|_{H^{j, \mu}(\Omega, V)}^{2}=\sum_{|\beta| \leqq j}\left|V^{(j-|\beta|) / 2} D^{\beta} u\right|_{L^{2, \mu}(\Omega)}^{2}<+\infty
$$

and set

$$
\|u\|_{H^{j, \mu}(\Omega, V)}=\|u\|_{j, \Omega, V}+|u|_{H^{j, \mu}(\Omega, V)}
$$

Theorem 1.3. Assume (1.2)-(1.6) and let $\lambda \in C$ with $\operatorname{Re} \lambda \geqq \omega_{1}$. Then the equation

$$
(\lambda-E) u=f \in L^{2}\left(R^{N}\right) \cap L^{2, \mu}\left(R^{N}\right), \quad 0<\mu<N
$$

has a unique solution $u \in H^{2, \mu}\left(R^{N}, V\right)$ and

$$
\begin{equation*}
\|u\|_{H^{2, \mu}\left(R^{N}, V\right)}+\left|\lambda-\omega_{1}\right|^{1 / 2}\|u\|_{H^{1, \mu}\left(R^{N}, V\right)}+\left|\lambda-\omega_{1}\right|\|u\|_{0, \mu, R^{N}} \leqq k\|f\|_{0, \mu, R^{N}} \tag{1.9}
\end{equation*}
$$

where $k$ is a constant independent of $\lambda$.
See $[14, \S 5]$ for a similar result in the case of bounded space domains.
In [14, §6], generation on Morrey spaces is used to derive the uniform estimate obtained by Stewart [28], [29]. Stewart's method consists in bounding suitable localizations of solutions by classical $L^{p}$ estimates [2] and applies to elliptic operators of arbitrary order with bounded coefficients. The analogue of Stewart's results for operators with unbounded coefficients is stated below and will be proved in § 5 .

Theorem 1.4. Assume (1.2)-(1.6). There exists $\omega_{2} \geqq \omega_{1}$ such that, if $\lambda$ is a complex number with $\operatorname{Re} \lambda \geqq \omega_{2}$, then the equation $(\lambda-E) u=f L^{\infty}\left(R^{N}\right)$ has a unique solution $u \in H_{\mathrm{loc}}^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ satisfying $\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}<+\infty$. Moreover

$$
\begin{equation*}
\left|\lambda-\omega_{2}\right|^{1 / 2}\left[|u|_{1, \infty, R^{N}}+\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}\right]+\left|\lambda-\omega_{2}\right| \cdot|u|_{0, \infty, R^{N}} \leqq k|f|_{0, \infty} \tag{1.10}
\end{equation*}
$$

where $k$ is a constant independent of $\lambda$.
Finally, we turn to the last topology we shall consider in this paper, namely Hölder topology. For $0<\alpha<1$ we denote by $C^{\alpha}(\Omega)$ the space of functions $u \in C(\Omega)$ such that

$$
[u]_{\alpha, \Omega}=\sup _{x, y \Omega, x \neq y} \frac{|u(x)-u(y)|}{\|x-y\|^{\alpha}}<+\infty .
$$

The Hölder norm is defined as follows:

$$
\|u\|_{\alpha, \Omega}=|u|_{0, \infty, \Omega}+[u]_{\alpha, \Omega} .
$$

Generation of analytic semigroups in Hölder spaces was first obtained by Campanato [12] in bounded space domains (see also [14, § 7] for the case of systems). A different procedure leading to an analogous generation theorem was developed in [25]. This procedure is based on interpolation techniques and on Stewart's result [28], [29] and applies to operators with bounded coefficients. In this paper we treat operators with unbounded coefficients by adapting the method of [12].

For $j=1,2$ we denote by $C^{j}(\Omega, V)$ the space of functions $u \in C^{j}(\Omega)$ such that

$$
\|u\|_{C j(\Omega, V)}=\sum_{|\beta| \leqq j}\left|V^{(j-|\beta|) / 2} D^{\beta} u\right|_{0, \infty, \Omega}<\infty .
$$

For $0<\alpha<1$ we set

$$
C^{j, \alpha}(\Omega, V)=\left\{u \in C^{j}(\Omega, V):|u|_{C^{j, \alpha}(\Omega, V)}=\sum_{|\beta| \leq j}\left[V^{(j-|\beta|) / 2} D^{\beta} u\right]_{\alpha, \Omega}<\infty\right\} .
$$

We equip $C^{j, \alpha}(\Omega, V)$ with the norm

$$
\|u\|_{C^{j \alpha}(\Omega, V)}=\|u\|_{C^{j}(\Omega, V)}+|u|_{C^{j, \alpha}(\alpha, V)} .
$$

Theorem 1.5. Assume (1.2)-(1.5) and suppose that

$$
\begin{equation*}
\left.a_{i j}, b_{j} / V^{1 / 2}, c / V \in C^{\alpha}\left(R^{N}\right) \quad \text { for some } \alpha \in\right] 0,1[\text {. } \tag{1.11}
\end{equation*}
$$

There exists $\omega_{2} \in R$ such that, if $\lambda$ is a complex number with $\operatorname{Re} \lambda \geqq \omega_{2}$, then the equation $(\lambda-E) u=f \in C^{\alpha}\left(R^{N}\right)$ has a unique solution $u \in C^{2, \alpha}\left(R^{N}, V\right)$ and

$$
\begin{equation*}
\|u\|_{C^{2, \alpha}\left(R^{N}, V\right)}+\left|\lambda-\omega_{2}\right|^{1 / 2}\|u\|_{C^{1, \alpha}\left(R^{N}, V\right)}+\left|\lambda-\omega_{2}\right| \cdot\|u\|_{\alpha, R^{N}} \leqq k\|f\|_{\alpha, R^{N}} \tag{1.12}
\end{equation*}
$$

where $k$ is a constant independent of $\lambda$
Therefore, $E$ generates an analytic semigroup on $C^{\alpha}\left(R^{N}\right)$ with domain $C^{2, \alpha}\left(R^{N}, V\right)$. Our semigroup fails to be strongly continuous at 0 because $C^{2, \alpha}\left(R^{N}, V\right)$ is not dense in $C^{\alpha}\left(R^{N}\right)$. However, the closure $C^{2, \alpha}\left(R^{N}, V\right)$ of the domain of $E$ can be characterized as follows. Let us set

$$
\begin{aligned}
& C_{V}^{\alpha}\left(R^{N}\right)=\left\{u \in C^{\alpha}\left(R^{N}\right): V u \in C^{\alpha}\left(R^{N}\right)\right\}, \\
& C_{0}^{\alpha}\left(R^{N}\right)=\left\{u \in C^{\alpha}\left(R^{N}\right): u \rightarrow 0 \quad \text { as }\|x\| \rightarrow \infty\right\} .
\end{aligned}
$$

Then $\overline{C^{2, \alpha}\left(R^{N}, V\right)}$ consists of all functions $u \in C_{V}^{\alpha}\left(R^{N}\right) \cup C_{0}^{\alpha}\left(R^{N}\right)$ such that

$$
\lim _{r \rightarrow 0}\left[\sup _{0<\|x-y\|<r} \frac{|u(x)-u(y)|}{\|x-y\|^{\alpha}}\right]=0 .
$$

This space, which is also known as the space of "little-Hölder continuous" functions (see [25]), will be denoted by $h^{\alpha}\left(R^{N}, V\right)$.
2. Generation in the $\boldsymbol{L}^{\mathbf{2}}$ topology. In this section we prove Theorem 1.2. As in [14, § 3], the proof consists of two steps. First, we obtain an estimate for divergence form elliptic operators (Lemma 2.1 below). Then, we approximate operator $E$ by operators in divergence form and apply the contraction mapping theorem. Therefore, we have concentrated our exposition on what is new with respect to [14, § 3]. The remainder of the proof is just sketched.

Consider the operator

$$
\mathscr{E}=\sum_{i, j=1}^{N} D_{j}\left(a_{i j}(x) D_{j}\right)+\sum b_{j}(x) D_{j}-c(x)
$$

with measurable complex-valued coefficients satisfying (1.2), (1.4), (1.5) and

$$
\begin{equation*}
a_{i j}, b_{j} / V^{1 / 2}, c / V \in L^{\infty}\left(R^{N}\right), \quad i, j=1, \cdots, N . \tag{2.1}
\end{equation*}
$$

Here $V$ is a real-valued function satisfying (1.3). For $\lambda \in C, u \in H^{1}\left(R^{N}, V\right)$ and $\phi \in C^{\infty}\left(R^{N}\right)$ with compact support, let us set

$$
a_{\lambda}(u, \phi)=\lambda \int_{R^{N}} u \bar{\phi} d x+\int_{R^{N}}\left[\sum_{i, j} a_{i j} D_{j} \overline{u D_{i} \phi}-\sum b_{j} D_{j} u \bar{\phi}+c u \bar{\phi}\right] d x .
$$

Then, $a_{\lambda}$ can be extended to a continuous sesquilinear form on $H^{1}\left(R^{N}, V\right) \times$ $H^{1}\left(R^{N}, V\right)$. Moreover, $\alpha_{\lambda}$ is coercive for $\operatorname{Re} \lambda \geqq V_{0}$.

$$
\left(\operatorname{Re} \lambda-V_{0}\right)|u|_{0, R^{N}}^{2}+k\|u\|_{1, R^{N}, V}^{2} \leqq \operatorname{Re} a_{\lambda}(u, u) \quad \forall u \in H^{1}\left(R^{N}, V\right)
$$

(from now on we denote by $k$ any positive constant independent of $\lambda$ ). Therefore, by standard variational arguments we conclude that for $\operatorname{Re} \lambda \geqq V_{0}$ and $f \in L^{2}\left(R^{N}\right)$ the equation

$$
\begin{equation*}
a_{\lambda}(u, \phi)=\int_{R^{N}} f \bar{\phi} d x \quad \forall \phi \in H^{1}\left(R^{N}, V\right) \tag{2.2}
\end{equation*}
$$

has a unique solution $u \in H^{1}\left(R^{N}, V\right)$ and

$$
\begin{equation*}
\|u\|_{1, R^{N}, v}^{2} \leqq k|f|_{0, R^{N}}|u|_{0, R^{N}} . \tag{2.3}
\end{equation*}
$$

Moreover, from (2.3) one can easily get

$$
\begin{equation*}
\left|\lambda-V_{0}\right| \cdot|u|_{0, R^{N}} \leqq k|f|_{0, R^{N}} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda-V_{0}\right|^{1 / 2} \cdot\|u\|_{1, R^{N}, V} \leqq k|f|_{0, R^{N}} . \tag{2.5}
\end{equation*}
$$

Now, if the coefficients of $\mathscr{E}$ are more regular, then $u$ solves our equation a.e. as we show below.

Lemma 2.1. Let the coefficients of $\mathscr{E}$ be differentiable in $R^{N}$ and satisfy, in addition to (1.2), (1.4), (1.5), (2.1), the following condition:

$$
\begin{equation*}
\left|D_{h} a_{i j}\right|_{0, \infty, R^{N}}+\left|D_{h} b_{j} / V^{1 / 2}\right|_{0, \infty, R^{N}}+\left|D_{h} c / V\right|_{0, \infty, R^{N}}=K<+\infty \tag{2.6}
\end{equation*}
$$

for any $h=1, \cdots, N$. If $\operatorname{Re} \lambda \geqq V_{0}$, then the solution $u$ of equation $(\lambda-\mathscr{E}) u=f \in L^{2}\left(R^{N}\right)$ is of class $H^{2}\left(R^{n}, V\right)$ and

$$
\begin{equation*}
\|u\|_{2, R^{N}, V} \leqq\left(k_{1}+\frac{k_{2}}{\left|\lambda-V_{0}\right|^{1 / 2}}\right)|f|_{0, R^{N}} \tag{2.7}
\end{equation*}
$$

where both $k_{1}$ and $k_{2}$ are independent of $\lambda$ and $k_{1}$ is independent of $K$.

Proof. Since $u \in H_{\text {loc }}^{2}\left(R^{N}\right)$ by classical regularity results, in (2.2) we can choose $\phi=D_{h} \psi$, where $\psi \in C^{\infty}\left(R^{N}\right)$ with compact support. A simple integration by parts yields

$$
\begin{align*}
a\left(D_{h} u, \psi\right)= & -\int_{R^{N}} \overline{f D_{h} \psi} d x-\int_{R^{N}} \sum_{i j} D_{h} a_{i j} D_{j} u \overline{D_{i} \psi} d x \\
& -\int_{R^{N}}\left(D_{h} c u-\sum_{j} D_{h} b_{j} D_{j} u\right) \bar{\psi} d x . \tag{2.8}
\end{align*}
$$

Clearly, (2.8) holds for any $\psi \in H^{1}\left(R^{N}\right)$ with compact support.
Let $\theta$ be a standard cutoff function, i.e. $\theta \in C^{\infty}\left(R^{N}\right)$ and

$$
\begin{align*}
& 0 \leqq \theta \leqq 1, \quad \theta(y)=1 \quad \text { if }\|y\| \leqq 1, \\
& \theta(y)=0 \quad \text { if }\|y\| \leqq 2 \tag{2.9}
\end{align*}
$$

and set $\theta_{r}(x)=\theta(x / r)$ for any $r>0$. By assuming $\psi=\theta_{r}^{2} D_{h} u$ in (2.8) we obtain

$$
a_{\lambda}\left(\theta_{r} D_{h} u, \theta_{r} D_{h} u\right)=F_{r}+G_{r}
$$

where

$$
F_{r}=\int_{R^{N}} \theta_{r} f D_{h} \theta_{R} \overline{D_{h} u} d x-\int_{R^{N}} \theta_{r} \overline{f D_{h}\left(\theta_{r} D_{h} u\right)} d x
$$

and the remaining term $G_{r}$ contains the derivatives of $a_{i j}, b_{j}, c$. Then

$$
\begin{equation*}
\left\|\theta_{r} D_{h} u\right\|_{1, R^{N}, V}^{2} \leqq k\left(\left|F_{r}\right|+\left|G_{r}\right|\right) . \tag{2.10}
\end{equation*}
$$

Now, from (1.4), (1.5), (2.1), (2.6) we obtain, for any $\varepsilon>0$

$$
\begin{equation*}
\left|G_{r}\right| \leqq \varepsilon\left\|\theta_{r} D_{h} u\right\|_{1, R^{N}, v}^{2}+k(\varepsilon, K)\|u\|_{1, R^{N}, v .}^{2} . \tag{2.11}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left|F_{r}\right| \leqq \varepsilon\left\|\theta_{r} D_{h} u\right\|_{1, R^{N}, V}^{2}+k(\varepsilon)|f|_{0, R^{N}}^{2} . \tag{2.12}
\end{equation*}
$$

By choosing $\varepsilon$ sufficiently small and letting $r$ go to infinity, from (2.10), (2.11), (2.12) we get

$$
\begin{equation*}
\sum_{h}\left\|D_{h} u\right\|_{1, R^{N}, V}^{2} \leqq k|f|_{0, R^{N}}^{2}+k(K)\|u\|_{1, R^{N}, v}^{2} \tag{2.13}
\end{equation*}
$$

Therefore, equation $(\lambda-\mathscr{E}) \boldsymbol{u}=f$ is satisfied a.e. and

$$
\left(c+V_{0}\right) u=f+\left(V_{0}-V\right) u+\sum_{i j}\left(a_{i j} D_{i} D_{j} u+D_{i} a_{i j} D_{j} u\right)+\sum_{j} b_{j} D_{j} u
$$

Consequently, $u \in H^{2}\left(R^{N}, V\right)$ and

$$
|V u|_{0, R^{N}} \leqq|f|_{0, R^{N}}+\left|\lambda-V_{0}\right||u|_{0, R^{N}}+k \sum_{h}\left\|D_{u}\right\|_{1, R^{N}, v}+k(K)\|u\|_{1, R^{N}, v} .
$$

The desired estimate (2.7) may thus be derived from the last inequality and from (2.13), recalling (2.4) and (2.5).

We now turn to the case of an operator $E$ of type (1.1).
Proof of Theorem 1.2. Suppose assumptions (1.2), (1.4) hold for the coefficients of $E$ with constants $\nu, K_{1}, K_{2}, V_{0}, B$ and set

$$
\begin{equation*}
\sum_{i j}\left|a_{i j}\right|_{0, \infty, R^{N}}+\sum_{j}\left|b_{j} / V^{1 / 2}\right|_{0, \infty, R^{N}}+|C / V|_{0, \infty, R^{N}}=M . \tag{2.14}
\end{equation*}
$$

Now, if $\left(J_{\varepsilon}\right)_{\varepsilon>0}$ is a standard family of mollifiers (i.e. $J_{\varepsilon}(x)=\varepsilon^{-n} J(x / \varepsilon)$, where $J \in$ $C^{\infty}\left(R^{N}\right), J \geqq 0, J(x)=0$ if $\|x\| \geqq 1$ and $\left.\int_{R^{N}} J(x) d x=1\right)$, let us set

$$
E^{\varepsilon}=\sum a_{i j}^{\varepsilon}(x) D_{i} D_{j}+\sum b_{j}^{\varepsilon}(x) D_{j}-c^{\varepsilon}(x), \quad x \in R^{N}, \quad \varepsilon>0 .
$$

Here, $g^{\varepsilon}(x)=\int_{R^{N}} J_{\varepsilon}(x-y) g(y) d y$ for any $g \in L_{\text {loc }}^{1}\left(R^{N}\right)$. It is easy to check that $E^{\varepsilon}$ satisfy (1.2), (1.4), (2.15) with the same constants $\nu, K_{1}, K_{2}, V_{0}, B, M$ as above, replacing $V$ by $V^{\varepsilon}$ in each inequality. Moreover

$$
\left|D_{h} a_{i j}^{\varepsilon}(x)\right|+\left|D_{h} D_{s} a_{i j}^{\varepsilon}(x)\right|+\left|D_{h} b_{j}^{\varepsilon}(x) / V^{\varepsilon}(x)^{1 / 2}\right|+\left|D_{h} c^{\varepsilon}(x) / V^{\varepsilon}(x)\right| \leqq K_{\varepsilon}<+\infty
$$

for any $x \in R^{N}, \varepsilon>0$ and $1 \leqq i, j, h, s \leqq N$. Also, $E^{\varepsilon}$ approximates $E$ as $\varepsilon \rightarrow 0$ in the sense that

$$
\begin{equation*}
\left|a_{i j}-a_{i j}^{\varepsilon}\right|_{0, \infty, R^{N}},\left|\frac{b_{j}-b_{j}^{\varepsilon}}{V^{\varepsilon^{1 / 2}}}\right|_{0, \infty, R^{N^{\prime}}}\left|\frac{c-c^{\varepsilon}}{V^{\varepsilon}}\right|_{0, \infty, R^{N^{N}}}\left|\frac{V-V^{\varepsilon}}{V^{\varepsilon}}\right|_{0, \infty, R^{N}} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 . \tag{2.15}
\end{equation*}
$$

Therefore, the elliptic problems

$$
\left\{\begin{array} { l } 
{ u \in H ^ { 2 } ( R ^ { N } , V ) } \\
{ ( \lambda - E ) u = f }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
u \in H^{2}\left(R^{N}, V^{\varepsilon}\right) \\
\left(\lambda-E^{\varepsilon}\right) u=f+\left(E-E^{\varepsilon}\right) u
\end{array}\right.\right.
$$

are equivalent if $\varepsilon$ is sufficiently small. Let us set

$$
\mathscr{E}^{\varepsilon}=\sum_{i j} D_{i}\left(a_{i j}^{\varepsilon} D_{j}\right)+\sum\left(b_{j}^{\varepsilon}-\sum_{i} D_{i} a_{i j}^{\varepsilon}\right) D_{j}-c^{\varepsilon} .
$$

By Lemma 2.1 we conclude that there exists $V_{0}^{\varepsilon}$ such that for $\operatorname{Re} \lambda \geqq V_{\varepsilon}^{0}$ and $u \in$ $H^{2}\left(R^{N}, V^{\varepsilon}\right)$ the equation

$$
\left(\lambda-\mathscr{E}^{\varepsilon}\right) U=f+\left(E-E^{\varepsilon}\right) u
$$

has a unique solution $U=T_{\lambda, \varepsilon}, u \in H^{2}\left(R^{N}, V^{\varepsilon}\right)$. Also, from (2.4), (2.5), (2.7), (2.15) we get

$$
\begin{align*}
\left\|T_{\lambda, \varepsilon} u\right\|_{2, R^{N}, V^{\varepsilon}} & +\left|\lambda-V_{0}^{\varepsilon}\right|^{1 / 2} \cdot\left\|T_{\lambda, \varepsilon} u\right\|_{1, R^{N} V^{\varepsilon}}+\left|\lambda-V_{0}^{\varepsilon}\right| \cdot\left|T_{\lambda, \varepsilon} u\right|_{0, R^{N}} \\
& \leqq\left(k_{1}+\frac{k_{2}(\varepsilon)}{\left|\lambda-V_{0}^{\varepsilon}\right|^{1 / 2}}\right)\left(|f|_{0, R^{N}}+\left|\left(E-E^{\varepsilon}\right) u\right|_{0, R^{N}}\right)  \tag{2.16}\\
& \leqq\left(k_{1}+\frac{k_{2}(\varepsilon)}{\left|\lambda-V_{0}^{\varepsilon}\right|^{1 / 2}}\right)\left(|f|_{0, R^{N}}+k \sigma(\varepsilon)\|u\|_{2, R^{N}, V^{\varepsilon}}\right)
\end{align*}
$$

where $\sigma(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ and $k_{1}$ is independent of $\varepsilon$. From (2.16) it follows that we can choose $\varepsilon$ so small as to have $k_{1} k \sigma(\varepsilon)<1$ and then fix $\omega_{1} \geqq V_{0}^{\varepsilon}$ so large as to ensure that $T_{\lambda, \varepsilon}$ is a contraction mapping for $\operatorname{Re} \lambda \geqq \omega_{1}$. The remainder of the proof is standard.

Remark 2.2. A useful generalization of Theorem 2.1 can be obtained in a very straightforward way by using weighted spaces. Let $\pi$ be a twice differentiable realvalued function defined on $R^{N}$ and set $\Pi(x)=\exp (\pi(x)]$. Denote by $L_{\Pi}^{2}\left(R^{N}\right)$ resp. $\left.H_{\Pi}^{j}\left(R^{N}, V\right), j=1,2\right)$ the space of functions $u$ such that $\Pi u \in L^{2}\left(R^{N}\right)$ (resp. $\Pi u \in$ $\left.H^{j}\left(R^{N}, V\right), j=1,2\right)$. Then, for $f \in=L_{\Pi}^{2}\left(R^{N}\right)$

$$
\left\{\begin{array} { l } 
{ u \in H _ { \Pi } ^ { 2 } ( R ^ { N } , V ) } \\
{ ( \lambda - E ) u = f }
\end{array} \quad \text { if and only if } \quad \left\{\begin{array}{l}
\Pi u \in H^{2}\left(R^{N}, V\right) \\
\left(\lambda-E_{\pi}\right)(\Pi u)=\Pi f
\end{array}\right.\right.
$$

where

$$
E_{\pi}=E-\sum_{i j}\left(a_{i j}+a_{i j}\right) D_{i} \pi D_{j}-\sum b_{j} D_{j} \pi-\sum a_{i j}\left(D_{i} D_{j} \pi-D_{i} \pi D_{j} \pi\right) .
$$

As easily seen, operator $E_{\pi}$ satisfies the assumptions of Theorem 1.2 provided that for each $\varepsilon>0$ there exists $k(\varepsilon) \in R$ such that

$$
\begin{equation*}
\sum_{j}\left|D_{j} \pi(x)\right|^{2}+\sum_{i j}\left|D_{i} D_{j} \pi(x)\right| \leqq \varepsilon V(x)+k(\varepsilon) \quad \forall x \in R^{N} . \tag{2.17}
\end{equation*}
$$

Therefore, by applying Theorem 1.2 to $E_{\pi}$, we conclude that $E$ generates an analytic semigroup on $L_{\Pi}^{2}\left(R^{N}\right)$.
3. Some useful lemmas. In this section we have collected some miscellaneous results that will be applied often in the sequel.

Let $E$ be a differential operator of type (1.1), satisfying conditions (1.2)-(1.6). Let $M$ be defined as in (2.14). If $x_{0} \in R^{N}$, we set

$$
\begin{equation*}
E^{0}=\sum_{i j} a_{i j}\left(x^{0}\right) D_{i} D_{j}+\sum_{j} b_{j}\left(x^{0}\right) D_{j}-c\left(x^{0}\right) . \tag{3.1}
\end{equation*}
$$

In the sequel, we will abbreviate $B_{r}=B_{r}\left(x^{0}\right)$ for any $r>0$ and denote by $k$ any constant depending only on $\nu, k_{1}, k_{2}, B$ and $M$. The result below is well known.

Lemma 3.1. For any $f \in L^{2}\left(B_{r}\right)$ and $\lambda \in C$ with $\operatorname{Re} \lambda \geqq V_{0}$ the Dirichlet problem

$$
\left(\lambda-E^{0}\right) u=f \quad \text { in } B_{r}, \quad u=0 \quad \text { on } \partial B_{r}
$$

has a unique solution $u \in H^{2}\left(B_{r}\right)$ and

$$
\begin{equation*}
\|u\|_{2, B_{r} V} \leqq k|f|_{0, B_{r}} . \tag{3.2}
\end{equation*}
$$

Suppose that $u \in H^{1}\left(B_{r}\right)$ is a (weak) solution of the equation

$$
\begin{equation*}
\left(\lambda-E^{0}\right) u=\zeta \in C, \quad \operatorname{Re} \lambda \geqq V_{0} \tag{3.3}
\end{equation*}
$$

Then, the following inequalities can be obtained arguing as in [12, p. 499]: denoting by $u_{B_{r}}$ the integral mean value of $u$ on $B_{r}$, for $0<s<r$

$$
\begin{equation*}
|u|_{1, B_{s}} \leqq \frac{k}{r-s}\left(\frac{r}{s}\right)^{N / 2}\left|u-u_{B_{r}}\right|_{0, B_{r}} \tag{3.4}
\end{equation*}
$$

and, if $\zeta=0$,

$$
\begin{equation*}
|u|_{1, B_{s}} \leqq \frac{k}{r-s}|u|_{0, B_{r}} . \tag{3.5}
\end{equation*}
$$

Estimates (3.4) and (3.5) imply the result below, proved by Campanato in the case of bounded coefficients.

Lemma 3.2. If $u \in L^{2}\left(B_{r}\right)$ is a solution of (3.3), then

$$
\begin{equation*}
\left|u-u_{B_{r r}}\right|_{0, B_{r r}}^{2} \leqq k \tau^{N+2}\left|u-u_{B_{r}}\right|_{0, B_{r}}^{2} \tag{3.6}
\end{equation*}
$$

for any $\tau \in[0,1]$. Moreover, if $\zeta=0$, then

$$
\begin{equation*}
|u|_{0, B_{r r}}^{2} \leqq k \tau^{N}|u|_{0, B_{r}}^{2} . \tag{3.7}
\end{equation*}
$$

We merely need to recall that (3.7) may be derived from (3.5) by the same procedure used in [12, p. 503] to show that $u$ satisfies

$$
\begin{equation*}
|u|_{1, B_{r r}}^{2} \leqq k \tau^{N}|u|_{1, B_{r} .}^{2} . \tag{3.8}
\end{equation*}
$$

Estimate (3.6), which is trivial if $\frac{1}{2} \leqq \tau \leqq 1$, will then follow from (3.8) and (3.4) for $\tau \in\left[0, \frac{1}{2}\right]$. Indeed, by Poincaré's inequality we have

$$
\begin{aligned}
\left|u-u_{B_{r r}}\right|_{0, B_{r r}}^{2} & \leqq k(\tau r)^{2}|u|_{1, B_{r r}}^{2} \\
& \leqq k \tau^{N+2} r^{2}|u|_{1, B_{r / 2}}^{2} \leqq k \tau^{N+2}\left|u-u_{B_{r}}\right|_{0, B_{r}}^{2} .
\end{aligned}
$$

Remark 3.3. Estimate (3.6) is useful to study the Hölder continuity of solutions to differential problems. Indeed, from the results of [10] it follows that

$$
\begin{equation*}
[u]_{\alpha, B_{r}}^{2} \leqq k(N) \sup _{x B_{n} 0<\rho \leqq r} \rho^{-(N+2 \alpha)} \int_{B_{\rho}(x)}\left|u(y)-u_{B_{\rho}(x)}\right|^{2} d y \tag{3.9}
\end{equation*}
$$

for any function $u \in L_{\text {loc }}^{2}\left(R^{N}\right)$ and any ball $B_{r} \subset R^{N}$.
We conclude this section recalling a technical lemma proved in [11, p. 136].
Lemma 3.4. Let $\phi$ and $\sigma$ be nonnegative functions on an interval $] 0, d]$. Suppose that $\lim _{r \rightarrow 0} \sigma(r)=0$ and

$$
\phi(\tau r) \leqq\left[K \tau^{\alpha}+\sigma(r)\right] \phi(r)+L r^{\beta}
$$

for any $r \in] 0, d]$, any $\tau \in] 0,1]$ and some positive constants $\alpha, \beta, K, L$ with $\alpha>\beta$. Then, for any $\varepsilon \in] 0, \alpha-\beta\left[\right.$ there exists $r_{\varepsilon} \leqq d$ such that

$$
\left.\left.\left.\left.\phi(\tau r) \leqq(1+K) \tau^{\alpha-\varepsilon} \phi(r)+K_{\varepsilon} L(\tau r)^{\beta} \quad \forall r \in\right] 0, r_{\varepsilon}\right], \quad \forall \tau \in\right] 0,1\right]
$$

where

$$
K_{\varepsilon}=\frac{(1+K)^{2 \alpha / \varepsilon}}{(1+K)^{(\alpha-\beta) / \varepsilon}-(1+K)} .
$$

Furthermore, if $\sigma \equiv 0$, then $r_{\varepsilon}=d$.
4. Generation in Morrey spaces. The object of this section is the proof of Theorem 1.3, that we obtain as a consequence of Theorem 1.2 and of the local estimates recalled in the previous section. Our first step is the following lemma which adapts the idea of [11] to the present situation.

Lemma 4.1. Assume (1.2)-(1.6) and let $\lambda \in C, \operatorname{Re} \lambda \geqq V_{0}$. Suppose $u \in H_{\mathrm{loc}}^{2}\left(R^{N}\right)$ is a solution of the equation $(\lambda-E) u=f L^{2, \mu}\left(R^{N}\right), 0<\mu<N$. Then, for any $x^{0} \in R^{N}$ and any $0<r \leqq 1$,

$$
\begin{equation*}
\|u\|_{2, B_{r}\left(x^{0}\right), V}^{2} \leqq k r^{\mu}\left[\|u\|_{2, B_{1}\left(x^{0}\right), V}^{2}+|f|_{L^{2, \mu}\left(R^{N}\right)}^{2}\right] \tag{4.1}
\end{equation*}
$$

where $k$ is a constant independent of $\lambda, r$.
Proof. Let $x^{0} \in R^{N}, B_{r}=B_{r}\left(x^{0}\right), 0<r \leqq 1$ and $w \in H^{2}\left(B_{r}\right)$ be the solution of the Dirichlet problem

$$
\begin{array}{ll}
\left(\lambda-E^{0}\right) w=f+\left(E-E^{0}\right) u & \text { in } B_{r}, \\
w=0 & \text { on } \partial B_{r}
\end{array}
$$

where $E^{0}$ is defined as in (3.1). Then, by (3.2) and (1.6) we obtain

$$
\begin{equation*}
\|w\|_{2, B_{r}, V}^{2} \leqq k\left[|f|_{0, B_{r}}^{2}+\left|\left(E-E^{0}\right) u\right|_{0, B_{r} r}^{2}\right] \leqq k\left[\sigma(r)\|u\|_{2, B_{r}, V}^{2}+r^{\mu}|f|_{L^{2, \mu}\left(R^{N}\right)}^{2}\right] \tag{4.2}
\end{equation*}
$$

where $\sigma:\left[0,+\infty\left[\rightarrow\left[0,+\infty\left[\right.\right.\right.\right.$ is increasing and $\lim _{r \rightarrow 0} \sigma(r)=0$.
On the other hand, the difference $v=u-w$ satisfies the equation $\left(\lambda-E^{0}\right) v=0$. so, applying (3.7) to every partial derivative $D^{\alpha} v,|\alpha| \leqq 2$ and using property (1.7) of $V$, we conclude that

$$
\begin{equation*}
\left.\left.\|v\|_{2, B_{m n} V}^{2} \leqq k \tau^{N}\|v\|_{2, B_{n} V}^{2} \quad \forall \tau \in\right] 0,1\right] . \tag{4.3}
\end{equation*}
$$

Therefore, (4.2) and (4.3) imply

$$
\begin{aligned}
\|u\|_{2, B_{r m} V}^{2} & \leqq 2\left[\|v\|_{2, B_{r r} V}^{2}+\|w\|_{2, B_{r m} V}^{2}\right] \\
& \leqq k\left[\left(\tau^{N}+\sigma(r)\right)\|u\|_{2, B_{n} V}^{2}+r^{\mu}|f|_{L^{2, \mu}\left(R^{N}\right)}^{2}\right]
\end{aligned}
$$

for any $0<\tau, r \leqq 1$. We can now apply Lemma 3.4: by choosing $\varepsilon=(N-\mu) / 2$ we obtain

$$
\begin{equation*}
\|u\|_{2, B_{r_{0}}, v} \leqq k\left[\tau^{(N+\mu) / 2}\|u\|_{2, B_{r_{0}}, v}^{2}+\left(\tau r_{0}\right)^{\mu}|f|_{L^{2, \mu}\left(R^{N}\right)}^{2}\right] \tag{4.4}
\end{equation*}
$$

for any $\tau \in] 0,1]$ and some $\left.\left.r_{0}=r_{0}(\mu) \in\right] 0,1\right]$. By assuming $\tau=r / r_{0}$, estimate (4.4) implies (4.1) for $0<r \leqq r_{0}$ and then in general, as (4.1) is trivial if $r_{0} \leqq r \leqq 1$.

Proof of Theorem 1.3. From Theorem 1.2 it follows that, if $\operatorname{Re} \lambda \geqq \omega_{1}$, then the equation $(\lambda-E) u=f \in L^{2} \cap L^{2, \mu}\left(R^{N}\right), 0<\mu<N$, has a unique solution $u H^{2}\left(R^{N}, V\right)$. Also, from (4.1) we have

$$
|u|_{H^{2, \mu}\left(R^{N}, V\right)} \leqq k\left[\|u\|_{2, R^{N}, V}+|f|_{L^{2, \mu}\left(R^{N}\right)}\right]
$$

and so, by (1.8),

$$
\begin{equation*}
\|u\|_{H^{2, \mu}\left(R^{N}, V\right)} \leqq k\|f\|_{0, \mu, R^{N}} . \tag{4.5}
\end{equation*}
$$

Since $\lambda u=f+E u$, from (4.5) we obtain

$$
\begin{equation*}
\left|\lambda-\omega_{1}\right| \cdot\|u\|_{0, \mu, R^{N}} \leqq k\|f\|_{0, \mu, R^{N}} . \tag{4.6}
\end{equation*}
$$

The remainder of (1.9) may be derived from (4.5) and (4.6) by standard interpolation techniques (see, e.g. [26, p. 7]).
5. Generation in the topology of uniform convergence. The thesis of Theorem 1.4 will be obtained by compactness arguments once we have proved the following lemma. Here, the main idea is similar to the one contained in [28], [29], [14].

Lemma 5.1. Assume (1.2)-(1.6). There exists $\omega_{2} \geqq \omega_{1}$ such that if $\operatorname{Re} \lambda \geqq \omega_{2}$ and $u \in H^{2}\left(R^{N}, V\right) \cap C^{1}\left(R^{N}\right)$ is a solution of the equation $(\lambda-E) u=f \in L^{\infty}\left(R^{N}\right)$, then $u$ satisfies (1.10).

Proof. Let $x \in R^{N}, r>0$ and $\theta \in C^{\infty}\left(R^{N}\right)$ be such that $0 \leqq \theta \leqq 1, \theta \equiv 1$ on $B_{r / 2}=$ $B_{r / 2}(x), \theta \equiv 0$ out of $B_{r}=B_{r}(x),\left|D^{\beta} \theta\right|_{0, \infty} \leqq k r^{-|\beta|},|\beta| \leqq 2$. Then

$$
\theta u \in H^{2}\left(R^{N}, V\right), \quad(\lambda-E)(\theta u)=F
$$

where

$$
\begin{equation*}
F=\theta f-\sum a_{i j}\left[D_{i} u D_{j} \theta+D_{j} u D_{i} \theta+u D_{i} D_{j} \theta\right]-\sum b_{j} u D_{j} \theta . \tag{5.1}
\end{equation*}
$$

In particular, $F \in L^{2}\left(R^{N}\right) \cap L^{2, \mu}\left(R^{N}\right)$ for any $0 \leqq \mu \leqq N$ and

$$
\begin{align*}
|F|_{L^{2, \mu}\left(R^{N}\right)} & \leqq|f|_{L^{2, \mu}\left(B_{r}\right)}+\frac{k}{r^{2}}|u|_{L^{2}, \mu\left(B_{r}\right)}+\frac{k}{r}|u|_{H^{1, \mu}\left(B_{r} V\right)} \\
& \leqq k r^{(N-\mu) / 2}\left[|f|_{0, \infty, R^{N}}+r^{-2}|u|_{0, \infty, R^{N}}+r^{-1}\left(|u|_{1, \infty, R^{N}}+\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}\right)\right] . \tag{5.2}
\end{align*}
$$

Now, let us fix $N-2<\mu<N$ and apply Theorem 1.3. From (1.9) we obtain, for $\operatorname{Re} \lambda \geqq \omega_{1}$,

$$
\begin{equation*}
\|\theta u\|_{H^{2, \mu}\left(R^{N}, V\right)}+\left|\lambda-\omega_{1}\right|^{1 / 2}\|\theta u\|_{H^{1}, \mu\left(R^{N}, V\right)}+\left|\lambda-\omega_{1}\right|\|\theta u\|_{0, \mu, R^{N}} \leqq k\|F\|_{0, \mu, R^{N}} . \tag{5.3}
\end{equation*}
$$

On the other hand, from known properties of Morrey spaces (see, e.g., [14, Lemma $6.2]$ ) it follows that for any $\varepsilon>0$ there exists a constant $k(\varepsilon)$, independent of $r$, such that

$$
\begin{align*}
r^{-2}|\theta u|_{0, \infty, B_{r}} & +\left[|\theta u|_{1, \infty, B_{r}}+\left|V^{1 / 2} \theta u\right|_{0, \infty, B_{r}}\right] \\
& \leqq \varepsilon r^{(\mu-N) / 2}\|\theta u\|_{H^{2, \mu\left(B_{n} V\right)}}  \tag{5.4}\\
& +k(\varepsilon) r^{(\mu-N-2) / 2}\|\theta u\|_{H^{1, \mu}\left(B_{n} V\right)} .
\end{align*}
$$

Therefore, for $0<r \leqq 1$, from (5.2), (5.3), (5.4) we conclude that for all $\varepsilon>0$

$$
\begin{aligned}
& r^{-2}|u|_{0, \infty, B_{r / 2}}+r^{-1}\left[|u|_{1, \infty, B_{r / 2}}+\left|V^{1 / 2} u\right|_{0, \infty, B_{r / 2}}\right] \\
& \quad \leqq k_{0}\left[\varepsilon+\frac{k(\varepsilon)}{r\left|\lambda-\omega_{1}\right|^{1 / 2}}\right]\left[|f|_{0, \infty, R^{N}}+r^{-2}|u|_{0, \infty, R^{N}}+r^{-1}\left(|u|_{1, \infty, R^{N}}+\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}\right)\right]
\end{aligned}
$$

where $k_{0}$ is independent of $\varepsilon, r$ and $\lambda$. Now, for any $\varepsilon>0$ there exists $\omega_{2}(\varepsilon) \geqq \omega_{1}$ such that $r_{\varepsilon}=k(\varepsilon) \varepsilon^{-1}\left|\lambda-\omega_{1}\right|^{-1 / 2} \leqq 1$ for $\operatorname{Re} \lambda \geqq \omega_{2}(\varepsilon)$. Then

$$
\begin{align*}
& r_{\varepsilon}^{-2}|u|_{0, \infty, B_{r_{\varepsilon} / 2}}+r_{\varepsilon}^{-1}\left[|u|_{1, \infty, B_{r_{\varepsilon} / 2}}+\left|V^{1 / 2} u\right|_{0, \infty, B_{r_{\varepsilon} / 2}}\right]  \tag{5.5}\\
& \quad \leqq 2 k_{0} \varepsilon\left[|f|_{0, \infty, R^{N}}+r_{\varepsilon}^{-2}|u|_{0, \infty, R^{N}}+r_{\varepsilon}^{-1}\left(|u|_{1, \infty, R^{N}}+\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}\right)\right]
\end{align*}
$$

and this estimate holds for any point $x R^{N}$. But $|u|_{0, \infty, R^{N}}$ is actually attained at some point of $R^{N}$ and the same is true for the other norms that appear in the left-hand side of (5.5). So, choosing $\varepsilon$ sufficiently small and using (5.5) at most three times, we can easily get (1.10).

We can now complete the proof of our theorem.
Proof of Theorem 1.4. Let us prove existence first. For each $n=1,2, \cdots$, let $\theta_{n} \in C^{\infty}\left(R^{N}\right)$ be such that $0 \leqq \theta_{n} \leqq 1, \theta_{n} \equiv 1$ on $B_{n}(0), \theta_{n} \equiv 0$ out of $B_{2 n}(0)$ and $\left|D^{\beta} \theta_{n}\right| \leqq$ $k n^{-|\beta|},|\beta| \leqq 2$. Then $f_{n}=\theta_{n} f \in L^{2, \mu}\left(R^{N}\right)$ for any $0 \leqq \mu \leqq B$. Fix $N-2<\mu<N$ and let $u_{n}$ be the solution of the problem

$$
u_{n} \in H^{2, \mu}\left(R^{N}, V\right), \quad(\lambda-E) u_{n}=f_{n}, \operatorname{Re} \lambda \geqq \omega_{2} .
$$

In particular, $u_{n} \in H^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ and so, by Lemma 5.1, $\left\{u_{n}\right\}$ is bounded in $C^{1}\left(R^{N}\right)$. Therefore, there exists a subsequence $\left\{u_{n}^{*}\right\}$ which converges to a function $u \in C\left(R^{N}\right)$. uniformly on each compact subset of $R^{N}$.

Now, if we show that

$$
\begin{equation*}
u_{n}^{*} \rightarrow u \text { in } H^{2}(D) \quad \text { for any } D \subset \subset R^{N}, \tag{5.6}
\end{equation*}
$$

then standard regularity results and Lemma 5.1 will imply that $u$ is a solution of our equation in the desired class, and that satisfies (1.10). In order to prove (5.6), let $D \subset \subset R^{N}$ and $n_{0}$ be such that $B_{n_{0}}=B_{n_{0}}(0) \supset D$. Let us set $u_{n m}=u_{n}^{*}-u_{m}^{*}$. Since $(\lambda-$ E) $u_{n m}=0$ in $B_{n_{0}+1}$ for each $n, m>n_{0}$, we can estimate $u_{n m}$ using the Cacciopoli inequalities proved in $[15, \S 3]$. There exists $\left.r_{0} \in\right] 0,1[$ such that

$$
\begin{equation*}
\left|u_{n m}\right|_{2, B_{r_{0}}(x)}+\left|u_{n m}\right|_{1, B_{r_{0}}(x)} \leqq k\left|u_{n m}\right|_{0, B_{r_{0}}(x)} \tag{5.7}
\end{equation*}
$$

for any $x \in D$. By covering $B_{n_{0}}$ with a finite number of balls of radius $r_{0}$ and adding together inequalities (5.7) we conclude that $\left\{u_{n}^{*}\right\}$ is a Cauchy sequence in $H^{2}\left(B_{n_{0}}\right)$, which in turn implies (5.6).

Next, the uniqueness of solutions can be proved by similar arguments. Indeed, let $v \in H_{\text {loc }}^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ be such that $\left|V^{1 / 2} v\right|_{0, \infty, R^{N}}<+\infty$ and $(\lambda-E) v=0$. Then $\theta_{n} v \in H^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ and $(\lambda-E)\left(\theta_{n} v\right)=g_{n}$, where

$$
g_{n}=-\sum_{i j} a_{i j}\left[D_{i} v D_{j} \theta_{n}+D_{j} v D_{i} \theta_{n}+v D_{i} D_{j} \theta_{n}\right]-\sum_{j} b_{j} v D_{j} \theta_{n} .
$$

Clearly, $g_{n} \in L^{\infty}\left(R^{N}\right)$ and $\lim \left|g_{n}\right|_{0, \infty, R^{N}}=0$. But, by Lemma 5.1

$$
\left|\lambda-\omega_{2}\right|\left|\theta_{n} v\right|_{0, \infty, R^{N}} \leqq k\left|g_{n}\right|_{0, \infty, R^{N}} \quad \forall n=1,2, \cdots
$$

and so $v \equiv 0$.
Remark 5.2. In [28], [29], Stewart proves a generation theorem in the space

$$
C_{0}\left(R^{N}\right)=\left\{u \in C\left(R^{N}\right): \lim _{n}|u|_{0, \infty, R^{N} \backslash B_{n}(0)}=0\right\} .
$$

The analogue of this result for operators with unbounded coefficients may be easily recovered from Theorem 1.4. Indeed, suppose $f \in C_{0}\left(R^{N}\right), \operatorname{Re} \lambda \geqq \omega_{2}$ and let $u \in$ $H_{\mathrm{loc}}^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ be the solution of equation $(\lambda-E) u=f$ with $\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}<+\infty$. Define $\theta_{n}, n=1,2, \cdots$, as in the proof of Theorem 1.4 and set $u_{n}=\left(1-\theta_{n}\right) u$. Then

$$
\begin{aligned}
(\lambda-E) u_{n} & =F_{n} \\
& =\left(1-\theta_{n}\right) f+\sum_{i j} a_{i j}\left[D_{j} \theta_{n} D_{i} u+D_{i} \theta_{n} D_{j} u+u D_{i} D_{j} \theta_{n}\right]+\sum_{j} b_{j} u D_{j} \theta_{n}
\end{aligned}
$$

Therefore, by (1.10) applied to $u_{n}$ we obtain

$$
\left|\lambda-\omega_{2}\right|^{1 / 2}\left[|u|_{0, \infty, R^{N} \backslash B_{2 n}}+\mid V^{1 / 2} u_{0, \infty, R^{N} \backslash B_{2 n}}\right]+\left|\lambda-\omega_{2}\right| \cdot|u|_{0, \infty, R^{N} \backslash B_{2 n}} \leqq k\left|F_{n}\right|_{0, \infty, R^{N} \backslash B_{2 n}} .
$$

Since $\left|F_{n}\right|_{0, \infty, R^{N} \backslash B_{2 n}} \rightarrow 0$ as $n \rightarrow \infty$, the last inequality implies that $u, V^{1 / 2} u, D_{j} u \in C_{0}\left(R^{N}\right)$.
Remark 5.3. Let us go back to the proof of Lemma 5.1. From (5.2), (5.3) we obtain

$$
\|u\|_{H^{2, \mu}\left(B_{r / 2}, V\right)} \leqq k r^{(N-\mu) / 2}\left[|f|_{0, \infty, R^{N}}+r^{-2}|u|_{0, \infty, R^{N}}+r^{-1}\left(|u|_{1, \infty, R^{N}}+\left|V^{1 / 2} u\right|_{\left.0, \infty, R^{N}\right)}\right]\right.
$$

for $0<r<1$. Therefore, choosing $r$ as in the sequel of that proof, we conclude that

$$
\begin{equation*}
\left|\lambda-\omega_{2}\right|^{(N-\mu) / 4} \sup _{x \in R^{N}}\|u\|_{H^{2, \mu}\left(B_{r / 2}(x), V\right)} \leqq k|f|_{0, \infty, R^{N}} . \tag{5.8}
\end{equation*}
$$

See also [28], [29] for a similar estimate involving $L^{p}$ norms.
6. Generation in the Hölder topology. The estimate contained in the following lemma is essential for the proof of Theorem 1.5. We will briefly sketch its proof, which uses the techniques of [12].

Lemma 6.1. Assume (1.2)-(1.5), (1.11). If $u \in H_{\mathrm{loc}}^{2}\left(R^{N}\right)$ is a solution of the equation $(\lambda-E) u=f \in C^{\alpha}\left(R^{N}\right), 0<\alpha<1, \operatorname{Re} \lambda \geqq V_{0}$, then

$$
\begin{equation*}
\|u\|_{C^{2, \alpha}\left(B_{1}\left(x^{0}\right), V\right)} \leqq k\left[\|u\|_{2, B_{2}\left(x^{0}\right), V}+\|f\|_{\alpha, R^{N}}\right] \tag{6.1}
\end{equation*}
$$

for any $x^{0} \in R^{n}$ and some constant $k$ independent of $\lambda$.
Proof. We note first that (6.1) will be proved provided we show that

$$
\begin{equation*}
\sum_{|\beta| \leqq 2} \int_{B_{r}(x)} V^{2-|\beta|}\left|D^{\beta} u-\left(D^{\beta} u\right)_{B_{r}(x)}\right|^{2} d y \leqq k r^{N+2 \alpha}\left[\|u\|_{\left.2, B_{2}\left(x^{0}\right), V\right)}+\|f\|_{\alpha, R^{N}}\right. \tag{6.2}
\end{equation*}
$$

for any $x \in B_{1}\left(x^{0}\right)$ and $0<r \leqq 1$ (here $g_{B_{r}}$ denotes the integral mean value of $g$ on $B_{r}$ ). Indeed, from (1.7), (6.2) and (3.9) we obtain

$$
\sum_{|\beta| \leqq 2} V^{2-|\beta|}\left(x^{0}\right)\left[D^{\beta} u\right]_{\alpha, B_{1}\left(x^{0}\right)} \leqq k\left[\|u\|_{2, B_{2}\left(x^{0}\right), V}+\|f\|_{\alpha, R^{N}}\right]
$$

which in turn implies (6.1), recalling (1.3) and (1.7).
Also, since $f \in L^{2, \mu}\left(R^{N}\right)$ for any $0 \leqq \mu \leqq N$, from Lemma 4.1 and (1.11) it follows that

$$
\begin{equation*}
\|u\|_{2, B_{r}(x), V}^{2} \leqq k r^{N-\alpha}\left[\|u\|_{2, B_{1}(x), V}^{2}+|f|_{0, \infty, R^{N}}^{2}\right] \tag{6.3}
\end{equation*}
$$

for any $x \in R^{N}$ and $0<r \leqq 1$. Here and in the sequel, $k$ denotes a constant independent of $\lambda$.

Now, for $x \in B_{1}\left(x^{0}\right)$ and $0<r \leqq 1$, let $B_{r}=B_{r}(x)$ and $w \in H^{2}\left(B_{r}\right)$ be the solution of the Dirichlet problem

$$
\begin{array}{ll}
\left(\lambda-E^{0}\right) w=f-f_{B_{r}}+\left(E-E^{0}\right) u & \text { in } B_{r}, \\
w=0 & \text { on } \partial B_{r}
\end{array}
$$

where $E^{0}$ is defined as in (3.1). From (1.3), (1.11) and (6.2) it follows that

$$
\left|\left(E-E^{0}\right) u\right|_{0, B_{r}}^{2} \leqq k r^{2 \alpha}\|u\|_{2, B_{n} V}^{2} \leqq k r^{N+\alpha}\left[\|u\|_{2, B_{1}, V}^{2}+|f|_{0, \infty, R^{N}}^{2}\right]
$$

so, by (3.2),

$$
\begin{align*}
\|w\|_{2, B_{r} V}^{2} V & \leqq k\left\{r^{N+2 \alpha}[f]_{\alpha, R^{N}}^{2}+\left|\left(E-E^{0}\right) u\right|_{0, B_{r}}^{2}\right\} \\
& \leqq k r^{N+\alpha}\left\{\|u\|_{2, B_{1}, V}^{2}+\|f\|_{\alpha, R^{N}}^{2}\right\} . \tag{6.4}
\end{align*}
$$

On the other hand, the difference $v=u-w$, together with the partial derivatives $D^{\beta} v,|\beta| \leqq 2$, satisfies the assumptions of Lemma 3.2. Then, by (3.6) and by the properties (1.3), (1.7) of $V$, we conclude that

$$
\begin{equation*}
\sum_{|\beta| \leqq 2} \int_{B_{r r}} V^{2-|\beta|} D^{\beta} v-\left.\left(D^{\beta} v\right)_{B_{r r}}\right|^{2} d y \leqq k \tau^{N+2} \sum_{|\beta| \leqq 2} \int_{B_{r}} V^{2-|\beta|}\left|D^{\beta} v-\left(D^{\beta} v\right)_{B_{r}}\right|^{2} d y \tag{6.5}
\end{equation*}
$$

for any $\tau \in[0,1]$. Since $u=v+w$, (6.4) and (6.5) yield

$$
\begin{align*}
\sum_{|\beta| \leq 2} \int_{B_{r r}} & V^{2-|\beta|}\left|D^{\beta} u-\left(D^{\beta} u\right)_{B_{r r}}\right|^{2} d y \\
& \leqq k \tau^{N+2} \sum_{\left.|\beta|\right|_{\Sigma} r} \int_{B_{r}} V^{2-|\beta|}\left|D^{\beta} u-\left(D^{\beta} u\right)_{B_{r}}\right|^{2} d y  \tag{6.6}\\
& +k r^{N+\alpha}\left[\|u\|_{2, B_{1}, V^{2}}^{2}+\|f\|_{\alpha, R^{N}}^{2}\right]
\end{align*}
$$

for any $\tau \in] 0,1]$. So, applying Lemma 3.4, we obtain (6.2) with exponent $N+\alpha$ instead of $N+2 \alpha$. Therefore, by our introductory remarks, (6.1) holds with exponent $\alpha / 2$ instead of $\alpha$. Now, inserting this information in the above proof, we obtain (6.3) with exponent $N$ instead of $N-\alpha$, (6.6) with exponent $N+2 \alpha$ instead of $N+\alpha$ and finally (6.2).

Proof of Theorem 1.5. From Theorem 1.4 it follows that, for $\operatorname{Re} \lambda \geqq \omega_{2}$, the equation $(\lambda-E) u=f \in C^{\alpha}\left(R^{N}\right)$ has a unique solution $u \in H_{\text {loc }}^{2}\left(R^{N}\right) \cap C^{1}\left(R^{N}\right)$ such that $\left|V^{1 / 2} u\right|_{0, \infty, R^{N}}<+\infty$. Furthermore, $u$ satisfies (1.10). Therefore, Lemma 6.1 will allow us to conclude that $u \in C^{2, \alpha}\left(R^{N}, V\right)$ and

$$
\begin{equation*}
\|u\|_{C^{2, \alpha}\left(R^{N}, V\right)} \leqq k\|f\|_{\alpha, R^{N}} \tag{6.7}
\end{equation*}
$$

provided we show that

$$
\begin{equation*}
\|u\|_{2, B_{2}\left(x^{0}\right), V} \leqq k\|f\|_{\alpha, R^{N}} \tag{6.8}
\end{equation*}
$$

for any point $x^{0} \in R^{N}$.
In view of this, let us localize our equation by a cutoff function $\theta \in C^{\infty}\left(R^{N}\right)$ such that $\theta \equiv 1$ on $B_{2}\left(x^{0}\right)$ and $\theta \equiv 0$ out of $B_{4}\left(x^{0}\right)$. Then $\theta u \in H^{2}\left(R^{N}, V\right)$ and $(\lambda-E)(\theta u)=F$, where $F$ is defined as in (5.1). Now, from (1.10) we obtain

$$
\begin{equation*}
|F|_{0, R^{N}} \leqq k|f|_{0, \infty, R^{N}} \tag{6.9}
\end{equation*}
$$

and so (6.8) follows from (6.9) and (1.8) applied to $\theta u$.
Finally, the full estimate (1.12) may be easily recovered from (6.7).
7. Application to parabolic equations. Let us consider the initial value problem

$$
\begin{align*}
& \frac{\partial u}{\partial t}(t, x)-E(t) u(t, x)=f(t, x),(t, x) \in[0, T] \times R^{N}  \tag{7.1}\\
& u(0, x)=u_{0}(x)
\end{align*}
$$

where

$$
\begin{equation*}
E(t)=\sum_{i j=1}^{N} a_{i j}(t, x) D_{i} D_{j}+\sum_{j=1}^{N} b_{j}(t, x) D_{j}-c(t, x) \tag{7.2}
\end{equation*}
$$

is a differential operator with unbounded coefficients. We have already recalled some of the literature on this subject. Recently, motivation for studying these problems has also been provided by nonlinear filtering for diffusion processes (see, e.g., [19]). Indeed, in the case of unbounded observations, the pathwise treatment of the Zakai equation leads to parabolic operators with unbounded lower order coefficients (see [5], [20], [18], [27], [16]).

We analyze (7.1) as an abstract Cauchy problem in a Banach space, using some of the semigroup generation theorems proved in the previous sections.

If $X$ is a Banach space with norm $\left\|\|_{x}\right.$, we denote by $L(X)$ the space of bounded linear operators from $X$ into $X$ and by $C\left(\left[T_{0}, T_{1}\right] ; X\right)$ the space of continuous functions $g:\left[T_{0}, T_{1}\right] \rightarrow X$. We also define, for $0<\alpha<1$,

$$
\left.C^{\alpha}\left(T_{0}, T_{1}\right] ; X\right)=\left\{u \in C\left(\left[T_{0}, T_{1}\right] ; X\right): \sup _{\substack{T_{0} \leq s, t \leq T_{1} \\ s \neq t}} \frac{\|u(t)-u(s)\|_{x}}{|t-s|^{\alpha}}<+\infty\right\} .
$$

The spaces $C^{1}\left(\left[T_{0}, T_{1}\right] ; X\right), C^{1, \alpha}\left(\left[T_{0}, T_{1}\right] ; X\right)$ are defined similarly. Moreover, we set

$$
\left.\left.C(] T_{0}, T_{1}\right] ; X\right)=\bigcap_{0<\varepsilon<T_{1}-T_{0}} C\left(\left[T_{0}+\varepsilon, T_{1}\right] ; X\right)
$$

and we give analogous definitions for the spaces $\left.\left.\left.\left.C^{\alpha}(] T_{0}, T_{1}\right] ; X\right), C^{1}(] T_{0}, T_{1}\right] ; X\right)$ and $\left.\left.C^{1, \alpha}(] T_{0}, T_{1}\right] ; X\right)$.

Let $V$ be a function having properties (1.3) and suppose that $E(t)$ is an operator of type (7.2), with complex-valued coefficients satisfying the assumptions of § 1 , uniformly for $t \in[0, T]$, i.e., for all $(t, x) \in[0, T] \times R^{N}$

$$
\begin{align*}
& \operatorname{Re} \sum_{i j} a_{i j}(t, x) z_{j} \bar{z}_{i} \geqq \nu\|z\|^{2} \quad \forall z \in C^{N},  \tag{7.3}\\
& K_{1} V(x)-V_{0} \leqq \operatorname{Re} c(t, x) \leqq K_{2} V(x)+V_{0},  \tag{7.4}\\
& \sum\left|b_{j}(t, x)\right|^{2} \leqq \nu B^{2} K_{1} V(x) \tag{7.5}
\end{align*}
$$

for some constants $\nu, K_{1}, K_{2}, V_{0}>0$ and $B \in[0,2[$. Also, suppose that, for some $\alpha \in] 0,1[$,

$$
\begin{equation*}
a_{i j}, b_{j} / V^{1 / 2}, c / V \in C^{\alpha}\left([0, T] ; C\left(R^{N}\right)\right), \quad i, j=1, \cdots, N . \tag{7.6}
\end{equation*}
$$

Notice that the structure hypotheses (7.3), $\cdot$, (7.6) are similar to those of [27].
The theorem below treats the existence, uniqueness and regularity of solutions to problem (7.1) with respect to the $L^{2}$ topology.

Theorem 7.1. Assume (7.3)-(7.6) and let $\left.f \in C^{\alpha}\left([0, T] ; L^{2}\right)\left(R^{N}\right)\right)$. Then
(i) For any $u_{0} \in L^{2}\left(R^{N}\right)$ problem (7.1) has a unique solution

$$
\left.\left.\left.\left.u \in C\left([0, T] ; L^{2}\left(R^{N}\right)\right) \cap C^{1}(] 0, T\right] ; L^{2}\left(R^{N}\right)\right) \cap C(] 0, R\right] ; H^{2}\left(R^{N}, V\right)\right)
$$

(ii) For any $u_{0} \in H^{2}\left(R^{N}, V\right)$ problem (7.1) has a unique solution

$$
u \in C^{1}\left([0, T] ; L^{2}\left(R^{N}\right)\right) \cap C\left([0, T] ; H^{2}\left(R^{N}, V\right)\right)
$$

Moreover, in both cases (i) and (ii),

$$
\begin{equation*}
\left.\left.\left.\left.u \in C^{1, \alpha}(] 0, T\right] ; L^{2}\left(R^{N}\right)\right) \cap C^{\alpha}(] 0, T\right] ; H^{2}\left(R^{N}, V\right)\right) . \tag{7.7}
\end{equation*}
$$

Proof. Theorem 1.2 implies that $E(T), t \in[0, T]$, generates an analytic semigroup on $L^{2}\left(R^{N}\right)$ with domain $H^{2}\left(R^{N}, V\right)$. Furthermore, by (1.8)

$$
\left\|[\lambda-E(t)]^{-1}\right\|_{\mathscr{L}\left(L^{2}\left(R^{N}\right)\right)} \leqq \frac{k}{\left|\lambda-\omega_{1}\right|}
$$

for any $\lambda \in C$ with $\operatorname{Re} \lambda>\omega_{1}$. Also, from (7.6)

$$
\left\|[E(t)-E(s)]\left[\omega_{1}-E(\tau)\right]^{-1}\right\|_{\mathscr{L}\left(L^{2}\left(R^{N}\right)\right)} \leqq k|t-s|^{\alpha}
$$

for any $\tau, s, t \in[0, T]$. Therefore, assertions (i), (ii) and (7.7) follow from classical results on nonautonomous evolution equations (see, e.g. [26]; see also [17] and [1]).

Remark 7.2. Recalling Remark 2.2, one can easily extend the result of Theorem 7.1 to the weighted space $L_{\pi}^{2}\left(R^{N}\right)$, provided that $\pi=\log \Pi$ satisfies (2.17).

We will now derive the analogue of Theorem 7.1 for Hölder spaces. According to the assumptions of Theorem 1.5 , we will replace (7.6) by

$$
\begin{equation*}
a_{i j}, b_{j} / V^{1 / 2}, c / V \in C^{\alpha}\left([0, T] ; C^{\beta}\left(R^{N}\right)\right), \quad i, j=1, \cdots, N \tag{7.8}
\end{equation*}
$$

for some $\alpha, \beta \in] 0,1[$. Then arguing as in the proof of Theorem 7.1 we obtain the following result.

Theorem 7.3. Assume (7.3), (7.4), (7.5), (7.8) and let $f \in C^{\alpha}\left([0, T] ; C^{\beta}\left(R^{N}\right)\right)$.
(i) If $u_{0} \in h^{\beta}\left(R^{N}, V\right)$, then problem (7.1) has a unique solution

$$
\left.\left.\left.\left.u \in C\left([0, T] ; C^{\beta}\left(R^{N}\right)\right) \cap C^{1}(] 0, T\right] ; C^{\beta}\left(R^{N}\right)\right) \cap C^{2, \beta}(] 0, T\right] ; C^{2, \beta}\left(R^{N}, V\right)\right)
$$

(ii) If $u_{0} \in C^{2, \beta}\left(R^{N}, V\right)$ and $E(0)+f(\cdot, 0) \in h^{\beta}\left(R^{N}, V\right)$, then problem (7.1) has a unique solution:

$$
u \in C^{1}\left([0, T] ; C^{\beta}\left(R^{N}\right)\right) \cap C\left([0, T] ; C^{2, \beta}\left(R^{N}, V\right)\right)
$$

Moreover, in both cases (i) and (ii),

$$
\left.\left.\left.\left.u \in C^{1, \alpha}(] 0, T\right] ; C^{\beta}\left(R^{N}\right)\right) \cap C^{\alpha}(] 0, T\right] ; C^{2, \beta}\left(R^{N}, V\right)\right)
$$

Remark 7.4. Suppose that $a_{i j}, b_{j}, c(i, j=1, \cdots, N)$ satisfy (7.6) and $a_{i j}, b_{j}, c \in$ $C\left([0, T] ; C^{\beta}\left(R^{N}\right)\right)$. Then (7.8) fails to be fulfilled, in general. However, (7.8) holds under any of the following assumptions:

$$
a_{i j}, b_{j}, c \text { are differentiable with respect to } x \text { and }
$$

$$
\begin{align*}
& D_{h} a_{i j}, D_{h} b_{j} / V^{1 / 2}, D_{h} c / V \in C^{\alpha}\left([0, T] ; C\left(R^{N}\right)\right), \quad i, j, h=1, \cdots, N  \tag{7.9}\\
& a_{i j}, b_{j}, c \text { are differentiable with respect to } t \text { and }  \tag{7.10}\\
& \frac{\partial a_{i j}}{\partial t}, \frac{\partial b_{j}}{\partial t} / V^{1 / 2}, \frac{\partial c}{\partial t} / V \in C\left([0, T] ; C^{\beta}\left(R^{N}\right)\right), \quad i, j=1, \cdots, N .
\end{align*}
$$
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# A DIFFERENTIAL-DIFFERENCE EQUATION* 

JERRY L. FIELDS $\dagger$ AND WALEED A. AL-SALAM $\dagger$

Abstract. Wimp showed that the hypergeometric polynomials

$$
P_{n}(z)={ }_{p+2} F_{p+1}\left(-n, n+\lambda, a_{\mathrm{p}} ; b_{\mathrm{p}+1} ; z\right), \quad n=0,1, \cdots
$$

satisfied a certain differential-difference equation. Here we show that all "common" solutions to the standard differential equation and the standard difference equation satisfied by the $P_{n}(z)$ also satisfy the above mentioned differential-difference equation.

Key words. hypergeometric functions, difference equations, difference-differential equations
AMS(MOS) subject classification. 33A35

1. Notation and introduction. Let $\mathbf{Z}$ denote the integers, and $\mathbf{Z}^{+}$the positive integers. In addition to the usual notation for hypergeometric functions and Meijer $G$-functions, see [1], [6], we will use the abbreviated notation

$$
\begin{aligned}
\Gamma_{n}\left(s+c_{\mathbf{P}}\right) & :=\prod_{k=n+1}^{p} \Gamma\left(s+c_{k}\right), \quad \Gamma\left(s+c_{\mathbf{Q}}\right):=\Gamma_{0}\left(s+c_{\mathbf{Q}}\right), \\
(s)_{t} & :=\frac{\Gamma(s+t)}{\Gamma(s)}, \quad\left(s+c_{\mathbf{Q}}\right)_{t}:=\prod_{k=1}^{q}\left(s+c_{k}\right)_{t}, \\
{ }_{p} F_{q}(z) & :={ }_{p} F_{q}\left(\left.\begin{array}{l}
a_{\mathbf{P}} \\
b_{\mathbf{Q}}
\end{array} \right\rvert\, z\right):={ }_{p} F_{q}\left(\left.\begin{array}{c}
a_{1}, \cdots, a_{p} \\
b_{1}, \cdots, b_{q}
\end{array} \right\rvert\, z\right) \\
& :=\sum_{k=0}^{\infty} \frac{\left(a_{\mathbf{P}}\right)_{k}}{\left(b_{\mathbf{Q}}\right)_{k}} \frac{z^{k}}{k!}, \\
G_{p, q}^{m, n}(w) & :=G_{p, q}^{m, n}\left(w \left\lvert\, \begin{array}{l}
a_{\mathbf{P}} \\
b_{\mathbf{Q}}
\end{array}\right.\right):=G_{p, q}^{m, n}\left(w \left\lvert\, \begin{array}{l}
a_{1}, \cdots, a_{p} \\
b_{1}, \cdots, b_{q}
\end{array}\right.\right) \\
& :=\frac{1}{2 \pi i} \int_{L} \frac{\Gamma\left(b_{\mathbf{M}}-t\right) \Gamma\left(1-a_{\mathbf{N}}+t\right) w^{t}}{\Gamma_{m}\left(1-b_{\mathbf{Q}}+t\right) \Gamma_{n}\left(a_{\mathbf{P}}-t\right) d t},
\end{aligned}
$$

where $L$ is an upward oriented contour which separates the poles of $\Gamma\left(b_{M}-t\right)$ from those of $\Gamma\left(1-a_{N}+t\right)$, and which runs from $-i \infty$ to $+i \infty\left(L=L_{0}\right)$, or begins and ends at $+\infty\left(L=L_{+}\right)$, or $-\infty\left(L=L_{-}\right)$. In particular, $\left(a_{\mathbf{Q}}\right)_{1}=a_{1} \cdot a_{2} \cdots a_{q}$. As hypergeometric functions, the polynomials

$$
\begin{aligned}
P_{n}(z): & ={ }_{p+2} F_{p+1}\left(\left.\begin{array}{c}
-n, n+\lambda, a_{\mathbf{P}} \\
b_{\mathbf{P}+1}
\end{array} \right\rvert\, z\right), \quad n+1 \in \mathbf{Z}^{+}, \\
& 1-b_{j} \notin \mathbf{Z}^{+}, \quad j=1, \cdots, p+1,
\end{aligned}
$$

satisfy a standard differential equation [1], [6] of the form

$$
\begin{align*}
\mathscr{L}_{z}\left\{Y_{n}(z)\right\} & =\left\{\delta\left(\delta+b_{\mathbf{P}+1}-1\right)_{1}-z(\delta-n)(\delta+n+\lambda)\left(\delta+a_{\mathbf{P}}\right)_{1}\right\} Y_{n}(z) \\
& =0, \quad \delta=z \frac{d}{d z} . \tag{1}
\end{align*}
$$

[^74]Under suitable parameter restrictions for $n \geqq p+2$, these polynomials also satisfy a standard difference equation [2], [6] of the form

$$
\begin{equation*}
\mathcal{M}_{n}\left\{Y_{n}(z)\right\}=\sum_{m=0}^{p+2}\left(A_{m}^{*}+z B_{m}^{*}\right) Y_{n-m}(z)=0, \quad A_{0}^{*}=1, \quad B_{0}^{*}=B_{p+2}^{*}=0, \tag{2}
\end{equation*}
$$

where the numbers $A_{m}^{*}, B_{m}^{*}$ are rational in $n$ and independent of $z$. In [7], Wimp showed that the $P_{n}(z)$ also satisfy a differential-difference equation

$$
\begin{equation*}
z(1-z) \frac{d Y_{n}(z)}{d z}=\sum_{m=0}^{p+1}\left(A_{m}+z B_{m}\right) Y_{n-m}(z), \quad B_{p+1}=0, \tag{3}
\end{equation*}
$$

where the numbers $A_{m}, B_{m}$ are rational in $n$, and independent of $z$. When $z=1$ and $Y_{n}(z)=P_{n}(z)$, (3) gives a $p+2$ term difference equation for $P_{n}(1)$, which is one term less than the $p+3$ term equation given by (2). We will show that any "common" solution of (1) and (2) is also a solution of (3). We will now define what we mean by a "common" solution of (1) and (2).

In [3], it was shown that under suitable parameter restrictions, (1) and (2) have a common global basis in

$$
\mathscr{D}=\{z:|\arg z|<\pi,|\arg (1-z)|<\pi\},
$$

i.e., if $n$ is sufficiently large, and

$$
\begin{aligned}
& a_{k}-a_{r} \notin \mathbf{Z}, \quad k \neq r, \\
& 1-b_{j} \notin \mathbf{Z}^{+}, \quad k, r=1, \cdots, p, \quad j=1, \cdots, p+1, \\
& a_{k} \neq b_{j}, \\
& \mathscr{B}=\left\{G_{n}\left(z e^{i \pi}\right), G_{n}\left(z e^{-i \pi}\right), L_{n, j}(z), j=1, \cdots, p+1\right\}, \\
& L_{n, j}(z)=\frac{\Gamma(n+1)}{\Gamma(n+\lambda)} G_{p+3, p+3}^{p+3,2}\left(z \left\lvert\, \begin{array}{c}
1-n-\lambda, 1-a_{j}, 1-a_{\mathbf{P}}, n+1 \\
0,1-b_{\mathbf{P}+1}, 1-a_{j}
\end{array}\right.\right), \\
& \\
& \quad G_{n}(z)=\frac{\Gamma(n+1)}{\Gamma(n+\lambda)} G_{p+2, p+2}^{p+2,1}\left(z \left\lvert\, \begin{array}{c}
1-n-\lambda, 1-a_{\mathbf{P}}, n+1 \\
0,1-b_{\mathbf{P}+1}
\end{array}\right.\right),
\end{aligned}
$$

where $G_{n}\left(z e^{i \pi}\right)$ is the analytic continuation of $G_{n}\left(z e^{-i \pi}\right)$ along an arc which encloses $z=0$, but not $z=1$, then the elements of $\mathscr{B}$ are solutions of both (1) and (2) in $\mathscr{D}$, and are linearly independent both as functions of $z$, and of $n$.

Definition. The function $Y_{n}(z)$ is a common solution to $\mathscr{L}_{z}\left\{Y_{n}(z)\right\}=0$ and $\mathscr{M}_{n}\left\{Y_{n}(z)\right\}=0$ in $\mathscr{D}$, provided $Y_{n}(z)$ has a representation

$$
Y_{n}(z)=D_{1} G_{n}\left(z e^{i \pi}\right)+D_{2} G_{n}\left(z e^{-i \pi}\right)+\sum_{j=1}^{p} C_{j} L_{n, j}(z),
$$

where the constants $D_{1}, D_{2}, C_{1}, \cdots, C_{p}$ are independent of $z$ and are periodic functions of $n$ whose period is 1 .

In [3] it is shown that $P_{n}(z)$ is such a common solution.
The following lemma is central to our analysis.
Lemma. If $S_{r}(w)$ is a polynomial in $w$ of degree $r$, and $t$ is any integer $\geqq r$, then $S_{r}(w)$ can be represented uniquely in the form

$$
\begin{equation*}
S_{r}(w)=\sum_{m=0}^{t} Q_{m}(w+\gamma)_{m}(w+\gamma+\varepsilon)_{t-m}, \tag{4}
\end{equation*}
$$

$$
\begin{align*}
Q_{m} & =\frac{(t+\varepsilon-2 m)}{m!(\varepsilon)_{t+1-m}} \sum_{k=0}^{m} \frac{(-m)_{k}(m-\varepsilon-t)_{k}}{k!(1-\varepsilon)_{k}} S_{r}(-\gamma-k)  \tag{5}\\
& =\frac{(-t-\varepsilon+2 m)}{(t-m)!(-\varepsilon)_{1+m}} \sum_{k=0}^{t-m} \frac{(m-t)_{k}(-m+\varepsilon)_{k}}{k!(1+\varepsilon)_{k}} S_{r}(-\gamma-\varepsilon-k),
\end{align*}
$$

where $\gamma, \varepsilon$ are arbitrary constants, and $\varepsilon \neq 0, \pm 1, \cdots, \pm(t-1)$.
Proof. In a slightly different form, this lemma occurs in [2]. The uniqueness of the $Q_{m}$ 's follows immediately, as substituting the values $w=-\gamma-j, j=0,1, \cdots, t$ into $S_{r}(w)$ leads one to a nonsingular, triangular system of linear equations in the $Q_{m}$ 's. Thus, if the $Q_{m}$ 's exist at all, they are unique.

For the existence of the $Q_{m}$, consider the Lagrange representation

$$
\begin{equation*}
S_{r}(w)=\sum_{k=0}^{t} \frac{(-1)^{k}(w+\gamma)_{t}(w+\gamma+t)}{k!(t-k)!(w+\gamma+k)} S_{r}(-\gamma-k) . \tag{6}
\end{equation*}
$$

This follows from the fact that

$$
\frac{(w+\gamma)_{t}(w+\gamma+t)}{w+\gamma+k}=(w+\gamma)_{k}(w+\gamma+k+1)_{t-k},
$$

so that the right-hand side of (6) is a polynomial in $w$ of degree $t$. When this polynomial is evaluated at the points $w=-\gamma-j, j=0,1, \cdots, t$, it agrees with $S_{r}(w)$ at these points. As $t \geqq r$, this is sufficient to establish (6). By considering the partial fraction decomposition in $w$, one can show

$$
\begin{gathered}
{ }_{4} F_{3}\left(\left.\begin{array}{c}
k-t, w+\gamma+\varepsilon, 1+\frac{\varepsilon-t}{2}, 1 \\
1+\varepsilon-k, 1-w+\gamma-t, \frac{\varepsilon-t}{2}
\end{array} \right\rvert\, 1\right)=\frac{(\varepsilon-k)(w+\gamma+t)}{(\varepsilon-t)(w+\gamma+k)}, \\
1+t-k \in \mathbf{Z}^{+}, \quad(\varepsilon-t)(w+\gamma+k) \neq 0 .
\end{gathered}
$$

It is worth noting that this formula also follows from a special case of a limiting form of Dougall's Theorem [1, p. 191, formula 6], i.e. set $d=1$ in

$$
\begin{aligned}
& { }_{5} F_{4}\left(\left.\begin{array}{c}
a, \frac{a}{2}+1, b, c, d \\
\frac{a}{2}, a+1-b, a+1-c, a+1-d
\end{array} \right\rvert\, 1\right) \\
& \\
& =\frac{\Gamma(a+1-b) \Gamma(a+1-c) \Gamma(a+1-d) \Gamma(a+1-b-c-d)}{\Gamma(a+1) \Gamma(a+1-c-d) \Gamma(a+1-b-d) \Gamma(a+1-b-c)} .
\end{aligned}
$$

Substituting this expression for $(w+\gamma+t) /(w+\gamma+k)$ into (6), expressing the ${ }_{4} \mathrm{~F}_{3}$ as a sum and interchanging summation processes, one obtains the first line of (5). To obtain the second line of (5), it is sufficient to observe that

$$
\begin{gathered}
S_{r}(w)=\sum_{m=0}^{t} Q_{t-m}\left(w+\gamma^{*}\right)_{m}\left(w+\gamma^{*}+\varepsilon^{*}\right)_{t-m}, \\
\gamma^{*}=\gamma+\varepsilon, \quad \varepsilon^{*}=-\varepsilon .
\end{gathered}
$$

Representing $Q_{t-m}$ in the form given by the first line of (5), and then replacing $m$ by $t-m$, we obtain the second line of (5).

Remark. Applying this lemma to the relationship

$$
\begin{aligned}
T(w):= & \sum_{m=0}^{p+2}\left\{A_{m}^{*}+z B_{m}^{*}\right\} \frac{(w-n)_{m}(w+n+\lambda-p-2)_{p+2-m}}{(-n)_{m}(n+\lambda-p-2)_{p+2-m}} \\
= & \frac{(n+\lambda)_{n}}{(n+\lambda-p-2)_{n}\left(n+b_{\mathbf{P}+2}-1\right)_{1}} \\
& \cdot\left\{\left(w+b_{\mathbf{P}+2}-1\right)_{1}-z(w-n)(w+n+\lambda-p-2)\left(w+a_{\mathbf{P}}\right)_{1}\right\},
\end{aligned}
$$

where $b_{p+2}=1$ and $S_{r}(w)$ is the right-hand side of this relation, determines the numbers $A_{m}^{*}, B_{m}^{*}$ as convenient closed form expressions. If the $A_{m}^{*}$ and $B_{m}^{*}$ in (2) are the numbers determined above, and we substitute in the left-hand side of (2) the series expression for $P_{n}(z)$, interchange the summation processes, we get an equation of the form

$$
\sum_{j=0}^{n} \frac{\left(a_{P}\right)_{j}(n+\lambda-p-2)_{j}(-z)^{j}}{\left(b_{P+1}\right)_{j}(n+1)_{-j}} T(j) .
$$

Substituting in this expression the polynomial form of $T(j)$ and rearranging in powers of $z$, we see that the resulting expression is zero, and hence equation (2) is satisfied.

Similarly, numbers $A_{m}, B_{m}$ are determined by

$$
\begin{aligned}
& \sum_{m=0}^{p+1}\left\{A_{m}+z B_{m}\right\} \frac{(w-n)_{m}(w+n+\lambda-p-1)_{p+1-m}}{(-n)_{m}(n+\lambda-p-1)_{p+1-m}} \\
& =\frac{1}{(n+\lambda-p-1)_{p+1}}\left\{w(w+n+\lambda-p-1)_{p+1}-w\left(w+b_{\mathbf{P}+1}-1\right)_{1}\right. \\
& +z\left(-w(w+n+\lambda-p-1)_{p+1}\right. \\
& \\
& \left.\left.\quad+(w-n)(w+n+\lambda-p-1)\left(w+a_{\mathbf{P}}\right)_{1}\right)\right\} .
\end{aligned}
$$

In our main result, we will show that with this determination of $A_{m}, B_{m},(3)$ is satisfied.

## 2. Main result.

Theorem. If $Y_{n}(z)$ is a common solution to

$$
\mathscr{L}_{z}\left\{Y_{n}(z)\right\}=0 \quad \text { and } \quad \mathscr{M}_{n}\left\{Y_{n}(z)\right\}=0
$$

in $\mathscr{D}$, then $Y_{n}(z)$ also satisfies the differential-difference equation

$$
\begin{equation*}
z(1-z) \frac{d Y_{n}(z)}{d z}=\sum_{m=0}^{p+1}\left(A_{m}+z B_{m}\right) Y_{n-m}(z), \tag{8}
\end{equation*}
$$

where the $A_{m}, B_{m}$ are defined in (7).
Proof. In view of the linearity of the various operators and the fact that $Y_{n}(z)$ can be written as a linear combination of the elements in $\mathscr{B}$, it is sufficient to show that $G_{n}\left(z e^{ \pm i \pi}\right)$ and $L_{n, j}(z), j=1, \cdots, p+1$, satisfy (8).

For convenience, let $\sigma=p+1$. We will find use for the relationship, $s$ general,

$$
\sum_{m=0}^{\sigma}\left\{A_{m}+z B_{m}\right\} \frac{(n-m+\lambda)_{s}}{(n-m+1)-s}
$$

$$
\begin{equation*}
=(1-z)_{s} \frac{(n+\lambda)_{s}}{(n+1)_{-s}}-\frac{(n+\lambda)_{s-\sigma}}{(n+1)_{-s}} s\left(s-1+b_{\mathbf{P}+1}\right)_{1}-z \frac{(n+\lambda)_{s+1-\sigma}}{(n+1)_{-s-1}}\left(s+a_{\mathbf{P}}\right)_{1} . \tag{9}
\end{equation*}
$$

To see that (9) holds, let $H$ denote the left-hand side of (9). Using

$$
\frac{(n-m+\lambda)_{s}}{(n-m+1)_{-s}}=\frac{(n+\lambda-\sigma)_{s}}{(n+1)_{-s}} \frac{(s-n)_{m}(s+n+\lambda-\sigma)_{\sigma-m}}{(-n)_{m}(n+\lambda-\sigma)_{\sigma-m}},
$$

$H$ becomes a form to which (7) is applicable, and after some algebra, the right-hand side of (9) occurs. Using the Mellin-Barnes representation

$$
\begin{gathered}
G_{n-m}\left(z e^{ \pm i \pi}\right)=\frac{1}{2 \pi i} \int_{L} \Omega(s) \frac{(n-m+\lambda)_{s}}{(n-m+1)_{-s}}\left(z e^{ \pm i \pi}\right)^{s} d s, \\
\Omega(s):=\frac{\Gamma(-s) \Gamma\left(1-b_{\mathbf{P}+1}-s\right)}{\Gamma\left(1-a_{\mathbf{P}}-s\right)},
\end{gathered}
$$

where the integration contour $L$ can be chosen to be a valid contour for $n$ fixed and $m=0,1, \cdots, \sigma$, we have

$$
\begin{aligned}
K & :=\sum_{m=0}^{\sigma}\left(A_{m}+z B_{m}\right) G_{n-m}\left(z e^{ \pm i \pi}\right) \\
& =\frac{1}{2 \pi i} \int_{L} \Omega(s)\left(z e^{ \pm i \pi}\right)^{s} \sum_{m=0}^{\sigma}\left(A_{m}+z B_{m}\right) \frac{(n-m+\lambda)_{s}}{(n-m+1)_{-s}} d s .
\end{aligned}
$$

After substituting (9) into this expression and doing some algebra, we get

$$
\begin{aligned}
K= & \frac{z(1-z)}{2 \pi i} \int_{L} \Omega(s) \frac{(n+\lambda)_{s}}{(n+1)_{-s}} \frac{d}{d z}\left\{\left(z e^{ \pm i \pi}\right)^{s}\right\} d s \\
& +\frac{(-1)^{p}}{2 \pi i}\left\{\int_{L}-\int_{L-1}\right\} \Omega^{*}(s) \frac{(n+\lambda)_{s+1-\sigma}}{(n+1)_{-s-1}}\left(z e^{ \pm i \pi}\right)^{s+1} d s \\
= & z(1-z) \frac{d}{d z} G_{n}\left(z e^{ \pm i \pi}\right)+R, \\
& \Omega^{*}(s)=\frac{\Gamma(-s) \Gamma\left(1-b_{\mathbf{P}+1}-s\right)}{\Gamma\left(-a_{\mathbf{P}}-s\right)}, \\
R= & \sum_{\substack{\text { Residue } \\
s \text { between } \\
L \text { and } L-1}}\left\{(-1)^{p} \Omega^{*}(s) \frac{(n+\lambda)_{s+1-\sigma}}{(n+1)_{-s-1}}\left(z e^{ \pm i \pi}\right)^{s+1}\right\} .
\end{aligned}
$$

By inspection, $R=0$, and $G_{n}\left(z e^{ \pm i \pi}\right)$ satisfies (8). Similarly one can show that the $L_{n, j}(z)$ satisfy (8), starting with the Mellin-Barnes representation

$$
L_{n, j}(z)=\frac{1}{2 \pi i} \int_{L} \Gamma\left(a_{j}+s\right) \Gamma\left(1-a_{j}-s\right) \Omega(s) \frac{(n+\lambda)_{s}}{(n+1)_{-s}} z^{s} d s
$$

where $L$ separates the poles of $\Gamma\left(a_{j}+s\right) \Gamma(n+\lambda+s)$ from those of $\Gamma(-s) \Gamma\left(1-b_{\mathbf{P}+1}-s\right)$.
Corollary. If $Y_{n}(z)$ is a common solution to

$$
\mathscr{L}_{z}\left\{Y_{n}(z)\right\}=0 \quad \text { and } \quad \mathscr{M}_{n}\left\{Y_{n}(z)\right\}=0
$$

in $\mathscr{D}$, and the limits, taken in $\mathscr{D}$,

$$
\lim _{z \rightarrow 1} \frac{d Y_{n}(z)}{d z}, \quad \lim _{z \rightarrow 1} Y_{n-m}(z)=Y_{n-m}(1), \quad m=0,1, \cdots, p+1
$$

as well defined finite numbers for $n \geqq p+1$, then

$$
0=\sum_{m=0}^{p+1}\left(A_{m}+B_{m}\right) Y_{n-m}(1) .
$$

Remark. If we set $b_{p+2}=1$, and

$$
\begin{gathered}
\mathscr{B}_{1}=\left\{F_{n, k}(z), k=1, \cdots, p+2\right\}, \\
F_{n, k}(z)=\frac{(n+1)_{1-b_{k}}}{(n+1)_{-1+b_{k}}} z^{1-b_{k}}{ }_{p+3} F_{p+2}\left(\left.\begin{array}{c}
1,1-b_{k}-n, 1-b_{k}+n+\lambda, 1-b_{k}+a_{\mathbf{P}} \\
1-b_{k}+b_{\mathbf{P}+2}
\end{array} \right\rvert\, z\right),
\end{gathered}
$$

then under the conditions

$$
b_{j}-b_{k} \notin \mathbf{Z}, \quad j \neq k,
$$

$\mathscr{B}_{1}$ forms a basis equivalent to $\mathscr{B}$ in

$$
\mathscr{D}_{0}=\{z: 0<|z|<1,|\arg z|<\pi\} .
$$

That is, considering $\mathscr{B}$. and $\mathscr{B}_{1}$ as column vectors,

$$
\mathscr{B}_{1}=M \mathscr{B}
$$

where $M$ is a nonsingular matrix whose elements are independent of $z$ and are periodic functions of $n$, of period 1 (see [3]). Thus, the $F_{n, k}(z)$ are common solutions to (1) and (2) in $\mathscr{D} \cap \mathscr{D}_{0}$, and by analytic continuation, in $\mathscr{D}$.

Hence, the $F_{n, k}(z)$ satisfy (8). Note that $P_{n}(z)=F_{n, p+2}(z)$.
Similary, if we set

$$
\begin{aligned}
& \mathscr{B}_{\infty}=\left\{H_{n, k}(z), k=1, \cdots, p+2\right\}, \\
& H_{n, k}(z)=\frac{(n+\lambda)_{-a_{k}}}{(n+1)_{a_{k}}} z^{-a_{k}}{ }_{p+3} F_{p+2}\left(\left.\begin{array}{c}
1,1+a_{k}-b_{\mathbf{P}+2} \\
1+a_{k}+n, 1+a_{k}-n-\lambda, 1+a_{k}-a_{\mathbf{P}}
\end{array} \right\rvert\, \frac{1}{z}\right), \\
& k=1, \cdots, p, \\
& H_{n, p+1}(z)=\frac{\Gamma(n+1) \Gamma\left(n+\lambda+1-b_{\mathbf{P}+2}\right) z^{-n-\lambda}}{\Gamma(n+\lambda) \Gamma(2 n+\lambda+1) \Gamma\left(n+\lambda+1-a_{\mathbf{P}}\right)^{p+2}} F_{p+1}\left(\left.\begin{array}{c}
n+\lambda+1-b_{\mathbf{P}+2} \\
2 n+\lambda+1, n+\lambda+1-a_{\mathbf{P}}
\end{array} \right\rvert\, \frac{1}{z}\right), \\
& H_{n, p+2}(z)=\frac{\Gamma(n+1) \Gamma(2 n+\lambda) \Gamma\left(n+a_{\mathbf{P}}\right) z^{n}}{\Gamma(n+\lambda) \Gamma\left(n+b_{\mathbf{P}+2}\right)}\left(\begin{array}{c}
-n, 1-b_{\mathbf{P}+2} \\
p+2
\end{array}\left|\frac{1}{p+1} 1-2 n-\lambda,-n+1-a_{\mathbf{P}}\right| \frac{1}{z}\right) \\
& 2 n+2 \lambda \notin \mathbf{Z}^{+}, \quad n+a_{j} \notin \mathbf{Z}^{+}, \quad j=1, \cdots, p,
\end{aligned}
$$

then under the conditions

$$
a_{j}-a_{k} \notin \mathbf{Z}, \quad j \neq k,
$$

$\mathscr{B}_{\infty}$ forms a basis equivalent to $\mathscr{B}$ in

$$
\mathscr{D}_{\infty}=\{z: 1<|z|,|\arg (z-1)|<\pi\} .
$$

Remark. In [8, p. 159], Wimp observed that it was conjectured by Lewanowicz that the numbers

$$
Q_{n}={ }_{p+2} F_{p+1}\left(\left.\begin{array}{c|c}
n+\beta_{\mathbf{P}+2} \\
2 n+\lambda+1, n+\alpha_{\mathbf{P}}
\end{array} \right\rvert\, 1\right),
$$

satisfy a $p+2$ term linear recursion relationship with rational coefficients in $n$. When we compare $Q_{n}$ with $H_{n, p+1}(1)$, it is clear that the $Q_{n}$ do satisfy such a linear recursion relationship. A proof by Lewanowicz has now been given in [5].

Remark. If $Y_{n}(z)$ is a function such that

$$
\mathscr{L}_{z}\left\{Y_{n}(z)\right\}=0 \quad \text { and } \quad \mathscr{M}_{n}\left\{Y_{n}(z)\right\}=0 \quad \text { in } \mathscr{D},
$$

it is an interesting, open question whether $Y_{n}(z)$ is a common solution to these equations according to our definition. Also, the structure of the linear solution space for (8) is unknown.

Remark. There are $q$-analogues of all these results which will appear elsewhere.
Remark. Recently, Lewanowicz [4], [5] has derived other differential-difference relations for $P_{n}(z)$ and demonstrates relations satisfied by the coefficients $A_{m}, B_{m}$.
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We will prove the following theorem.
Theorem. Let $m$ and $n$ be integers and $x, y$ and $z$ commuting indeterminates; then the constant term of the Laurent polynomial

$$
\begin{aligned}
F(x, y, z)= & {\left[\left(1-\frac{x}{y}\right)\left(1-\frac{y}{z}\right)\left(1-\frac{z}{x}\right)\right]^{m}\left[\left(1-\frac{x y}{z^{2}}\right)\left(1-\frac{x z}{y^{2}}\right)\left(1-\frac{y z}{x^{2}}\right)\right]^{n} } \\
& \cdot\left[\left(1-\frac{y}{x}\right)\left(1-\frac{z}{y}\right)\left(1-\frac{x}{z}\right)\right]^{m}\left[\left(1-\frac{z^{2}}{x y}\right)\left(1-\frac{y^{2}}{x z}\right)\left(1-\frac{x^{2}}{y z}\right)\right]^{n}
\end{aligned}
$$

is

$$
C(m, n)=\frac{(3 m+3 n)!(3 n)!(2 m)!(2 n)!}{(2 m+3 n)!(m+2 n)!(m+n)!m!n!n!}
$$

This is the $G_{2}$ case of Macdonald's Root System-Dyson conjecture (see [6, Conjecture 2.3, and (c), p. 994]; see also Morris [7]).

Macdonald [6] showed how Selberg's integral [8] (see [1] for Aomoto's recent brilliant proof) implies his conjecture for all the so-called classical root systems. We will follow the same route and show how the $G_{2}$ case follows from a corollary of Selberg's integral that is due to Morris [7, p. 94].

After the first version of this paper was written, I was kindly informed by Dominique Foata that Laurent Habsieger [9] has independently and simultaneously obtained the results of this paper.

We only need the case $n=3$ of Morris' result that spells out to the following.
Morris' Theorem ( $n=3$ ). Let a, b, c be integers. The constant term of the Laurent polynomial

$$
\begin{aligned}
H(u, v, w ; a, b, c)= & {[(1-u)(1-v)(1-w)]^{a} \quad\left[\left(1-\frac{u}{v}\right)\left(1-\frac{u}{w}\right)\left(1-\frac{v}{w}\right)\right]^{c} } \\
& \cdot\left[\left(1-\frac{1}{u}\right)\left(1-\frac{1}{v}\right)\left(1-\frac{1}{w}\right)\right]^{b}\left[\left(1-\frac{v}{u}\right)\left(1-\frac{w}{u}\right)\left(1-\frac{w}{v}\right)\right]^{c}
\end{aligned}
$$

is

$$
\frac{(a+b+2 c)!(a+b+c)!(a+b)!(2 c)!(3 c)!}{(a+2 c)!(b+2 c)!(a+c)!(b+c)!a!b!c!c!} .
$$

We will need the following easy corollary.

[^75]Corollary. The coefficient of $u^{A} v^{A} w^{A}$ in $H(u, v, w ; a, b, c)$ above is
$(-1)^{A} \frac{(a+b+2 c)!(a+b+c)!(a+b)!(2 c)!(3 c)!}{(a-A+2 c)!(b+A+2 c)!(a-A+c)!(b+A+c)!(a-A)!(b+A)!c!c!}$.
Proof. Since $(1-t)^{a}\left(1-t^{-1}\right)^{b} / t^{A}=(-1)^{A}(1-t)^{a-A}\left(1-t^{-1}\right)^{b+A}$, we have

$$
H(u, v, w ; a, b, c) / u^{A} v^{A} w^{A}=(-1)^{A} H(u, v, w ; a-A, b+A, c)
$$

and taking constant terms, the corollary follows from Morris' theorem.
Finally, we need the formula shown below.
Dixon's Formula (e.g. [5, 1.2.6, Ex. 62, pp. 73 and 489]). Let M, N, K be integers; then

$$
\begin{gathered}
\sum_{A} \frac{(-1)^{A}}{(M+A)!(M-A)!(N+A)!(N-A)!(K+A)!(K-A)!} \\
\quad=\frac{(M+N+K)!}{M!N!K!(M+N)!(M+K)!(N+K)!} .
\end{gathered}
$$

To prove the theorem we let $u=x / y, v=y / z$, and $w=z / x$. Then $F(x, y, x)=$ $H(u, v, w ; m, m, n)$. But $u v w=1$, so the constant term of $F$ is the sum of all the diagonal coefficients of $H$. Thus by the corollary the constant term of $F$ is

$$
\begin{aligned}
\sum_{A}(-1)^{A} & \frac{(2 m+n)!(2 m+n)!(2 m)!(2 n)!(3 n)!}{(m-A+2 n)!(m+A+2 n)!(m-A+n)!(m+A+n)!(m-A)!(m+A)!(n)!(n)!} \\
= & \frac{(2 m+2 n)!(2 m+n)!(2 m)!(2 n)!(3 n)!}{n!n!} \\
& \cdot \sum_{A} \frac{(-1)^{A}}{(m+2 n-A)!(m+2 n+A)!(m+n-A)!(m+n+A)!(m-A)!(m+A)!} .
\end{aligned}
$$

Using Dixon's formula with $M=m+2 n, N=m+n, K=m$, we get that this is equal to

$$
\begin{align*}
& \frac{(2 m+2 n)!(2 m+n)!(2 m)!(2 n)!(3 n)!}{n!n!} \\
& \quad \cdot \frac{(3 m+3 n)!}{(m+2 n)!(m+n)!m!(2 m+3 n)!(2 m+2 n)!(2 m+n)!} \\
& \quad=\frac{(3 m+3 n)!(3 n)!(2 m)!(2 n)!}{(2 m+3 n)!(m+2 n)!(m+n)!m!n!n!} .
\end{align*}
$$

Since $F$ of the theorem is obviously with integer coefficients, our theorem implies the not entirely obvious fact that $C(m, n)$ is an integer, thus solving Askey's problem [2].

The $q$-Analogue. We will show how Kadell's [4] recent $q$-analogue of Morris' theorem implies the $q$-analogue of the $G_{2}$ Macdonald-Dyson conjecture [6]. Since the ordinary case is just the special case $q=1$ of the $q$-analogue, we could have started with the $q$-analogue right away, giving the ordinary reader the option to plug in $q=1$ throughout. However we feel that this would have been very poor pedagogy. Indeed, the way mathematics is created is by slowly increasing steps of generality. Unfortunately, all too often results are presented in their overpowering full generality right
from the start, thus making them very hard to read and understand, let alone use as motivation.

Let

$$
(y)_{a}=(1-y)(1-q y) \cdots\left(1-q^{a-1} y\right)
$$

and

$$
[a]!=\frac{(q)_{a}}{(1-q)^{a}}=1(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+\cdots+q^{a-1}\right)
$$

We will prove the following theorem.
$q$-Theorem. Let $m$ and $n$ be integers and $x, y$ and $z$ commuting indeterminates; then the constant term of the Laurent polynomial

$$
\begin{aligned}
F(x, y, z)= & \left(\frac{x}{y}\right)_{m}\left(\frac{z}{y}\right)_{m}\left(\frac{z}{x}\right)_{m}\left(\frac{z^{2}}{x y}\right)_{n}\left(\frac{x z}{y^{2}}\right)_{n}\left(\frac{y z}{x^{2}}\right)_{n} \\
& \cdot\left(q \frac{y}{x}\right)_{m}\left(q \frac{y}{z}\right)_{m}\left(q \frac{x}{z}\right)_{m}\left(q \frac{x y}{z^{2}}\right)_{n}\left(q \frac{y^{2}}{x z}\right)_{n}\left(q \frac{x^{2}}{y z}\right)_{n}
\end{aligned}
$$

is

$$
\frac{[3 m+3 n]![3 n]![2 m]![2 n]!}{[2 m+3 n]![m+2 n]![m+n]![m]![n]![n]!} .
$$

We need the following theorem [4].
Kadell's $q$-Morris Theorem ( $n=3$ ). Let $a, b, c$ be integers. The constant term of the Laurent polynomial

$$
H(u, v, w ; a, b, c)=(u)_{a}(v)_{a}(w)_{a}\left(\frac{u}{v}\right)_{c}\left(\frac{u}{w}\right)_{c}\left(\frac{v}{w}\right)_{c}\left(\frac{q}{u}\right)_{b}\left(\frac{q}{v}\right)_{b}\left(\frac{q}{w}\right)_{b}\left(q \frac{v}{u}\right)_{c}\left(q \frac{w}{u}\right)_{c}\left(q \frac{w}{v}\right)_{c}
$$

is

$$
\frac{[a+b+2 c]![a+b+c]![a+b]![2 c]![3 c]!}{[a+2 c]![b+2 c]![a+c]![b+c]![a]![b]![c]![c]!} .
$$

We will need the following easy corollary.
$q$-Corollary. The coefficient of $u^{A} v^{A} w^{A}$ in $H(u, v, w ; a, b, c)$ above is

$$
\begin{aligned}
& (-1)^{A} q^{3 A(A-1) / 2} \\
& \quad \cdot \frac{[a+b+2 c]![a+b+c]![a+b]![2 c]![3 c]!}{[a-A+2 c]![b+A+2 c]![a-A+c]![b+A+c]![a-A]![b+A]![c]![c]!} .
\end{aligned}
$$

Proof. We are really looking for the constant term of $H(u, v, w ; a, b, c) / u^{A} v^{A} w^{A}$. But since

$$
\frac{(t)_{a}(q(1 / t))_{b}}{t^{A}}=(-1)^{A} q^{A(A-1) / 2}\left(q^{A} t\right)_{a-A}\left(\frac{q}{q^{A} t}\right)_{b+A}
$$

it follows that

$$
\frac{H(u, v, w ; a, b, c)}{u^{A} v^{A} w^{A}}=(-1)^{A} q^{3 A(A-1) / 2} H\left(q^{A} u, q^{A} v, q^{A} w ; a-A, b+A, c\right)
$$

and the corollary follows from Kadell's $q$-Morris Theorem.

Finally, we need the following formula.
The $q$-Dixon Formula ([3], [5, p. 489]).

$$
\begin{gathered}
\sum_{A} \frac{(-1)^{A} q^{A(3 A-1) / 2}}{[M+A]![M-A]![N+A]![N-A]![K+A]![K-A]!} \\
\quad=\frac{[M+N+K]!}{[M]![N]![K]![M+N]![M+K]![N+K]!} .
\end{gathered}
$$

To prove the $q$-Theorem we let $u=q(y / z)$, and $v=z / x$ and $w=x / y$. Then $F(x, y, z)=H(u, v, w ; m, m, n)$. But $u v w=q$ so the constant term of $F$ is the weighted sum of all the diagonal coefficients of $H$, where the coefficient of $u^{A} v^{A} w^{A}$ gets multiplied by $q^{A}$.

Thus by the corollary the constant term of $F$ is

$$
\sum_{A} q^{A}(-1)^{A} q^{3 A(A-1) / 2}
$$

$$
\begin{aligned}
& \cdot \frac{[2 m+2 n]![2 m+n]![2 m]![2 n]![3 n]!}{[m-A+2 n]![m+A+2 n]![m-A+n]![m+A+n]![m-A]![m+A]![n]![n]!} \\
= & \frac{[2 m+2 n]![2 m+n]![2 m]![2 n]![3 n]!}{[n]![n]!} \\
& \cdot \sum_{A} \frac{(-1)^{A} q^{A(3 A-1) / 2}}{[m+2 n-A]![m+2 n+A]![m+n-A]![m+n+A]![m-A]![m+A]!} .
\end{aligned}
$$

Using the $q$-Dixon formula with $M=m+2 n, N=m+n, K=m$, we get that this is equal to

$$
\begin{aligned}
& \underline{[2 m+2 n]![2 m+n]![2 m]![2 n]![3 n]!} \\
& \quad \\
& \quad \frac{[n]![n]!}{[m+2 n]![m+n]!m![2 m+3 n]![2 m+2 n]![2 m+n]!} \\
& \quad=\frac{[3 m+3 n]![3 n]![2 m]![2 n]!}{[2 m+3 n]![m+2 n]![m+n]![m]![n]![n]!} .
\end{aligned}
$$

Q.E.D.

Acknowledgment. I heartily thank Richard Askey for rekindling my interest in the Macdonald conjecture.
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#### Abstract

The points $z=\frac{1}{2}(1 \pm i \sqrt{3})$ of the complex $z$-plane are on the boundary for each of the convergence domains of the various hypergeometric series which appear in the transformation or continuation formulas of the hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$. This paper presents a continuation formula containing series in powers of $1 /\left(z-\frac{1}{2}\right)$ with the convergence domain $\left|z-\frac{1}{2}\right|>\frac{1}{2}$, which contains the two points in question in its interior. The coefficients of the power series are determined by a three-term recurrence relation and are represented explicitly in terms of terminating hypergeometric series. If $2 c=a+b+1$, then one term of the recurrence relation disappears and the series become hypergeometric series.
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1. Introduction. This paper is concerned with the hypergeometric differential equation

$$
\begin{equation*}
z(1-z) w^{\prime \prime}(z)+\{c-(a+b+1) z\} w^{\prime}(z)-a b w(z)=0 \tag{1}
\end{equation*}
$$

and its solution

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n} n!} z^{n} . \tag{2}
\end{equation*}
$$

Here $z$ is the complex variable and $a, b, c$ are complex parameters, with $c$ not equal to a negative integer or zero. The notation $(a)_{n}$ means the Pochhammer symbol

$$
\begin{equation*}
(a)_{n}=a(a+1) \cdots(a+n-1)=\frac{\Gamma(a+n)}{\Gamma(a)} . \tag{3}
\end{equation*}
$$

In addition to the gamma function $\Gamma(z)$ we shall require its logarithmic derivative $\psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$. Following common practice, we use the same symbol ${ }_{2} F_{1}$ to denote the hypergeometric function as well as the hypergeometric series on the right-hand side of (2) which represents the function inside the unit circle.

By means of the well-known transformation or continuation formulas it is possible to express the hypergeometric function in terms of one or two other hypergeometric functions with suitably changed parameters and the variable $z$ replaced by either $z /(z-1)$ or $1-z$ or $1 / z$ or $1 /(1-z)$ or $(z-1) / z$. The corresponding series have different convergence domains and so each of the formulas gives an analytic continuation of the original hypergeometric series on the right-hand side of (2). An example, which is relevant for the later discussion, is the continuation formula

$$
\begin{align*}
\{\Gamma(c)\}^{-1}{ }_{2} F_{1}(a, b ; c ; z)= & \frac{\Gamma(b-a)}{\Gamma(b) \Gamma(c-a)}(-z)^{-a}{ }_{2} F_{1}\left(a, 1-c+a ; 1-b+a ; \frac{1}{z}\right) \\
& +\frac{\Gamma(a-b)}{\Gamma(a) \Gamma(c-b)}(-z)^{-b}{ }_{2} F_{1}\left(b, 1-c+b ; 1-a+b ; \frac{1}{z}\right),  \tag{4}\\
& (|\arg (-z)|<\pi, \quad b-a \text { not an integer }) .
\end{align*}
$$

[^76]Following Olver [3] we consider $\{\Gamma(c)\}^{-1}{ }_{2} F_{1}(a, b ; c ; z)$ rather than ${ }_{2} F_{1}$ itself in order to avoid the restriction that $c$ be not equal to a negative integer or zero.

There are two points of the complex $z$-plane which are on the boundary of the convergence domain for each of the hypergeometric series appearing in the various formulas mentioned so far. It is the purpose of this paper to communicate an appropriate continuation formula which expresses ${ }_{2} F_{1}(a, b ; c ; z)$ in terms of power series such that the two points in question, $z=\frac{1}{2}(1 \pm i \sqrt{3})=\exp ( \pm i \pi / 3)$, are interior points of the convergence domain. These series are not hypergeometric, but their coefficients satisfy a simple three-term recurrence relation. They also may be represented in terms of terminating hypergeometric series.

Our general results are presented in § 2; some interesting special cases are discussed in § 3. The proofs are supplied in § $4-\S 6$, and the concluding remarks in § 7 deal with the computational aspects of this work.
2. General results. It would be a simple matter but of little use to consider a Taylor series solution in powers of $z-z_{0}$ in a neighborhood of an ordinary point $z_{0}$ of the differential equation, since then the problem remains to evaluate the two initial coefficients which are equal to ${ }_{2} F_{1}\left(a, b ; c ; z_{0}\right)$ and $(a b / c){ }_{2} F_{1}\left(a+1, b+1 ; c+1 ; z_{0}\right)$, respectively. Such a problem does not occur with series in powers of $1 /\left(z-z_{0}\right)$. For since they converge in a neighborhood of $z=\infty$, in a similar way to the hypergeometric series on the right of (4), the required initial coefficients may immediately be obtained by comparison with (4). Following this idea in detail, we can prove

THEOREM 1. If $b-a$ is not an integer, we have for $\left|\arg \left(z_{0}-z\right)\right|<\pi$ the continuation formula

$$
\begin{align*}
\{\Gamma(c)\}^{-1}{ }_{2} F_{1}(a, b ; c ; z)= & \frac{\Gamma(b-a)}{\Gamma(b) \Gamma(c-a)}\left(z_{0}-z\right)^{-a} \sum_{n=0}^{\infty} d_{n}\left(a, z_{0}\right)\left(z-z_{0}\right)^{-n} \\
& +\frac{\Gamma(a-b)}{\Gamma(a) \Gamma(c-b)}\left(z_{0}-z\right)^{-b} \sum_{n=0}^{\infty} d_{n}\left(b, z_{0}\right)\left(z-z_{0}\right)^{-n}, \tag{5}
\end{align*}
$$

where the series converge outside the circle $\left|z-z_{0}\right|=\max \left(\left|z_{0}\right|,\left|z_{0}-1\right|\right)$ and the coefficients $d_{n}\left(s, z_{0}\right)$ are given by the three-term recurrence relation

$$
\begin{align*}
& d_{n}\left(s, z_{0}\right)=\{n(n+2 s-a-b)\}^{-1}(n+s-1) \\
& \cdot\left(\left\{(n+s)\left(1-2 z_{0}\right)+(a+b+1) z_{0}-c\right\} d_{n-1}\left(s, z_{0}\right)\right.  \tag{6}\\
& \left.\quad+z_{0}\left(1-z_{0}\right)(n+s-2) d_{n-2}\left(s, z_{0}\right)\right)
\end{align*}
$$

with starting values

$$
\begin{equation*}
d_{-1}\left(s, z_{0}\right)=0, \quad d_{0}\left(s, z_{0}\right)=1 . \tag{7}
\end{equation*}
$$

The series in (5) may be rewritten as

$$
\begin{equation*}
\sum_{n=0}^{\infty} d_{n}\left(s, z_{0}\right)\left(z-z_{0}\right)^{-n}=\sum_{n=0}^{\infty} \frac{(s)_{n}}{(1+2 s-a-b)_{n}} e_{n}\left(s, z_{0}\right)\left(z-z_{0}\right)^{-n}, \tag{8}
\end{equation*}
$$

where the coefficients $e_{n}\left(s, z_{0}\right)$ now obey the recurrence relation

$$
\begin{align*}
e_{n}\left(s, z_{0}\right)=n^{-1}(\{(n+s) & \left.\left(1-2 z_{0}\right)+(a+b+1) z_{0}-c\right\} e_{n-1}\left(s, z_{0}\right) \\
& \left.+z_{0}\left(1-z_{0}\right)(n-1+2 s-a-b) e_{n-2}\left(s, z_{0}\right)\right) \tag{9}
\end{align*}
$$

with starting values

$$
\begin{equation*}
e_{-1}\left(s, z_{0}\right)=0, \quad e_{0}\left(s, z_{0}\right)=1 \tag{10}
\end{equation*}
$$

The coefficients $d_{n}$ are also given by

$$
\begin{equation*}
d_{n}\left(s, z_{0}\right)=\frac{(s)_{n}(1+s-c)_{n}}{(1+2 s-a-b)_{n} n!} 2 F_{1}\left(-n, a+b-2 s-n ; c-s-n ; z_{0}\right) \tag{11}
\end{equation*}
$$

or by

$$
\begin{align*}
d_{n}\left(s, z_{0}\right)= & (-1)^{n} \frac{(s)_{n}(s+c-a-b)_{n}}{(1+2 s-a-b)_{n} n!} \\
& \cdot{ }_{2} F_{1}\left(-n, a+b-2 s-n ; 1+a+b-s-c-n ; 1-z_{0}\right) . \tag{12}
\end{align*}
$$

A formula corresponding to (5) for the case when $b-a$ is an integer can be derived from (5) by a limiting process in a similar way as described in [2]. The case $b=a$ is covered by

Corollary 1. For $\left|\arg \left(z_{0}-z\right)\right|<\pi$ there holds

$$
\begin{align*}
\{\Gamma(c)\}^{-1}{ }_{2} F_{1}(a, a ; c ; z)= & \frac{1}{\Gamma(a) \Gamma(c-a)}\left(z_{0}-z\right)^{-a} \sum_{n=0}^{\infty} \frac{(a)_{n}}{n!}\left(e_{n}\left(a, z_{0}\right)\right. \\
& \cdot\{2 \psi(1+n)-\psi(a+n)-\psi(c-a)  \tag{13}\\
& \left.\left.+\ln \left(z_{0}-z\right)\right\}-f_{n}\left(z_{0}\right)\right)\left(z-z_{0}\right)^{-n},
\end{align*}
$$

where the series converges for $\left|z-z_{0}\right|>\max \left(\left|z_{0}\right|,\left|z_{0}-1\right|\right)$ and the coefficients $e_{n}\left(a, z_{0}\right)$ are given by (9)-(10) with $b=a$ and the $f_{n}\left(z_{0}\right)$ by the recurrence relation

$$
\left.\begin{array}{rl}
f_{n}\left(z_{0}\right)=n^{-1}\left(\left\{(n+a)\left(1-2 z_{0}\right)+(2 a+1) z_{0}-c\right\} f_{n-1}\left(z_{0}\right)\right. \\
+ & z_{0}\left(1-z_{0}\right)(n-1) f_{n-2}\left(z_{0}\right) \tag{14}
\end{array}\right)+\left(1-2 z_{0}\right) e_{n-1}\left(a, z_{0}\right), ~\left(z_{0}\left(1-z_{0}\right) e_{n-2}\left(a, z_{0}\right)\right) .
$$

with starting values

$$
\begin{equation*}
f_{-1}\left(z_{0}\right)=f_{0}\left(z_{0}\right)=0 . \tag{15}
\end{equation*}
$$

The case when $b-a$ is an integer different from zero is less simple and is therefore omitted.
3. Special cases. We discuss some special cases of Theorem 1.
(i) For $z_{0}=0$ or $z_{0}=1$ the recurrence relation (6) simplifies and becomes a two-term recurrence relation, the series in (5) are then hypergeometric. Consequently (5) reduces to (4) if $z_{0}=0$ or to another well-known continuation formula if $z_{0}=1$.
(ii) The case when $z_{0}=\frac{1}{2}$ is unique in so far as then two singular points of the differential equation are on the boundary of the convergence domain of the series. Although (6) simplifies, it remains a three-term recurrence relation. The series converge outside the circle $\left|z-\frac{1}{2}\right|=\frac{1}{2}$, which means that the convergence domain has been enlarged considerably as compared with the convergence domain $|z|>1$ of the hypergeometric series on the right of (4). As a consequence, both points in question, $z=\frac{1}{2}(1 \pm i \sqrt{3})$, are now inside the convergence domain.
(iii) If $z_{0}=\frac{1}{2}$ and $c=\frac{1}{2}(a+b+1)$, which implies that the two singular points on the boundary of the convergence domain have the same characteristic exponents, then we have

Corollary 2. If $b-a$ is not an even integer, there holds for $\left|\arg \left(\frac{1}{2}-z\right)\right|<\pi$ the continuation formula

$$
\begin{align*}
& \left\{\Gamma\left(\frac{1}{2} a+\frac{1}{2} b+\frac{1}{2}\right)\right\}^{-1}{ }_{2} F_{1}\left(a, b ; \frac{1}{2} a+\frac{1}{2} b+\frac{1}{2} ; z\right) \\
& \quad=\frac{2^{b-a-1} \Gamma\left(\frac{1}{2} b-\frac{1}{2} a\right)}{\Gamma(b) \sqrt{\pi}}\left(\frac{1}{2}-z\right)^{-a}{ }_{2} F_{1}\left(\frac{1}{2} a+\frac{1}{2}, \frac{1}{2} a ; \frac{1}{2} a-\frac{1}{2} b+1 ;\{2 z-1\}^{-2}\right)  \tag{16}\\
& \quad+\frac{2^{a-b-1} \Gamma\left(\frac{1}{2} a-\frac{1}{2} b\right)}{\Gamma(a) \sqrt{\pi}}\left(\frac{1}{2}-z\right)^{-b}{ }_{2} F_{1}\left(\frac{1}{2} b+\frac{1}{2}, \frac{1}{2} b ; \frac{1}{2} b-\frac{1}{2} a+1 ;\{2 z-1\}^{-2}\right),
\end{align*}
$$

where the series on the right converge for $\left|z-\frac{1}{2}\right|>\frac{1}{2}$.
For $a=-\nu$ and $b=\nu+1$, if $z$ is replaced by $\frac{1}{2}(1-z)$, this reduces to (8.1.5) of [1] with $\mu=0$.

A continuation formula valid when $b-a$ is an even integer may be obtained from (16) by a limiting process. The case $b=a$ is covered by

Corollary 3. For $\left|\arg \left(\frac{1}{2}-z\right)\right|<\pi$ there holds

$$
\begin{aligned}
&\left\{\Gamma\left(a+\frac{1}{2}\right)\right\}^{-1}{ }_{2} F_{1}\left(a, a ; a+\frac{1}{2} ; z\right) \\
&= \frac{1}{\Gamma(a) \sqrt{\pi}}\left(\frac{1}{2}-z\right)^{-a} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} a+\frac{1}{2}\right)_{n}\left(\frac{1}{2} a\right)_{n}}{(n!)^{2}} \\
& \cdot\left\{\psi(1+n)-\psi(a+2 n)+2 \ln (2)+\ln \left(\frac{1}{2}-z\right)\right\}(2 z-1)^{-2 n},
\end{aligned}
$$

the series on the right being convergent for $\left|z-\frac{1}{2}\right|>\frac{1}{2}$.
The case $b-a=2 m$ with $m=1,2,3 \cdots$ is covered by
Corollary 4. For $\left|\arg \left(\frac{1}{2}-z\right)\right|<\pi$ and for $m=1,2,3 \cdots$ there holds

$$
\left\{\Gamma\left(a+m+\frac{1}{2}\right)\right\}^{-1}{ }_{2} F_{1}\left(a, a+2 m ; a+m+\frac{1}{2} ; z\right)
$$

$$
\begin{aligned}
= & \frac{2^{a-1+2 m}}{\Gamma(a+2 m) \sqrt{\pi}}(1-2 z)^{-a} \sum_{n=0}^{m-1}(-1)^{n} \frac{\left(\frac{1}{2} a+\frac{1}{2}\right)_{n}\left(\frac{1}{2} a\right)_{n}(m-n-1)!}{n!}(2 z-1)^{-2 n} \\
& +(-1)^{m} \frac{2^{a-1}}{\Gamma(a) \sqrt{\pi}}(1-2 z)^{-a-2 m} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} a+\frac{1}{2}+m\right)_{n}\left(\frac{1}{2} a+m\right)_{n}}{(m+n)!n!} \\
& \cdot\left\{\psi(1+m+n)+\psi(1+n)-\psi\left(\frac{1}{2} a+\frac{1}{2}+m+n\right)-\psi\left(\frac{1}{2} a+m+n\right)\right.
\end{aligned}
$$

$$
+2 \ln (1-2 z)\}(2 z-1)^{-2 n},
$$

the infinite series being convergent for $\left|z-\frac{1}{2}\right|>\frac{1}{2}$.
Corollary 4 contains Corollary 3 as a special case if the empty sum is interpreted as zero. The formulas (17) and (18) can be written in various other ways by means of the duplication formulas of $\psi$ and $\Gamma$ so that $\psi(a+2 m+2 n)$ and $(a+2 m)_{2 n}$ or $(a)_{2 m+2 n}$ appears.
4. Proof of Theorem 1. The hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$ is a solution of the differential equation (1) which, when rewritten in the variable

$$
\begin{equation*}
x=z-z_{0}, \tag{19}
\end{equation*}
$$

reads

$$
\begin{equation*}
\left\{-x^{2}+\left(1-2 z_{0}\right) x+z_{0}\left(1-z_{0}\right)\right\} u^{\prime \prime}+\left\{c-(a+b+1) z_{0}-(a+b+1) x\right\} u^{\prime}-a b u(x)=0 . \tag{20}
\end{equation*}
$$

Relative to the regular singular point at infinity the Frobenius ansatz

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} d_{n}\left(s, z_{0}\right) x^{-s-n} \tag{21}
\end{equation*}
$$

yields the recurrence relation (6) for the coefficients $d_{n}\left(s, z_{0}\right)$ with the characteristic exponents $s \in\{a, b\}$ as expected.

Next we observe that, when $|z|$ is sufficiently large, $x^{-s-n}=z^{-s-n}\left\{1-\left(z_{0} / z\right)\right\}^{-s-n}$ may be expanded in powers of $1 / z$ for any fixed $z_{0}$. Then $u(z)$ becomes a power series in $1 / z$ multiplied by $z^{-s}$. Since there is (apart from a constant factor) only one solution of the hypergeometric differential equation with this analytical structure, $u(x)$ must be equal to the well-known solution which corresponds to the special case when $z_{0}=0$. We therefore have, for each of the two possible values of $s$,

$$
\begin{equation*}
z^{-s} F_{1}\left(s, 1+s-c ; 1+2 s-a-b ; z^{-1}\right)=\left(z-z_{0}\right)^{-s} \sum_{n=0}^{\infty} d_{n}\left(s, z_{0}\right)\left(z-z_{0}\right)^{-n}, \tag{22}
\end{equation*}
$$

by means of which the continuation formula (5) follows from (4).
The explicit representation for $d_{n}\left(s, z_{0}\right)$ may be obtained from (22) by applying

$$
\begin{equation*}
z^{-s-n}=\left\{\left(z-z_{0}\right)\left(1+\frac{z_{0}}{z-z_{0}}\right)\right\}^{-s-n}=\left(z-z_{0}\right)^{-s-n} \sum_{k=0}^{\infty} \frac{(s+n)_{k}}{k!}\left(\frac{-z_{0}}{z-z_{0}}\right)^{k} \tag{23}
\end{equation*}
$$

to the series on the left. Collecting the terms with equal powers of $z-z_{0}$ we obtain

$$
\begin{equation*}
\left(z-z_{0}\right)^{-s} \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{(s)_{k}(1+s-c)_{k}}{(1+2 s-a-b)_{k} k!} \frac{(s+k)_{n-k}\left(-z_{0}\right)^{n-k}}{(n-k)!}\left(z-z_{0}\right)^{-n}, \tag{24}
\end{equation*}
$$

which in view of

$$
\begin{equation*}
\frac{(s+k)_{n-k}}{(n-k)!}=(-1)^{k} \frac{(s)_{n}(-n)_{k}}{(s)_{k} n!} \tag{25}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
\left(z-z_{0}\right)^{-s} \sum_{n=0}^{\infty} \frac{(s)_{n}}{n!}\left(-z_{0}\right)^{n}\left(z-z_{0}\right)^{-n} \sum_{k=0}^{n} \frac{(-n)_{k}(1+s-c)_{k}}{(1+2 s-a-b)_{k} k!}\left(z_{0}\right)^{-k} . \tag{26}
\end{equation*}
$$

The sum over $k$ is a terminating hypergeometric series, and comparison of (26) with the right-hand side of (22) then shows that

$$
\begin{equation*}
d_{n}\left(s, z_{0}\right)=(n!)^{-1}(s)_{n}\left(-z_{0}\right)^{n}{ }_{2} F_{1}\left(-n, 1+s-c ; 1+2 s-a-b ; 1 / z_{0}\right) . \tag{27}
\end{equation*}
$$

Application of the appropriate continuation formula of the hypergeometric function now yields (11) or (12), respectively.
5. Proof of Corollary 1. The starting point is (5) with the series rewritten in terms of the coefficients $e_{n}\left(s, z_{0}\right)$ according to (8). Then $a$ is replaced by $a-\varepsilon$ and $b$ by $a+\varepsilon$, so that the $e_{n}\left(s, z_{0}\right)$ depend on $\varepsilon$ via $s$ only. Introducing

$$
\begin{equation*}
f_{n}\left(z_{0}\right)=\left\{\frac{d}{d s} e_{n}\left(s, z_{0}\right)\right\}_{s=a}=-\left\{\frac{d}{d \varepsilon} e_{n}\left(a-\varepsilon, z_{0}\right)\right\}_{\varepsilon=0} \tag{28}
\end{equation*}
$$

and performing the limit $\varepsilon \rightarrow 0$ we obtain (13). The relation (14) follows if (9), with $a+b=2 a$, is differentiated with respect to $s$ and then $s$ put equal to $a$.
6. Proof of Corollaries 2-4. When $z_{0}=\frac{1}{2}$ and $c=\frac{1}{2}(a+b+1)$, the recurrence relation (6) reads

$$
\begin{equation*}
d_{n}\left(s, \frac{1}{2}\right)=2^{-2}\{n(n+2 s-a-b)\}^{-1}(n+s-1)(n+s-2) d_{n-2}\left(s, \frac{1}{2}\right), \tag{29}
\end{equation*}
$$

and the series in question becomes

$$
\begin{equation*}
{ }_{2} F_{1}\left(\frac{1}{2} s+\frac{1}{2}, \frac{1}{2} s ; 1+s-\frac{1}{2} a-\frac{1}{2} b ;\{2 z-1\}^{-2}\right) . \tag{30}
\end{equation*}
$$

The factor in front of the series in (5) is

$$
\begin{equation*}
\frac{\Gamma(a+b-2 s)}{\Gamma(a+b-s) \Gamma(c-s)}\left(z_{0}-z\right)^{-s} . \tag{31}
\end{equation*}
$$

In the context of Corollary 2 it becomes, using the gamma duplication formula,

$$
\begin{equation*}
\frac{2^{a+b-2 s-1} \Gamma\left(\frac{1}{2} a+\frac{1}{2} b-s\right)}{\Gamma(a+b-s) \sqrt{\pi}}\left(\frac{1}{2}-z\right)^{-s} . \tag{32}
\end{equation*}
$$

With the two possible values of $s$ the two connection coefficients on the right of (16) follow immediately.

Corollary 2 can also be verified in a different way by means of known transformation formulas. For if $c=\frac{1}{2}(a+b+1)$, the hypergeometric functions on the right of (4) appear with parameters such that the quadratic transformation formula (according to [1, (15.3.16)])

$$
\begin{equation*}
{ }_{2} F_{1}(A, B ; 2 B ; Z)=\left\{\frac{2}{2-Z}\right\}^{A}{ }_{2} F_{1}\left(\frac{1}{2} A+\frac{1}{2}, \frac{1}{2} A ; B+\frac{1}{2} ;\left\{\frac{Z}{2-Z}\right\}^{2}\right) \tag{33}
\end{equation*}
$$

can be applied to each of them. The required result then follows in view of (32).
Corollaries 3 and 4 follow from (16) by tedious but standard calculations.
7. Concluding remarks. From a computational point of view the most efficient method for evaluating the hypergeometric function is the Miller algorithm. The relevant formulas are now easily accessible in the monograph by Wimp [4].

Nevertheless our Theorem 1 offers a method for computing the hypergeometric function at the two points in question which before were practically inaccessible by power series. If $z_{0}=\frac{1}{2}$ is used, the convergence ratio is $q=\left|\frac{1}{2} /\left(z-\frac{1}{2}\right)\right|$, which for the two exceptional points has the value $q=1 / \sqrt{3}=0.577 \cdots$.
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#### Abstract

Error bounds are obtained for asymptotic expansions of the ratio of two gamma functions $\Gamma(x+a) / \Gamma(x+b)$ for the case of real, bounded $a, b$ and large positive $x$. In particular an assertion of Luke about a result of Fields is rigorously justified by showing that the error made in truncating Fields' asymptotic expansion is numerically less than and has the same sign as the first neglected term. Use is made of some results for completely monotonic functions and enveloping series.
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1. In 1951 Tricomi and Erdélyi [12] derived an asymptotic expansion for the ratio of two gamma functions in the form

$$
\begin{equation*}
\frac{\Gamma(z+a)}{\Gamma(z+b)}=\sum_{j=0}^{m-1}(-1)^{j} \frac{\Gamma(b-a+j)}{\Gamma(b-a) j!} B_{j}^{(a-b+1)}(a) z^{a-b-j}+O\left(z^{a-b-m}\right), \tag{1.1}
\end{equation*}
$$

valid for all $m \geqq 1$ as $z \rightarrow \infty$ with $|\arg (z+a)|<\pi$. In (1.1) the quantities $a$ and $b$ are bounded complex numbers and the $B_{j}^{(\sigma)}(a)$ are the generalized Bernoulli polynomials defined by

$$
\begin{equation*}
\left(\frac{t}{e^{t}-1}\right)^{\sigma} e^{a t}=\sum_{j=0}^{\infty} \frac{t^{j}}{j!} B_{j}^{(\sigma)}(a), \quad B_{0}^{(\sigma)}(a)=1, \quad|t|<2 \pi . \tag{1.2}
\end{equation*}
$$

A similar result was obtained by Fields [3], who showed that for all $m \geqq 1$

$$
\begin{equation*}
\frac{\Gamma(z+a)}{\Gamma(z+b)}=\sum_{j=0}^{m-1} \frac{\Gamma(1-2 \rho+2 j)}{\Gamma(1-2 \rho)(2 j)!} B_{2 j}^{(2 \rho)}(\rho) w^{2 \rho-1-2 j}+O\left(w^{2 \rho-1-2 m}\right), \tag{1.3}
\end{equation*}
$$

as $w \rightarrow \infty$ with $|\arg (w+\rho)|<\pi$, where $2 w=2 z+a+b-1$ and $2 \rho=a-b+1$. Furthermore, in a later paper, Fields [4] gave an improved order estimate for the remainder in (1.3). Several other authors have investigated the asymptotic expansion of the left-hand side of (1.1) for essentially the special case $a=0, b=\frac{1}{2}$ and $z=n$, where $n$ is a positive integer (see [1], [6], [7] and [9]). Recently Luke [6] pointed out that when $a, b$ and $z$ are all real, simple adjustments using the functional equation for the gamma function can always be made so that $0<\rho<\frac{1}{2}(0<a-b+1<1)$ in (1.3). In this case the generalized Bernoulli polynomials $B_{2 k}^{(2 \rho)}(\rho)$ are positive when $k$ is even and negative when $k$ is odd so that the series in (1.3) is alternating. Luke assumed, as in the case of certain alternating convergent series, that consecutive partial sums of the right-hand side of (1.3) yield upper and lower bounds for the left-hand side and his numerical calculations supported this assumption for the special case $a=\frac{1}{2}, b=1$ (i.e., $\rho=\frac{1}{4}$ ). However, while this is always the case for large enough values of real positive $z$ in an alternating asymptotic expansion, it is not known in general at what point this occurs (see [8, p. 68] for details).

The purpose of this paper is to rigorously justify Luke's assertion about Fields' result, and consequently to establish computable error bounds for an asymptotic

[^77]expansion of the ratio of two gamma functions for the case of real bounded $a, b$ and real $z$. These results make use of some of the properties of completely monotonic functions and enveloping series. Error bounds for a one parameter family of asymptotic approximations for the ratio of two gamma functions are also established which include (1.1) in a certain parameter range of $a, b$. Since only the real case will be considered, from now on we take $z=x$.
2. A function $f(t)$ is said to be completely monotonic over $\left(t_{1}, t_{2}\right)$, where $-\infty \leqq t_{1}<$ $t_{2} \leqq+\infty$, if
\[

$$
\begin{equation*}
(-1)^{n} f^{(n)}(t) \geqq 0, \quad t_{1}<t<t_{2}, \quad n=0,1,2, \cdots . \tag{2.1}
\end{equation*}
$$

\]

J. Dubourdieu [2] showed that strict inequality holds in (2.1) for all nonconstant functions completely monotonic over $\left(t_{1}, \infty\right)$; that is, if $f(t)$ satisfies (2.1) with $t_{2}=\infty$ and is not constant, then

$$
\begin{equation*}
(-1)^{n} f^{(n)}(t)>0, \quad t_{1}<t<\infty, \quad n=0,1,2, \cdots . \tag{2.2}
\end{equation*}
$$

A function $f(t)$ is said to be monotonic of order $N$ if (2.1) holds for $n=0,1,2, \cdots$, $N$. Examples of commonly occurring completely monotonic functions are $e^{-t}$ and $\left(t-t_{1}\right)^{-\gamma}, \gamma \geqq 0$. If $f(t)$ is also continuous at $t=t_{1}$, then it is called completely monotonic over $\left[t_{1}, t_{2}\right)$ and similar definitions exist for ( $t_{1}, t_{2}$ ] and $\left[t_{1}, t_{2}\right]$. In the standard case, which is the one appropriate to this paper, $t_{1}=0$ and $t_{2}=\infty$. These values for $t_{1}$ and $t_{2}$ will be assumed from now on. Completely monotonic functions are often useful in asymptotic analysis because if $f(t)$ is completely monotonic over $[0, \infty)$, then

$$
\begin{equation*}
\left|f^{(n)}(t)\right| \leqq\left|f^{(n)}(0)\right|, \quad 0 \leqq t<\infty, \quad n=0,1,2, \cdots \tag{2.3}
\end{equation*}
$$

A detailed study of the concept of completely monotonic functions can be found in [13, Chap. IV]. Next we discuss the notion of an enveloping series.

The series $a_{0}+a_{1}+a_{2}+\cdots$ is said to envelop the number $A$ if the relations

$$
\begin{equation*}
\left|A-\left(a_{0}+a_{1}+\cdots+a_{n}\right)\right|<\left|a_{n+1}\right|, \quad n=0,1,2, \cdots \tag{2.4}
\end{equation*}
$$

are satisfied. The enveloping series may be convergent (to $A$ ) or divergent. If $A$, $a_{0}, a_{1}, \cdots$ are all real and

$$
\begin{equation*}
A-\left(a_{0}+a_{1}+\cdots+a_{n}\right)=\theta_{n} a_{n+1}, \quad 0<\theta_{n}<1, \quad n=0,1,2, \cdots, \tag{2.5}
\end{equation*}
$$

then $A$ is enveloped by the series $a_{0}+a_{1}+\cdots$ and in fact lies between two consecutive partial sums. Note also that (2.5) implies that the error made in approximating $A$ by truncating the series $a_{0}+a_{1}+\cdots$ is numerically less than and has the same sign as the first neglected term. Following Pólya and Szegö [10, p. 33], we say that the series $a_{0}+a_{1}+\cdots$ envelops $A$ in the strict sense if (2.5) holds. The terms of a strictly enveloping series have necessarily alternating signs.

By noting that if $f(t)$ is a nonconstant completely monotonic function over $[0, \infty)$, then $|f(t)|,\left|f^{\prime}(t)\right|,\left|f^{\prime \prime}(t)\right|, \cdots$ are strictly decreasing in the interval $(0, t), t>0$, we have the following result (see Pólya and Szegö [10, Prob. 140, p. 33]):

Lemma 1. If $f(t)$ is a nonconstant completely monotonic function over $[0, \infty)$, then $f(t)$ is enveloped in the strict sense by its Maclaurin series for $0<t<\infty$.

These results are, for the present, all we shall need.
3. The ratio of two gamma functions can be defined by the following integral representation (see [8, p. 118]):

$$
\begin{equation*}
\frac{\Gamma(x+a)}{\Gamma(x+b)}=\frac{1}{\Gamma(b-a)} \int_{0}^{\infty} e^{-x t} e^{-a t}\left(1-e^{-t}\right)^{b-a-1} d t, \quad x+a>0, \quad b-a>0 . \tag{3.1}
\end{equation*}
$$

The variable $x$ will be assumed to be large and positive. The case of large negative $x$ can be reduced to the above form by using the relationship $\Gamma(x) \Gamma(1-x)=\pi / \sin \pi x$. To consider a one parameter family of asymptotic expansions of the left-hand side of (3.1), let $c$ be an arbitrary constant and rewrite (3.1) as

$$
\begin{equation*}
\frac{\Gamma(x+a)}{\Gamma(x+b)}=\frac{1}{\Gamma(b-a)} \int_{0}^{\infty} e^{-t(x+c)} t^{-(a-b+1)} G^{[c]}(t) d t, \quad x+a>0, \quad b-a>0 \tag{3.2}
\end{equation*}
$$

where

$$
\begin{align*}
G^{[c]}(t) & =e^{t(c-b+1)}\left(\frac{t}{e^{t}-1}\right)^{a-b+1} \\
& =\sum_{j=0}^{\infty} \frac{t^{j}}{j!} B_{j}^{(a-b+1)}(c-b+1), \quad|t|<2 \pi \tag{3.3}
\end{align*}
$$

from (1.2). Using (3.3) and Watson's lemma in (3.2), and then employing the method of extraction of the singular part to remove the restriction on $a$ and $b$ (see [8, p. 119]), we obtain

$$
\begin{align*}
\frac{\Gamma(x+a)}{\Gamma(x+b)}=\sum_{j=0}^{m-1} & \frac{\Gamma(b-a+j)}{\Gamma(b-a) j!} B_{j}^{(a-b+1)}(c-b+1)(x+c)^{a-b-j} \\
& +R_{m}^{[c]}(a, b ; x), \quad x+\min \{a, c\}>0 \tag{3.4}
\end{align*}
$$

where

$$
\begin{equation*}
R_{m}^{[c]}(a, b ; x)=O\left((x+c)^{a-b-m}\right), \quad x \rightarrow \infty, \tag{3.5}
\end{equation*}
$$

for all $m \geqq 1$. With the relationship

$$
\begin{equation*}
B_{j}^{(\sigma)}(\sigma-d)=(-1)^{j} B_{j}^{(\sigma)}(d), \tag{3.6}
\end{equation*}
$$

we note that (3.4) becomes a real version of the Tricomi-Erdélyi expansion (1.1) for $c=0$, and that it becomes a real version of Fields' expansion (1.3) for $c=(a+b-1) / 2$.

To close this section, we mention two special cases of (3.4). If $a-b+1=m$, where $m$ is a positive integer, then $R_{m}^{[c]}(a, b ; x)$ is zero and (3.4) is exact. Also if $a-b=-p$, $p$ a positive integer, and $|x+c|>|b-c+1|$, then with $m \rightarrow \infty$ the series in (3.4) is convergent and sums to $\{(x+a)(x+a+1) \cdots(x+a+p-1)\}^{-1}$.
4. In this section we obtain the main result of this paper - a proof of Luke's assertion about Fields' expansion. First assume that $|b-a|$ is not a nonnegative integer; for this case see the remarks at the end of the previous section. By using the functional relation $x \Gamma(x)=\Gamma(x+1)$ for the gamma function, as Luke noted, it is always possible to reduce consideration of $\Gamma(x+a) / \Gamma(x+b)$ to the case where $0<a-b+1<1$. Putting $c=(a+b-1) / 2$ in (3.2) and (3.3) yields

$$
\begin{align*}
\frac{\Gamma(x+a)}{\Gamma(x+b)}=\frac{1}{\Gamma(b-a)} \int_{0}^{\infty} e^{-t(x+(a+b-1) / 2)} t^{-(a-b+1)} G^{[(a+b-1) / 2]}(t) d t, & x+a>0  \tag{4.1}\\
& 0<a-b+1<1
\end{align*}
$$

where

$$
\begin{align*}
G^{[(a+b-1) / 2]}(t) & =e^{t((a-b+1) / 2)}\left(\frac{t}{e^{t}-1}\right)^{a-b+1} \\
& =\left(\frac{\sinh t / 2}{t / 2}\right)^{-(a-b+1)} . \tag{4.2}
\end{align*}
$$

Substituting the Maclaurin series of $G^{[(a+b-1) / 2]}(t)$ into (4.1), requiring $x+$ $\min \{a,(a+b-1) / 2\}>0$ and using Watson's lemma then gives Fields' expansion (1.3). We now need the following result.

Lemma 2. The function $h(t)=(\sinh \sqrt{t} / \sqrt{t})^{-\alpha}$ is completely monotonic over $[0, \infty)$ for $\alpha>0$.

Proof. Recall the well-known infinite product expansion of $\sin z / z$, valid for all complex $z$ (see [11, p. 114]):

$$
\begin{equation*}
\frac{\sin z}{z}=\prod_{n=1}^{\infty}\left(1-\frac{z^{2}}{n^{2} \pi^{2}}\right) \tag{4.3}
\end{equation*}
$$

Put $z=i \sqrt{t}, 0 \leqq t<\infty$, in (4.3) to obtain

$$
\begin{equation*}
\frac{\sinh \sqrt{t}}{\sqrt{t}}=\prod_{n=1}^{\infty}\left(1+\frac{t}{n^{2} \pi^{2}}\right) \tag{4.4}
\end{equation*}
$$

Since $0 \leqq t<\infty$ the product in (4.4) is strictly positive, and consequently

$$
\begin{equation*}
h(t)=\left(\frac{\sinh \sqrt{t}}{\sqrt{t}}\right)^{-\alpha}=\prod_{n=1}^{\infty}\left(1+\frac{t}{n^{2} \pi^{2}}\right)^{-\alpha}, \quad 0 \leqq t<\infty . \tag{4.5}
\end{equation*}
$$

It is easy to show that $h(t)$ may be differentiated to yield

$$
\begin{equation*}
h^{\prime}(t)=-\alpha h(t) \sum_{n=1}^{\infty} \frac{1}{t+n^{2} \pi^{2}}, \quad 0 \leqq t<\infty . \tag{4.6}
\end{equation*}
$$

Now the sum in (4.6) defines a function $g(t)$ which is completely monotonic over $[0, \infty)$;

$$
\begin{equation*}
g(t)=\sum_{n=1}^{\infty} \frac{1}{t+n^{2} \pi^{2}} \tag{4.7}
\end{equation*}
$$

and so $(-1)^{k} g^{(k)}(t) \geqq 0, k=0,1,2, \cdots, 0 \leqq t<\infty$.
To prove that $h(t)$ is completely monotonic, we proceed by induction. From (4.5) and (4.6), $(-1)^{k} h^{(k)} \geqq 0$ for $k=0$ and $k=1$. Now suppose that $(-1)^{k} h^{(k)}(t) \geqq 0$ for $k=0,1,2, \cdots, n$. By Leibniz's rule,

$$
\begin{align*}
h^{(n+1)}(t) & =(-\alpha h(t) g(t))^{(n)} \\
& =-\alpha \sum_{j=0}^{n}\binom{n}{j} h^{(j)}(t) g^{(n-j)}(t)  \tag{4.8}\\
& =-\alpha(-1)^{n} \sum_{j=0}^{n}\binom{n}{j}\left|h^{(j)}(t) g^{(n-j)}(t)\right|,
\end{align*}
$$

where we have used the inductive hypothesis and the complete monotonicity of $g(t)$. Equation (4.8) implies that $(-1)^{n+1} h^{(n+1)}(t) \geqq 0,0 \leqq t<\infty$, thus completing the proof.

Lemma 1 now implies that $h(t)$ is enveloped in the strict sense by its Maclaurin series for all $0<t<\infty$. Upon replacing $t$ by $t^{2}$ and noting that $0<t^{2}<\infty$, we see that the even function $h\left(t^{2}\right)=(\sinh t / t)^{-\alpha}$ is also strictly enveloped by its Maclaurin series for $0<t<\infty$. It now follows immediately from (4.2) that $G^{[(a+b-1) / 2]}(t)$ is strictly enveloped by its Maclaurin series when $0<a-b+1<1$. Consequently, (4.2), (1.2), (3.6) and (2.5) combine to give

$$
\begin{align*}
& G^{[\sigma]}(t)-\sum_{j=0}^{n} a_{j} t^{2 j}=\theta_{n}(t) a_{n+1} t^{2 n+2}, \\
& \sigma=\frac{a+b-1}{2}, \quad \rho=\frac{a-b+1}{2}, \quad a_{j}=\frac{B_{2 j}^{(2 \rho)}(\rho)}{(2 j)!}  \tag{4.9}\\
& 0<\theta_{n}(t)<1, \quad n=1,2,3, \cdots, \quad 0<t<\infty, \quad 0<a-b+1<1 .
\end{align*}
$$

Multiplying (4.9) by $e^{-t(x+\sigma)} t^{-2 \rho} / \Gamma(b-a)$, integrating from zero to infinity with respect to $t$ and using (4.1) then gives

$$
\begin{align*}
& \frac{\Gamma(x+a)}{\Gamma(x+b)}-\sum_{j=0}^{n} b_{j}(x+\sigma)^{a-b-2 j}=\frac{a_{n+1}}{\Gamma(b-a)} \int_{0}^{\infty} e^{-t(x+\sigma)} t^{2 n+2-2 \rho} \theta_{n}(t) d t,  \tag{4.10}\\
& b_{j}=\frac{\Gamma(b-a+2 j)}{\Gamma(b-a)} a_{j}, \quad x+\min \{a, \sigma\}>0, \quad n=1,2,3, \cdots, \quad 0<a-b+1<1 .
\end{align*}
$$

Denoting the left-hand side of (4.10) by $I_{n}$, we see that

$$
\begin{equation*}
\left|I_{n}\right|<\frac{\left|a_{n+1}\right|}{\Gamma(b-a)} \int_{0}^{\infty} e^{-t(x+\sigma)} t^{2 n+1+b-a} d t=\left|b_{n+1}\right|(x+\sigma)^{a-b-2 n-2} . \tag{4.11}
\end{equation*}
$$

Here we have used the fact that $\theta_{n}(t)$ is continuous on $(0, \infty)$. Thus, the asymptotic series $\sum_{j=0}^{\infty} b_{j}(x+\sigma)^{a-b-2 j}$ envelops $\Gamma(x+a) / \Gamma(x+b)$. Moreover, as

$$
\begin{align*}
\operatorname{Sign}\left(I_{n}\right) & =\operatorname{Sign}\left(\frac{a_{n+1}}{\Gamma(b-a)} \int_{0}^{\infty} e^{-t(x+\sigma)} t^{2 n+1+b-a} d t\right)  \tag{4.12}\\
& =\operatorname{Sign}\left(b_{n+1}(x+\sigma)^{a-b-2 n-2}\right)
\end{align*}
$$

it follows from Pólya and Szegö [10, Prob. 144, p. 33] that $\Gamma(x+a) / \Gamma(x+b)$ is enveloped in the strict sense by the given asymptotic series. This proves Luke's assertion about Fields' expansion.
5. We conclude by using the notion of complete monotonicity to establish error bounds for the one parameter family of asymptotic approximations obtained from (3.2). Write $G^{[c]}(t)$, given in (3.3), as

$$
\begin{equation*}
G^{[c]}(t)=\left(\frac{e^{((a-c) /(a-b+1)) t}-e^{((a-c) /(a-b+1)-1) t}}{t}\right)^{-(a-b+1)} \tag{5.1}
\end{equation*}
$$

We shall need the following result.
Lemma 3. The function $f(t)=e^{-c_{1} t}-e^{-c_{2} t} / t$ is completely monotonic over $[0, \infty)$ if $-c_{2}<-c_{1} \leqq 0$.

Proof. By straightforward calculation one finds

$$
\begin{equation*}
f^{(k)}(t)=\frac{(-1)^{k} k!}{t^{k+1}}\left\{r_{k}\left(c_{1} t\right)-r_{k}\left(c_{2} t\right)\right\} \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{k}(t)=e^{-t} \sum_{j=0}^{k} \frac{t^{j}}{j!} \tag{5.3}
\end{equation*}
$$

It is easily shown that $r_{k}(t)$ is strictly decreasing on $0<t<\infty$, and since $0 \leqq c_{1} t<c_{2} t$ it follows from (5.2) that $(-1)^{k} f^{(k)}(t) \geqq 0, k=0,1,2, \cdots, 0 \leqq t<\infty$. Consequently $f(t)$ is completely monotonic over $[0, \infty)$.

The case of interest to us is that of a completely monotonic function raised to a positive power (see (5.1)), so we assume $a-b+1<0$. To use Lemma 3 on $G^{[c]}(t)$ we must require $(a-c) /(a-b+1) \leqq 0$, or since $a-b+1<0, c \leqq a$. Under these assumptions (5.1) then represents a completely monotonic function raised to a positive power. If $-(a-b+1)$ is a positive integer and $c \leqq a$, then $G^{[c]}(t)$ is a completely monotonic function raised to a positive integer power and so is again completely monotonic. (The
product of completely monotonic functions is completely monotonic.) In this case, by Lemma $1, G^{[c]}(t)$ is strictly enveloped by its Maclaurin series for $0<t<\infty$, and proceeding as in § 4, we obtain

$$
\begin{align*}
& \frac{\Gamma(x+a)}{\Gamma(x+b)}-\sum_{j=0}^{n} \frac{\Gamma(b-a+j)}{\Gamma(b-a) j!} B_{j}^{(a-b+1)}(c-b+1)(x+c)^{a-b-j} \\
& =\theta_{n} \frac{\Gamma(b-a+n+1)}{\Gamma(b-a)(n+1)!} B_{n+1}^{(a-b+1)}(c-b+1)(x+c)^{a-b-n-1},  \tag{5.4}\\
& 0<\theta_{n}<1, \quad n=0,1,2, \cdots, \quad-(a-b+1)=p, p \text { a positive integer, } c \leqq a, x+c>0 \text {. }
\end{align*}
$$

We see from (5.4) that in this case the error made by truncating the expansion has the same sign and is numerically less than the first term neglected.

Suppose $-(a-b+1)$ is positive and not an integer. Lorch and Newman [5, p. 45] have shown that if $-(a-b+1)>1$, then $(f(t))^{-(a-b+1)}$ is monotonic of order 5 (at least) when $f(t)$ is completely monotonic. Coupling their result with (5.1) and Lemma 3 yields the following result:

$$
\begin{align*}
\frac{\Gamma(x+a)}{\Gamma(x+b)}-\sum_{j=0}^{n} & \frac{\Gamma(b-a+j)}{\Gamma(b-a) j!} B_{j}^{(a-b+1)}(c-b+1)(x+c)^{a-b-j} \\
& =\theta_{n} \frac{\Gamma(b-a+n+1)}{\Gamma(b-a)(n+1)!} B_{n+1}^{(a-b+1)}(c-b+1)(x+c)^{a-b-n-1},  \tag{5.5}\\
0<\theta_{n}<1, \quad n & =0,1,2,3, \quad-(a-b+1)>1, \quad c \leqq a, \quad x+c>0 .
\end{align*}
$$

Equation (5.5) implies that for the first four terms of the asymptotic approximation given there, the error has the same sign and is numerically less than the first term neglected. The above results, in certain parameter ranges of $a, b$ which can be obtained by using the functional equation for the gamma function, can be used to provide error bounds for the Tricomi-Erdélyi expansion (1.1) where $c=0$.

It is natural to ask if the function $G^{[c]}(t)$ in (5.1) is completely monotonic when $-(a-b+1)$ is positive, not an integer, and $c \leqq a$. It can be shown by using some further results on completely monotonic functions that there exist positive noninteger $-(a-b+$ $1)>1$ such that $G^{[c]}(t)$ is not completely monotonic over $[0, \infty)$. To determine the order of monotonicity of $G^{[c]}(t)$ for general $c \leqq a$ and $-(a-b+1)$ is a difficult question which, in view of the results in $\S 4$, will not be pursued here.

Finally we remark that the results in § 4 and this section can be used to provide some new inequalities for the ratio of two gamma functions, but we make no attempt here to compare them with previous work in this area.
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# ASYNCHRONOUS EXPONENTIAL GROWTH IN TRANSITION PROBABILITY MODELS OF THE CELL CYCLE* 
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#### Abstract

An analysis is given of the population dynamics of the transition probability model of the cell cycle. The model incorporates a probabilistic phase of indeterminate duration and a deterministic phase of constant duration. Individual cells increase in size according to a prescribed growth law. Sufficient conditions are established for the population to have the property of asynchronous exponential growth. The methods of proof use the theory of positive operators and semigroups of operators.
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1. Introduction. During recent years an effort has been made to give a mathematical description of the cell cycle and the kinetics of proliferating cell populations. There are many unanswered questions concerning the biological processes occurring between cell birth and cell division. It is recognized that passage through the cell cycle divides into several phases. Typically there is an interphase after cell birth $\left(G_{1}\right)$, a period of DNA synthesis $(S)$, a second interphase $\left(G_{2}\right)$ and a mitotic phase ( $M$ ). A variety of models have been proposed to explain when and why a cell progresses from one phase into the next. Some models require cells to spend a fixed period of time in one or more phases. Others require that cell size reach a critical value. Other models concern inherited properties of cell descendants. Still others involve random transitions. Some recent mathematical treatments of such processes in cell population models have been given by Diekmann et al. [3], [4], Gyllenberg [9], Gyllenberg and Heijmans [10], Hannsgen et al. [11], Hannsgen and Tyson [12], Heijmans [13], [14], Jagers [15], Kimmel et al. [18], Lasota and Mackey [19], Lebowitz and Rubinow [20], Rotenberg [22], [23], Tyson and Hannsgen [28], [29] and Webb [32], [33].

In this paper we will give a rigorous mathematical analysis of what is known as the transition probability model of the cell cycle. This model was introduced by Smith and Martin in [26]. General discussions of this model can be found in the article of Brooks [1] and Brooks et al. [2]. The main idea of this model is the decomposition of the cell generation cycle into two kinetic states, a probabilistic $A$-phase and a deterministic $B$-phase. New cells enter the $A$-phase, from which they exit by random to the $B$-phase. The $B$-phase has a fixed duration normalized to 1 . After passage through the $B$-phase a cell divides into two daughter cells of equal size, both of which enter the $A$-phase. The $A$-phase roughly corresponds to part of $\left(G_{1}\right)$, and the $B$-phase to the rest of the cycle.

In this paper our main objective will be to determine growth laws for individual cells and transition probabilities for passage from $A$-phase to $B$-phase which are compatible with the asynchronous exponential growth of the total cell population. Roughly speaking, anynchronous or balanced exponential growth means that the density $n(x, t)$ of the total cell population at time $t$ (with respect to some observed property $x$ of individual cells) is asymptotic to $e^{\lambda_{0} t} n_{0}(x)$, where $\lambda_{0}$ is the intrinsic

[^78]growth constant and $n_{0}(x)$ is the exponential steady state. The model we analyze has been discussed by Hannsgen et al. in [11]. In their paper they study the exponential steady state under general growth laws and transition probabilities. One of their conclusions is that no such exponential steady state exists if individual cells satisfy an exponential growth law. In [12] Hannsgen and Tyson show that if individual cells satisfy a linear growth law and the transition probability corresponds to a single random event, then an exponential steady state exists and the population converges to it in a weak sense. In [33] this convergence is shown to hold in a strong sense. In [6] this result is extended to a general growth law.

There are two essential elements in our model. The first is a growth function $g$ which describes completely the growth of individual cells. The size of individual cells (or of some cell component) increases with time. In both phases of the cell cycle individual cells obey the same growth law. We suppose the following hypothesis on $g$ :
(1.1) $\quad g$ is continuously differentiable on $[0, \infty)$, there exist constants $g$ and $\bar{g}$ such that $0<g \leqq g(x) \leqq \bar{g}$ for all $x \geqq 0$, and there exists a constant $\delta>0$ such that $2 g(x)-\bar{g}(2 x)>\delta$ for all $x \geqq 0$.

The assumption $2 g(x)-g(2 x)>\delta$ was made by Heijmans in [14] for an age-size structured model of cell populations. The weaker assumption $2 g(x)-g(2 x)>0$ was made by Diekmann et al. in [3] and [4] for a size structured model. Both assumptions rule out the exponential growth function $g(x)=k x$. The second essential element of our model is a cumulative probability distribution function $f$. The cell generation time $T$ of individual cells can be described as a random variable satisfying $\operatorname{Pr}\{T>t\}=$ $\int_{t}^{\infty} f(s) d s$. We suppose the following hypothesis on $f$ :
(1.2) $\quad f$ is a continuous function on $[0, \infty), f(s)=0$ for $0 \leqq s \leqq 1, f(s)>0$ for $s>$ $1, \int_{1}^{\infty} f(s) d s=1$, and there exist positive constants $M$ and $p$ such that $|f(s)| \leqq$ $M e^{-p s}, s \geqq 0$.

We define $M(t, x)$ as the size of a cell which at time units before had size $x . M(t, x)$ is the solution of the initial value problem

$$
\begin{equation*}
\frac{\partial}{\partial t} M(t, x)=g(M(t, x)), \quad M(0, x)=x \geqq 0 . \tag{1.3}
\end{equation*}
$$

$M(1,0)$ is the minimum division size (since 1 unit of time must be spent in the $B$-phase), $\frac{1}{2} M(1,0)$ is the minimum birth size, $\frac{1}{2} M\left(1, \frac{1}{2} M(1,0)\right)$ is the minimum birth size in the second generation, and so forth. We define $T(x, y)$ as the time required for a cell to grow from size $x$ to size $y$. In terms of $g$

$$
\begin{equation*}
T(x, y)=\int_{x}^{y} \frac{1}{g(u)} d u, \quad 0 \leqq x \leqq y . \tag{1.4}
\end{equation*}
$$

We define $m(t, x)$ as the size of a cell which grows in time units to size $x$. For $t<T(0, x)$, $m(t, x)$ is the backward solution of (1.3), which means that

$$
\begin{equation*}
\frac{\partial}{\partial t} m(t, x)=-g(m(t, x)), \quad m(0, x)=x \geqq 0 . \tag{1.5}
\end{equation*}
$$

We collect some basic properties of $M, m$ and $T$ :

$$
\begin{equation*}
y=M(t, x) \quad \text { iff } x=m(t, y) \quad \text { iff } t=T(x, y), \quad 0 \leqq x \leqq y, \quad 0 \leqq t \leqq T(0, y), \tag{1.6}
\end{equation*}
$$

$$
\begin{align*}
& M_{2}(t, x)=\frac{M_{1}(t, x)}{g(x)}=\frac{g(M(t, x))}{g(x)}, \quad x \geqq 0, \quad t \geqq 0,  \tag{1.7}\\
& m_{2}(t, x)=\frac{-m_{1}(t, x)}{g(x)}=\frac{g(m(t, x))}{g(x)}, \quad x \geqq 0, \quad 0 \leqq t \leqq T(0, x),  \tag{1.8}\\
& x-t \bar{g} \leqq m(t, x) \leqq x, \quad x \geqq 0, \quad 0 \leqq t \leqq T(0, x),  \tag{1.9}\\
& x \leqq M(t, x) \leqq x+t \bar{g}, \quad x \geqq 0, \quad t \geqq 0 . \tag{1.10}
\end{align*}
$$

Several interpretations of transition probability distribution functions $f$ are given in [11]. Take $f(t)=f_{A}(t-1), t \geqq 1, f(t)=0,0 \leqq t \leqq 1$. The two-transition probability model of Brooks et al. [2] has $f_{A}(t)=(p q /(q-p))\left(e^{-p t}-e^{-q t}\right), p, q>0, p \neq q$. Here $f_{A}$ is the convolution of two densities $f_{1}(t)=p e^{-p t}, f_{2}(t)=q e^{-q t}$, each corresponding to a single random transition. The Kendall model [17] has $f_{A}(t)=(p /(g-1)!)(p t)^{g-1} e^{-p t}$, $p>0, g \in \mathbf{N}$. This is the gamma distribution function. Cells divide as soon as a fixed number $g$ events have occurred. These events can happen independently in any order and all with the same constant probability per unit time. The Rahn model [21] has $f_{A}(t)=g p e^{-p t}\left(1-e^{-p t}\right)^{g-1}, p>0, g \in \mathbf{N}$. This is the Yule distribution function. The idea is the same as in the Kendall model except that the $g$ events have to occur in a specified order. We mention that the one-transition probability model of Smith and Martin $f_{A}(t)=p e^{-p t}, p>0$, is not included in our development, since (1.2) requires $f$ to be continuous. This case is treated in [6] and [33].

The derivation of our model is similar to the derivation in [11]. Let $\int_{x_{1}}^{x_{2}} n(x, t) d x$ be the rate at which cells divide with size between $x_{1}$ and $x_{2}$ at time $t$. Let $\int_{x_{1}}^{x_{1}} \tilde{n}(x, t) d x$ be the rate at which cells are born with size between $x_{1}$ and $x_{2}$ at time $t$. Fix $t>0$ and $x>M(1,0)$. We write a balance equation for the rate at which cells divide at time $t$ with size between $x$ and $x+\Delta x$. These cells were born $\sigma$ time units ago, that is, at time $t-\sigma$, where $\sigma>0$. They must have had a birth size which leads to a size between $x$ and $x+\Delta x$ at time $t$. Thus, they must have had a birth size between $m(\sigma, x)$ and $m(\sigma, x+\Delta x)$. Of those cells born between $t-\sigma-\Delta \sigma$ and $t-\sigma$ the probability that an individual cell has generation time between $\sigma$ and $\sigma+\Delta \sigma$ is $f(\sigma) \Delta \sigma$. Thus, the rate of dividing cells at time $t$ with size between $x$ and $x+\Delta x$ is

$$
\begin{aligned}
\int_{x}^{x+\Delta x} n(y, t) d y & =\int_{0}^{\infty} \int_{m(\sigma, x)}^{m(\sigma, x+\Delta x)} \tilde{n}(y, t-\sigma) d y f(\sigma) d \sigma \\
& =\int_{0}^{\infty} \int_{x}^{x+\Delta x} \tilde{n}(m(\sigma, u), t-\sigma) m_{2}(\sigma, u) d u f(\sigma) d \sigma .
\end{aligned}
$$

Divide by $\Delta x$ and let $\Delta x \rightarrow 0$ to obtain

$$
n(x, t)=\int_{0}^{\infty} \tilde{n}(m(\sigma, x), t-\sigma) m_{2}(\sigma, x) f(\sigma) d \sigma
$$

For a cell dividing with size $x$ at $\sigma$ time units after birth $\sigma$ satisfies $1=T(0, M(1,0)) \leqq$ $\sigma \leqq T(0, x)$. Consequently,

$$
n(x, t)=\int_{1}^{T(0, x)} \tilde{n}(m(\sigma, x), t-\sigma) m_{2}(\sigma, x) f(\sigma) d \sigma
$$

We must describe $\tilde{n}$ in terms of $n$. The number of newborn cells at time $t$ with size between $x$ and $x+\Delta x$ is exactly twice the number of dividing cells at time $t$ with size between $2 x$ and $2 x+2 \Delta x$. Thus,

$$
\int_{x}^{x+\Delta x} \tilde{n}(y, t) d y=2 \int_{2 x}^{2 x+2 \Delta x} n(y, t) d y=4 \int_{x}^{x+\Delta x} n(2 y, t) d y .
$$

Divide by $\Delta x$ and let $\Delta x \rightarrow 0$ to obtain $\tilde{n}(x, t)=4 n(2 x, t)$. We are thus led to the following functional equation for the density $n(x, t)$ :

$$
n(x, t)= \begin{cases}4 \int_{1}^{T(0, x)} n(2 m(\sigma, x), t-\sigma) m_{2}(\sigma, x) f(\sigma) d \sigma, & t \geqq 0, \quad x>M(1,0),  \tag{1.11}\\ 0, & t \geqq 0, \quad 0 \leqq x \leqq M(1,0), \\ \phi(x, t), & t<0, \quad x \geqq 0 .\end{cases}
$$

In (1.11) $\phi$ prescribes the distribution of dividing cells before time 0 .
In order to state our main result we introduce some notation. Let $0<\tau<p / 2 \bar{g}$. Define the Banach space $Y \equiv\left\{h \in C([0, \infty) ; \mathbf{R}): h(0)=0\right.$, and $\left.\lim _{x \rightarrow \infty} e^{\tau x} h(x)=0\right\}$ with norm $\|h\|_{Y} \equiv \sup _{x \equiv 0} e^{\tau x}|h(x)|$. Define the Banach space $X \equiv L^{1}((-\infty, 0] ; Y)$.

Proposition 1.1. There exists a unique real solution $\lambda_{0}$ of the equation $1=$ $2 \int_{1}^{\infty} e^{-\lambda_{0} s} f(s) d s$, there exists a unique solution $x^{*}$ of the equation $1=T\left(x^{*} / 2, x^{*}\right)$, and there exists a unique function $h_{0} \in Y$ satisfying the normalizing condition $1=\int_{x^{*}}^{\infty} h_{0}(x) d x$ and the integral equation

$$
h_{0}(x)= \begin{cases}4 \int_{1}^{T\left(x^{*} / 2, x\right)} e^{-\lambda_{0} s} h_{0}(2 m(s, x)) f(s) m_{2}(s, x) d s d x, & x \geqq x^{*}  \tag{1.12}\\ 0, & 0 \leqq x<x^{*}\end{cases}
$$

Let $\phi \in X$. There exists a unique solution of (1.11) satisfying $n(\cdot, t) \in Y$ for $t \geqq 0$. Further, there exists a constant $c(\phi)$ (depending on $\phi$ ) such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|e^{-\lambda_{0}{ }^{t}} n(\cdot, t)-c(\phi) h_{0}\right\|_{Y}=0 . \tag{1.13}
\end{equation*}
$$

The method of proof of Proposition 1.1 will employ the theory of semigroups of linear operators and the theory of positive operators. The application of these theories to the study of structured population dynamics has been developed by a number of authors. Our approach has been particularly influenced by Greiner [7], Diekmann et al. [3], [4] and Heijmans [13], [14]. We state the basic ideas we will use. Let $T(t), t \geqq 0$ be a strongly continuous semigroup of bounded linear operators in a Banach space $X$ and let $A$ be its infinitesimal generator. The spectral bound of $A$ is $s(A) \equiv$ $\sup \{\operatorname{Re} \lambda: \lambda \in \sigma(A)\}\left(\right.$ see [7]). The essential growth bound of $T(t), t \geqq 0$ is $\omega_{1}(A) \equiv$ $\lim _{t \rightarrow \infty}(1 / t) \log (\alpha[T(t)])$, where $\alpha$ is the Kuratowski measure of noncompactness (see [31]). Let $L$ be a positive bounded linear operator in a Banach lattice $X$ (see [25]). $L$ is nonsupporting if and only if for each $\phi \in X_{+}, \phi \neq 0, F \in X_{+}^{*}, F \neq 0$, there is an integer $n_{1}$ such that for $n \geqq n_{1},\left(F, L^{n} \phi\right)>0$ (see [14]). The following result is proved in [7] and [33].

Proposition 1.2. Let $T(t), t \geqq 0$ be a strongly continuous semigroup of positive bounded linear operators in the Banach lattice $X$. (1) If $\omega_{1}(A)<s(A)$, then $s(A) \in \operatorname{P\sigma }(A)$ and there exists $\phi \in X_{+}, \phi \neq 0$, such that $A \phi=s(A) \phi$. (2) If $\omega_{1}(A)<s(A)$ and $s(A)$ is a simple eigenvalue of $A$ (that is, $s(A)$ is a simple pole of $(\lambda I-A)^{-1}$ and $N(s(A) I-A)$ is one-dimensional), then $\lim _{t \rightarrow \infty} e^{-s(A) t} T(t)=P_{0}$, where $P_{0}$ is the projection of $X$ onto $N(s(A) I-A)$ given by $(1 / 2 \pi i) \int_{\Gamma}(\lambda I-A)^{-1} d \lambda(\Gamma$ is a positively oriented circle about $s(A)$ enclosing no other point of $\sigma(A))$.

The following result is proved in [24] (see also [14]).
Proposition 1.3. Let L be a positive nonsupporting bounded linear operator in the Banach lattice $X$ and let the spectral radius $r=r(L)$ be a pole of $(\lambda I-L)^{-1}$. (1) $r>0$ and $r$ is a simple eigenvalue of $L$. (2) There exists $\phi \in X_{+}, \phi \neq 0$, such that $L \phi=r \phi$ and
$\langle F, \phi\rangle>0$ for all $F \in X_{+}^{*}, F \neq 0$. (3) There exists $F \in X_{+}^{*}, F \neq 0$, such that $L^{*} F=r F$ and $\langle F, \phi\rangle>0$ for all $\phi \in X_{+}, \phi \neq 0$.
2. The semigroup of operators. We observe that $X$ and $Y$ are Banach lattices with the natural ordering. Define $G: X \rightarrow Y$ as follows: for $\phi \in X$

$$
(G \phi)(x)= \begin{cases}4 \int_{1}^{T(0, x)} \phi(-s)(2 m(s, x)) m_{2}(s, x) f(s) d s, & x>M(1,0)  \tag{2.1}\\ 0, & 0 \leqq x \leqq M(1,0)\end{cases}
$$

Proposition 2.1. $G$ is a bounded linear operator from $X$ to $Y$.
Proof. Let $\phi \in X$. Since $T(0, M(1,0))=1,(G \phi)(x)$ is a continuous function of $x$. Since $m(s, x) \geqq x-s \bar{g}$,

$$
\begin{aligned}
e^{\tau x}|(G \phi)(x)| & =e^{\tau x} 4 \int_{1}^{T(0, x)}|\phi(-s)(2 m(s, x))| e^{2 \tau m(s, x)} e^{-2 \tau m(s, x)} m_{2}(s, x) f(s) d s \\
& \leqq 4 M e^{-\tau x}(\bar{g} / \underline{g}) \int_{1}^{T(0, x)}\|\phi(-s)\|_{Y} e^{(2 \tau \bar{g}-p) s} d s \\
& \leqq 4 M e^{-\tau x}(\bar{g} / \underline{g})\|\phi\|_{X} .
\end{aligned}
$$

Thus, $\lim _{x \rightarrow \infty} e^{\tau x}|(G \phi)(x)|=0$ and $\left\|G_{\phi}\right\|_{Y} \leqq 4 M(\bar{g} / \underline{g})\|\phi\|_{X}$.
The problem (1.11) can be formulated as

$$
\begin{equation*}
n(t)=G n_{t}, \quad t \geqq 0, \quad n_{0}=\phi \tag{2.2}
\end{equation*}
$$

where $n:(-\infty, \infty) \rightarrow Y, n_{t} \in X, n_{t}(\theta)=n(t+\theta), \theta \leqq 0, \phi \in X$ and $n(x, t)=n(t)(x)$. The proof of the following proposition follows directly from the results in [30].

Proposition 2.2. For each $\phi \in X$ there exists a unique function $n:(-\infty, \infty) \rightarrow Y$ satisfying (2.2). If $\phi \in X_{+}$, then $n_{t} \in X_{+}$for all $t \geqq 0$. The solutions of (2.2) define a strongly continuous semigroup of bounded linear operators in $X$ by the formula $T(t) \phi=n_{t}$. The infinitesimal generator of $T(t), t \geqq 0$ is $A \phi=+\phi^{\prime}, D(A)=\{\phi \in X: \phi$ is locally absolutely continuous, $\phi^{\prime}(\theta)$ exists for almost all $\theta \leqq 0, \phi^{\prime} \in X$, and $\left.\phi(0)=G \phi\right\}$.

Proposition 2.3. The essential growth bound of $T(t), t \geqq 0$ satisfies $\omega_{1}(A) \leqq 0$.
Proof. By virtue of Proposition 2.4 in [33] it suffices to show that for $t$ sufficiently large there exists a representation $T(t)=U(t)+V(t)$, where $|U(t)| \leqq C$ for some constant $C$ independent of $t$ and $V(t)$ is compact. Let $\phi \in X$ and define $n_{j}:(-\infty, \infty) \rightarrow Y$, $j=1,2,3,4$, as follows:

$$
\begin{aligned}
& n_{1}(t)(x)=\left\{\begin{array}{lll}
4 \int_{t-T(0, x)}^{0} \phi(u)(2 m(t-u, x)) m_{2}(t-u, x) f(t-u) d u, & t \geqq 0, & x \geqq 0, \\
\phi(t)(x), & t<0, & x \geqq 0,
\end{array}\right. \\
& n_{2}(t)(x)= \begin{cases}4 \int_{0}^{t-1} n_{1}(u)(2 m(t-u, x)) m_{2}(t-u, x) f(t-u) d u, & t \geqq 1, \\
0 \geqq 0, \\
0, & t<1, \\
n_{3} \geqq 0,\end{cases} \\
& n_{3}(t)(x)= \begin{cases}16 \int_{-1}^{0} \int_{0}^{w+1} \phi(w)(2 m(u-w), 2 m(t-u, x)) m_{2}(u-w, 2 m(t-u, w)) \\
\cdot f(u-w) m_{2}(t-u, x) f(t-u) d u d w, & t \geqq 1, \\
0, & t<1, \\
0 \geqq 0,\end{cases}
\end{aligned}
$$

$n_{4}(t)(x)=\left\{\begin{array}{lll}16 \int_{0}^{t-2} \int_{w+1}^{t-1} n(w)(2 m(u-w), 2 m(t-u, x)) m_{2}(u-w, 2 m(t-u, x)) & \\ \cdot f(u-w) m_{2}(t-u, x) f(t-u) d u d w, & t \geqq 2, & x \geqq 0, \\ 0, & t<2, & x \geqq 0\end{array}\right.$
(all integrals are taken as 0 whenever the lower limit of integration exceeds the upper limit of integration). For $\phi \in X, t \geqq 0, x \geqq 0$,

$$
\begin{aligned}
n(t)(x)= & 4 \int_{t-T(0, x)}^{t-1} n(u)(2 m(t-u, x)) m_{2}(t-u, x) f(t-u) d u \\
= & n_{1}(t)(x)+4 \int_{0}^{t-1} n(u)(2 m(t-u, x)) m_{2}(t-u, x) f(t-u) d u \\
= & n_{1}(t)(x)+n_{2}(t)(x)+16 \int_{0}^{t-1} \int_{0}^{u-1} n(w)(2 m(u-w, 2 m(t-u, x))) \\
& \cdot m_{2}(u-w, 2 m(t-u, x)) f(u-w) d w m_{2}(t-u, x) f(t-u) d u \\
= & n_{1}(t)(x)+n_{2}(t)(x)+n_{3}(t)(x)+n_{4}(t)(x) .
\end{aligned}
$$

Define $(U(t) \phi)(\theta)(x)=\sum_{j=1}^{3} n_{j}(t+\theta)(x),(V(t) \phi)(\theta)(x)=n_{4}(t+\theta)(x)$.Then, $(U(t) \phi+$ $V(t) \phi)(\theta)(x)=n(t+\theta)(x)=(T(t) \phi)(\theta)(x)$.

Since $m(t+\theta-u, x) \geqq x-(t+\theta-u) \bar{g}$, there exists a constant $C$ independent of $t, \theta$ and $x$ such that

$$
\begin{aligned}
e^{\tau x}\left|n_{1}(t+\theta)(x)\right| & \leqq C e^{-\tau x} \int_{t+\theta-T(0, x)}^{0}\|\phi(u)\|_{Y} e^{2 r(t+\theta-u) \bar{g}} e^{-p(t+\theta-u)} d u \\
& \leqq C\|\phi\|_{X} e^{(2 \tau \bar{g}-p)(t+\theta)} .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\int_{-\infty}^{0} \sup _{x \geqq 0} e^{\tau \chi}\left|n_{1}(t+\theta)(x)\right| d \theta & \leqq \int_{-\infty}^{-t}\|\phi(t+\theta)\|_{Y} d \theta+C\|\phi\|_{X} \int_{-t}^{0} e^{(2 \tau \bar{s}-\rho)(t+\theta)} d \theta \\
& \leqq(1+C)\|\phi\|_{X} .
\end{aligned}
$$

Similarly, from (2.3) we see that there exists a constant $C$, which is changing, but is independent of $t, \theta$ and $x$, such that

$$
\begin{aligned}
e^{\tau x}\left|n_{2}(t+\theta)(x)\right| & \leqq C e^{\tau x} \int_{0}^{t+\theta-1}\left|n_{1}(u)(2 m(t+\theta-u, x))\right| e^{-p(t+\theta-u)} d u \\
& \leqq C e^{\tau x} \int_{0}^{t+\theta-1} e^{-2 \tau m(t+\theta-u, x)}\|\phi\|_{X} e^{(2 \tau \bar{g}-p) u} e^{-p(t+\theta-u)} d u \\
& \leqq C\|\phi\|_{X} e^{-\tau x} e^{(2 \tau \bar{g}-p)(t+\theta)}(t+\theta-1) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\int_{-\infty}^{0} \sup _{x \geqq 0} e^{\tau x}\left|n_{2}(t+\theta)(x)\right| d \theta & \leqq C\|\phi\|_{X} \int_{1-t}^{0} e^{(2 \tau \bar{g}-p)(t+\theta)}(t+\theta-1) d \theta \\
& \leqq C\|\phi\|_{X} .
\end{aligned}
$$

Since $2 m(u-w, 2 m(t+\theta-u, x)) \geqq m(u-w, 2 m(t+\theta-u, x)) \geqq 2 x+(w+u-2(t+\theta)) \bar{g}$,

$$
\begin{aligned}
e^{\tau x}\left|n_{3}(t+\theta)(x)\right| & \leqq C e^{\tau x} \int_{-1}^{0} \int_{0}^{w+1}\|\phi(w)\|_{Y} e^{-2 \tau x} e^{-\tau(w+u-2(t+\theta)) \bar{s}} e^{-p(t+\theta-w)} d u d w \\
& \leqq C e^{-\tau x}\|\phi\|_{X} e^{(2 \tau \bar{g}-p)(t+\theta)}
\end{aligned}
$$

Consequently,

$$
\int_{-\infty}^{0} \sup _{x \leqq 0} e^{\tau x}\left|n_{3}(t+\theta)(x)\right| d \theta \leqq C\|\phi\|_{X} .
$$

Thus, $|U(t)| \leqq C$, where $C$ is a constant independent of $t$.
It remains to show that for $t>2, V(t)$ is compact from $X$ to $X$. Let $M$ be a bounded set in $X$. We substitute $v=2 m(u-w, 2 m(t-u, x))$ in the integral which defines $\quad n_{4}(t)(x)$. Since $\partial v / \partial u=2 g(m(u-w, 2 m(t-u, x)))[-1+2 g(m(t-u, x)) /$ $g(2 m(t-u, x))]$ and $2 g(y)-g(2 y)>\delta>0$ for all $y \geqq 0$, we have $\partial v / \partial u \geqq 2 \delta g / \bar{g}>0$. Define $u=g(v, t, x)$ if and only if $v=2 m(u-w, 2 m(t-u, x))$ and observe that $\partial q / \partial v \leqq$ $\bar{g} / 2 \delta \underline{g}$. Thus, for $\theta \geqq 2-t, x \geqq 0$

$$
(V(t) \phi)(\theta)(x)=16 \int_{0}^{t+\theta-2} \int_{r(x, w, t+\theta)}^{s(x, w, t+\theta)} n(w)(v) z(v, w, t+\theta, x) d v d w
$$

where $s(x, w, t+\theta)=2 m(t+\theta-w-1,2 m(1, x)), r(x, w, t+\theta)=2 m(1,2 m(t-w-1, x))$ and

$$
\begin{aligned}
z(v, w, t+\theta, x)= & m_{2}(q(v, t+\theta, x)-w, 2 m(t+\theta-q(v, t+\theta, x), x)) f(q(v, t+\theta, x)-w) \\
& \cdot m_{2}(t+\theta-q(v, t+\theta, x), x) f(t+\theta-q(v, t+\theta, x)) \partial q(v, t+\theta, x) / \partial v .
\end{aligned}
$$

Since $|n(w)(v)| \leqq e^{-\tau v}\|n(w)\|_{Y}=e^{-\tau v}\left\|G n_{w}\right\|_{Y} \leqq e^{-\tau v}|G|\|T(w) \phi\|_{X},(V(t) \phi)(\theta)(x)$ is equicontinuous in $\theta$ for $\theta \in[2-t, 0]$ and in $x$ for $x$ in bounded intervals independently of $\phi \in M$. We need only show that $\lim _{x \rightarrow \infty} e^{\tau x}|(V(t) \phi)(\theta)(x)|=0$ uniformly for $\phi \in M$, $\theta \in[2-t, 0]$. Since $r(x, w, t+\theta) \geqq 4\left(x-\left(t+\theta-w-\frac{1}{2}\right) \bar{g}\right)$,

$$
\begin{aligned}
e^{\tau x}|(V(t) \phi)(\theta)(x)| & \leqq C e^{\tau x} \int_{0}^{t+\theta-2} \int_{r(x, w, t+\theta)}^{s(x, w, t+\theta)} e^{-\tau v} e^{-p(t+\theta-w)} d v d w \\
& \leqq C e^{\tau x} e^{-p(t+\theta)} \int_{0}^{t+\theta-2} e^{-\tau r(x, w, t+\theta)} e^{p w} d w \\
& \leqq C e^{-3 \tau x}
\end{aligned}
$$

where $C$ is independent of $\phi \in M, \theta \in[2-t, 0]$ and $x \geqq 0$.
3. Spectral properties of the infinitesimal generator. Let $\lambda=\lambda_{0}$ be the unique real root of the equation $1=2 \int_{1}^{\infty} e^{-\lambda s} f(s) d s$. Notice that $\lambda_{0}$ is positive. We will establish that $s(A)=\lambda_{0}$ is a simple eigenvalue of $A$. For $\lambda>2 \tau \bar{g}-p$ and $h \in Y$ define $L_{\lambda} h$ by

$$
\left(L_{\lambda} h\right)(x)= \begin{cases}4 \int_{1}^{T(0, x)} e^{-\lambda s} h(2 m(s, x)) m_{2}(s, x) f(s) d s, & x>M(1,0)  \tag{3.1}\\ 0, & 0 \leqq x \leqq M(1,0)\end{cases}
$$

Proposition 3.1. Let $\lambda>2 \tau \bar{g}-p$. (1) $L_{\lambda}$ is a positive compact operator from $Y$ to $Y$. (2) $\lambda \in P_{\sigma}(A)$ and $A \phi=\lambda \phi, \phi \neq 0$, if and only if there exists $h \in Y, h \neq 0$ such that $\phi(\theta)=e^{\lambda \theta} h$ and $L_{\lambda} h=h$.

Proof. Obviously $L_{\lambda}$ is positive. To prove $L_{\lambda}$ is compact let $M$ be a bounded subset of $Y$. The substitution $\sigma=2 m(s, x)$ in (3.1) yields

$$
\begin{equation*}
\left(L_{\lambda} h\right)(x)=\frac{2}{g(x)} \int_{0}^{2 m(1, x)} e^{-\lambda T(\sigma / 2, x)} h(\sigma) f\left(T\left(\frac{\sigma}{2}, x\right)\right) d \sigma . \tag{3.2}
\end{equation*}
$$

From (3.2) we see that $\left(L_{\lambda} h\right)(x)$ is equicontinuous in $x$ for bounded intervals of $x$ and for $h$ in $M$. From (3.1),

$$
\begin{aligned}
e^{\tau x}\left|\left(L_{\lambda} h\right)(x)\right| & \leqq C e^{\tau x} \int_{1}^{T(0, x)} e^{-\lambda s}\|h\|_{Y} e^{-2 \tau m(s, x)} e^{-p s} d s \\
& \leqq C e^{-\tau x} \int_{1}^{T(0, x)} e^{-(\lambda+p-2 \tau \bar{\delta}) s} d s \leqq C e^{-\tau x}
\end{aligned}
$$

where $C$ is independent of $h \in M$ and $x \geqq M(1,0)$. Thus, $\lim _{x \rightarrow \infty} e^{\tau x}\left(L_{\lambda} h\right)(x)=0$ uniformly for $h \in M$. Hence, $L_{\lambda}$ is compact and (1) is proved.

To prove (2) observe by Proposition 2.2 that $A \phi=\lambda \phi$ if and only if $\phi^{\prime}=\lambda \phi$ and $\phi(0)=G \phi$ if and only if $\phi(\theta)=e^{\lambda \theta} \phi(0)$ and $\phi(0)=G\left(e^{\lambda \theta} \phi(0)\right)=L_{\lambda} \phi(0)$.

Proposition 3.2. Let $\gamma(x)=\frac{1}{2} M(1, x), x \geqq 0$. (1) $\gamma$ has a unique fixed point $y^{*}$ and $y^{*}>0$. (2) Let $x \geqq 0$ and define $y_{1}=\gamma(x), y_{n+1}=\gamma\left(y_{n}\right), n=1,2, \cdots$. If $0 \leqq x<y^{*}$, then $\left\{y_{n}\right\}$ increases to $y^{*}$, and if $y^{*}<x$, then $\left\{y_{n}\right\}$ decreases to $y^{*}$.

Proof. Our proof follows [14, Lemma 6.5]. Observe that $\gamma^{\prime}(x)=\frac{1}{2}(g(2 \gamma(x)) / g(x))$. Since $2 g(x)-g(2 x)>0$, we have that $\gamma^{\prime}(y)<1$ for any fixed point $y$ of $\gamma$. Hence, $\gamma$ can have at most one fixed point. Since $y_{n+1} \leqq \frac{1}{2}\left(y_{n}+\bar{g}\right)$, the sequence $\left\{y_{n}\right\}$ is bounded. If $0 \leqq x<\gamma(x)$, then $\left\{y_{n}\right\}$ is increasing to a fixed point of $\gamma$. If $x>\gamma(x)$, then $\left\{y_{n}\right\}$ decreases to a fixed point of $\gamma$. The claims (1) and (2) now follow immediately.

Proposition 3.3. Let $\lambda>2 \tau \bar{g}-p$, let $x_{1}=\frac{1}{2} M(1,0), x_{n+1}=\gamma\left(x_{n}\right), n=1,2, \cdots$, and let $x^{*} \equiv \lim _{n \rightarrow \infty} 2 x_{n}=2 y^{*}$. (1) If $h \in Y$, then $\left(L_{\lambda}^{n} h\right)(x)=0$ for $0 \leqq x \leqq 2 x_{n}, n=$ $1,2, \cdots$. (2) If $h \in Y_{+}$such that $h\left(x_{0}\right)>0$ for some $x_{0}>x^{*}$ and $y_{1}=\frac{1}{2} M\left(1, x_{0} / 2\right)$, $y_{n+1}=\gamma\left(y_{n}\right), n=1,2, \cdots$, then $\left(L_{\lambda}^{n}(x)>0\right.$ for $2 y_{n} \leqq x<\infty, n=1,2, \cdots$.

Proof. By (3.1) $\left(L_{\lambda} h\right)(x)=0$ for $0 \leqq x \leqq 2 x_{1}$. By (3.2)

$$
\begin{equation*}
\left(L_{\lambda}^{2} h\right)(x)=\frac{2}{g(x)} \int_{0}^{2 m(1, x)} e^{-\lambda T(\sigma / 2, x)}\left(L_{\lambda} h\right)(\sigma) f\left(T\left(\frac{\sigma}{2}, x\right)\right) d \sigma \tag{3.3}
\end{equation*}
$$

Since $\left(L_{\lambda} h\right)(x)=0$ for $0 \leqq x \leqq 2 x_{1},\left(L_{\lambda}^{2} h\right)(x)=0$ for $2 m(1, x) \leqq 2 x_{1}$, that is, for $x \leqq$ $M\left(1, x_{1}\right)=2 x_{2}$. An induction argument proves (1) in the general case. By (3.2) ( $L_{\lambda} h$ ) $\cdot(x)>0$ for $2 m(1, x) \geqq x_{0}$, that is, for $x \geqq M\left(1, x_{0} / 2\right)=2 y_{1}$. By (3.3), $\left(L_{\lambda}^{2} h\right)(x)>0$ for $2 m(1, x) \geqq M\left(1, x_{0} / 2\right)$, that is, for $x \geqq M\left(1, \frac{1}{2} M\left(1, x_{0} / 2\right)\right)=2 y_{2}$. An induction argument proves (2) in the general case.

Define $Z=\left\{h \in C\left(\left[x^{*}, \infty\right) ; \mathbf{R}\right): h\left(x^{*}\right)=0\right.$ and $\left.\lim _{x \rightarrow \infty} e^{\tau x} h(x)=0\right\}$ with norm $\|h\|_{Z}=\sup _{x \geqq x^{*}} e^{\tau x}|h(x)|$. For $\lambda>2 \tau \bar{g}-p$ and $h \in Z$ define $K_{\lambda} h$ by

$$
\begin{equation*}
\left(K_{\lambda} h\right)(x)=\frac{2}{g(x)} \int_{x^{*}}^{2 m(1, x)} e^{-\lambda T(\sigma / 2, x)} h(\sigma) f\left(T\left(\frac{\sigma}{2}, x\right)\right) d \sigma, \quad x \geqq x^{*} \tag{3.4}
\end{equation*}
$$

Proposition 3.4. Let $\lambda>2 \tau \bar{g}-p$. (1) If $h \in Y$ such that $h(x)=0$ for $0 \leqq x \leqq x^{*}$, then $\left.\left(L_{\lambda} h\right)\right|_{\left.x^{*}, \infty\right)}=\left.K_{\lambda} h\right|_{\left[x^{*}, \infty\right)}$. (2) $K_{\lambda}$ is a compact positive nonsupporting operator from $Z$ to $Z$. (3) The spectral radius $r\left(K_{\lambda}\right)$ of $K_{\lambda}$ is positive and is a pole of the resolvent of $K_{\lambda}$.

Proof. We have (1) from (3.2), (3.4), and the fact $2 m\left(1, x^{*}\right)=x^{*}$. That $K_{\lambda}$ is a compact positive operator from $Z$ to $Z$ then follows from Proposition 3.1 (1). To prove (2) it remains to show that $K_{\lambda}$ is nonsupporting. Let $h \in Z_{+}, h \neq 0, F \in F_{+}^{*}, F \neq 0$. There exists $x_{0}>x^{*}$ such that $h\left(x_{0}\right)>0$. Define $\left\{y_{n}\right\}$ as in (2) of Proposition 3.3 so that
$\left\{2 y_{n}\right\}$ decreases to $x^{*}$ and $\left(K_{\lambda}^{n} h\right)(x)>0$ for $x \geqq 2 y_{n}$. Let $0 \leqq q_{n}(x) \leqq 1$ such that $q_{n} \in Z$ and $q_{n}(x)=1$ for $a_{n} \equiv y_{n} \leqq x \leqq b_{n} \equiv 2 y_{n}+n$. Define $F_{n} \in Z_{+}^{*}$ by $\left\langle F_{n}, k\right\rangle=\left\langle F, k \cdot q_{n}\right\rangle, k \in Z$. For each $k \in Z,\left|\left\langle F_{n}-F, k\right\rangle\right|=\left|\left\langle F, k \cdot q_{n}-k\right\rangle\right| \leqq\|F\|_{Z^{*}}\left\|k \cdot q_{n}-k\right\|_{Z} \rightarrow 0$ as $n \rightarrow \infty$ (since $\left.k\left(x^{*}\right)=\lim _{x \rightarrow \infty} k(x)=0\right)$. Assume there exists a subsequence such that $\left\langle F, K_{\lambda}^{m_{n}} h\right\rangle=0$ for all $n$. Since $0 \leqq\left\langle F_{m_{n}}, K_{\lambda}^{m_{n}} h\right\rangle \leqq\left\langle F, K_{\lambda}^{m_{n}} h\right\rangle$, we have $\left\langle F_{m_{n}}, K_{\lambda}^{m_{n}} h\right\rangle=0$ for all $n$. For each $n$ there exists a nondecreasing function $f_{m_{n}}$ on [ $a_{m_{n}}, b_{m_{n}}$ ] such that $\left\langle F_{m_{n}}, k\right\rangle=$ $\int_{a_{m_{n}}}^{b_{m_{n}}} k(x) d f_{m_{n}}(x)$ for all $k \in Z$ (see [27, §6.1.4]). Since $\left(K_{\lambda}^{m_{n}} h\right)(x)>$ for $a_{m_{n}} \leqq x \leqq b_{m_{n}}$ and $\left\langle F_{m_{n}}, K_{\lambda}^{m_{n}} h\right\rangle=0$, we must have $f_{m_{n}} \equiv 0$ on $\left[a_{m_{n}}, b_{m_{n}}\right.$ ]. Then, $\langle F, k\rangle=$ $\lim _{n \rightarrow \infty}\left\langle F_{m_{n}}, k\right\rangle=0$ for all $k \in Z$, which is a contradiction. Thus, $K_{\lambda}$ is nonsupporting and (2) is proved. To show that $r\left(K_{\lambda}\right)>0$ let $h \in Z_{+}$such that $h \neq 0$. From (3.4)

$$
\begin{aligned}
\int_{x^{*}}^{\infty}\left(K_{\lambda} h\right)(x) d x & =\int_{x^{*}}^{\infty} \frac{2}{g(x)} \int_{x^{*}}^{2 m(1, x)} e^{-\lambda T(\sigma / 2, x)} h(\sigma) f\left(T\left(\frac{\sigma}{2}, x\right)\right) d \sigma d x \\
& =4 \int_{x^{*}}^{\infty} \int_{1}^{T\left(x^{*} / 2, x\right)} e^{-\lambda s} h(2 m(s, x)) f(s) m_{2}(s, x) d s d x \\
& =4 \int_{1}^{\infty} \int_{M\left(s, x^{*} / 2\right)}^{\infty} e^{-\lambda s} h(2 m(s, x)) f(s) m_{2}(s, x) d x d s \\
& =\left(2 \int_{1}^{\infty} e^{-\lambda s} f(s) d s\right) \int_{x^{*}}^{\infty} h(y) d y .
\end{aligned}
$$

If $\|h\|_{z}=1$, then

$$
\left(2 \int_{1}^{\infty} e^{-\lambda s} f(s) d s\right)^{n} \int_{x^{*}}^{\infty} h(y) d y=\int_{x^{*}}^{\infty}\left(K_{\lambda} h\right)^{n}(x) d x \leqq \frac{e^{-\tau x^{*}}}{\tau}\left|K_{\lambda}^{n}\right| .
$$

Consequently, $\lim _{n \rightarrow \infty}\left|K_{\lambda}^{n}\right|^{1 / n}=r\left(K_{\lambda}\right)>0$. Since $K_{\lambda}$ is compact, $r\left(K_{\lambda}\right)$ is a pole of the resolvent of $K_{\lambda}$ (see [16, p. 185]). Thus, (3) is proved.

Proposition 3.5. The spectral bound of $T(t), t \geqq 0$ satisfies $\omega_{1}(A)<s(A)=\lambda_{0}$.
Proof. By Propositions 1.3 (2) and 3.4 (2) there exists $h_{0} \in Z_{+}, h_{0} \neq 0$, such that $K_{\lambda_{0}} h_{0}=r\left(K_{\lambda_{0}}\right) h_{0}$. From (3.5)

$$
r\left(K_{\lambda_{0}}\right) \int_{x^{*}}^{\infty} h_{0}(x) d x=\left(2 \int_{1}^{\infty} e^{-\lambda_{0} s} f(s) d s\right) \int_{x^{*}}^{\infty} h_{0}(y) d y .
$$

Since $h_{0} \in Z_{+}, h_{0} \neq 0$, we have $r\left(K_{\lambda_{0}}\right)=1$. Define $h \in Y$ by $h(x)=0,0 \leqq x \leqq x^{*}, h(x)=$ $h_{0}(x), x>x^{*}$. By Proposition 3.4 (1), $L_{\lambda_{0}} h=h$. By Proposition 3.1 (2), $\lambda_{0} \in \operatorname{P\sigma }(A)$ and by Proposition $2.3 \omega_{1}(A) \leqq 0<\lambda_{0} \leqq s(A)$. By Proposition 1.2 (1) there exists $\phi \in X_{+}$, $\phi \neq 0$, such that $A \phi=s(A) \phi$. By Proposition $3.1(2), L_{s(A)} \phi(0)=\phi(0)$, where $\phi(0) \in$ $Y_{+}, \phi(0) \neq 0$. A calculation similar to (3.5) now shows that $2 \int_{1}^{\infty} e^{-s(A) r} f(r) d r=1$, which means $s(A)=\lambda_{0}$.

Proposition 3.6. The spectral bound $s(A)=\lambda_{0}$ is a simple eigenvalue of $A$.
Proof. By Proposition 3.1 (2), $\phi \in N\left(\lambda_{0} I-A\right), \phi \neq 0$, if and only if $\phi(\theta)=e^{\lambda_{0} \theta} h$, $h \neq 0$, and $L_{\lambda_{0}} h=h$. By Proposition $3.3 h(x)=0$ for $0 \leqq x \leqq x^{*}$ and $h(x)>0$ for $x>x^{*}$. By Proposition 3.4 (1) $\left.K_{\lambda_{0}}\right|_{\left[x^{*}, \infty\right)}=\left.h\right|_{\left[x^{*}, \infty\right)}$. Since $r\left(K_{\lambda_{0}}\right)=1$, Proposition 1.3 (1) yields that $N\left(I-K_{\lambda_{0}}\right)$ is one-dimensional. Thus, $N\left(\lambda_{0} I-A\right)$ is one-dimensional. To prove that $\lambda_{0}$ is a simple eigenvalue it suffices to show that if $\phi \in X$ such that $\left(\lambda_{0} I-A\right)^{2} \phi=0$, then $\left(\lambda_{0} I-A\right) \phi=0$. Assume $\psi \equiv\left(\lambda_{0} I-A\right) \phi \neq 0$ and $\left(\lambda_{0} I-A\right)^{2} \phi=0$. Since $\psi \in$ $N\left(\lambda_{0} I-A\right)$, the argument above shows that $\psi(\theta)=e^{\lambda_{0} \theta} h$, where $h(x)=0$ for $0 \leqq x \leqq x^{*}$ and $h(x)>0$ for $x>x^{*}$. Since $\left(\lambda_{0} I-A\right) \phi=\psi$, we have that $\phi(\theta)=e^{\lambda_{0} \theta} \phi(0)-\theta e^{\lambda_{0} \theta} h$.

Since $\quad \phi \in D(A), \quad \phi(0)=G \phi=G\left(e^{\lambda_{0} \theta} \phi(0)\right)-G\left(\theta e^{\lambda_{0} \theta} h\right)=L_{\lambda_{0}} \phi(0)+k, \quad$ where $\quad k=$ $-G\left(\theta e^{\lambda_{0} \theta} h\right)$. From (2.1)

$$
\begin{aligned}
k(x) & =4 \int_{1}^{T(0, x)} s e^{-\lambda_{0} s} h(2 m(s, x)) m_{2}(s, x) f(s) d s \\
& =\frac{2}{g(x)} \int_{x^{*}}^{2 m(1, x)} T\left(\frac{\sigma}{2}, x\right) e^{-\lambda_{0} T(\sigma / 2, x)} h(\sigma) f\left(T\left(\frac{\sigma}{2}, x\right)\right) d \sigma .
\end{aligned}
$$

Thus, $k(x)=0$ for $0 \leqq x \leqq x^{*}, \quad\left(L_{\lambda_{0}}^{n} k\right)(x)=0$ for $0 \leqq x \leqq x^{*}, n=1,2, \cdots$, and $\left.k\right|_{\left[x^{*}, \infty\right)} \in Z_{+},\left.k\right|_{\left[x^{*}, \infty\right)} \neq 0$. Observe that $\phi(0)=L_{\lambda_{0}}^{n} \phi(0)+\sum_{j=0}^{n-1} L_{\lambda_{0}}^{j} k, n=1,2, \cdots$. By Proposition 3.3 (1), $\lim _{n \rightarrow \infty}\left(L_{\lambda_{0}}^{n} \phi(0)\right)(x)=0$ for $0 \leqq x<x^{*}$. Thus, $\phi(0)(x)=0$ for $0 \leqq x \leqq x^{*}$. By Proposition 1.3 (3), there exists $F \in Z^{*}$ such that $K_{\lambda_{0}}^{*} F=F$ and $\langle F, l\rangle>0 \quad$ for $\quad$ all $\quad l \in Z_{+}, \quad l \neq 0$. Then, $\quad\left\langle F,\left.\phi(0)\right|_{\left[x^{*}, \infty\right)}\right\rangle=\left\langle F,\left.L_{\lambda_{0}} \phi(0)\right|_{\left[x^{*}, \infty\right)}+\right.$ $\left.\left.k\right|_{\left[x^{*}, \infty\right)}\right\rangle=\left\langle K_{\lambda_{0}}^{*} F,\left.\phi(0)\right|_{\left[x^{*}, \infty\right)}\right\rangle+\left\langle F,\left.k\right|_{\left[x^{*}, \infty\right)}\right\rangle=\left\langle F,\left.\phi(0)\right|_{\left[x^{*}, \infty\right)}\right\rangle+\left\langle F,\left.k\right|_{\left[x^{*}, \infty\right)}\right\rangle . \quad$ Consequently, $\left\langle F,\left.k\right|_{\left[x^{*}, \infty\right)}\right\rangle=0$, which is a contradiction.

Proof of Proposition 1.1. The proof follows immediately from the preceding propositions. Let $h \in Z_{+}$such that $K_{\lambda_{0}} h=h$ and $\int_{x^{*}}^{\infty} h(x) d x=1$. Since $N\left(I-K_{\lambda_{0}}\right)$ is onedimensional, such an $h$ is uniquely determined. Let $h_{0}(x)=0$ for $0 \leqq x \leqq x^{*}, h_{0}(x)=h(x)$ for $x>x^{*}$ and $h_{0}$ is the unique solution of (1.12). For $\phi \in X,\left(P_{0} \phi\right)(\theta)=c(\phi) e^{\lambda_{0} \theta} h_{0}$, where $c(\phi)$ is a constant depending only on $\phi$. Thus, $G P_{0} \phi=c(\phi) G\left(e^{\lambda_{0} \theta} h_{0}\right)=$ $c(\phi) L_{\lambda_{0}} h_{0}=c(\phi) h_{0}$. Proposition 1.2 then implies (1.13), since $\lim _{t \rightarrow \infty} \| e^{-\lambda_{0} t} n(t)-$ $c(\phi) h_{0}\left\|_{Y}=\lim _{t \rightarrow \infty}\right\| G\left(e^{-\lambda_{0} t} T(t) \phi-P_{0} \phi\right) \|_{Y}=0$.

Remark 3.1. The value of $c(\phi)$ in (1.12) can be determined in terms of $h_{0}$. Define $N(t)=\int_{0}^{\infty} n(t)(x) d x, t \in \mathbf{R}$, and $\Phi(t)=\int_{0}^{\infty} \phi(t)(x) d x, t<0$. Then

$$
N(t)= \begin{cases}\int_{M(1,0)}^{\infty} 4 \int_{1}^{T(0, x)} n(t-s)(2 m(s, x)) m_{2}(s, x) f(s) d s d x, & t \geqq 0 \\ \Phi(t), & t<0\end{cases}
$$

A calculation similar to (3.5) shows that $N(t)=2 \int_{1}^{\infty} N(t-s) f(s) d s, t \geqq 0$. If we define $\mathscr{G}: \mathscr{X} \equiv L^{1}((-\infty, 0] ; \mathbf{R}) \rightarrow \mathbf{R}$ by $\mathscr{G} \Phi=2 \int_{1}^{\infty} \Phi(-s) f(s) d s, \Phi \in \mathscr{X}$, then $N(t)=\mathscr{G} N_{t}, t \geqq 0$, and $N_{0}=\Phi$. As in [30] this functional equation yields a semigroup of operators in $\mathscr{X}$ by the formula $\mathscr{T}(t) \Phi=N_{t}$. The infinitesimal generator of $\mathscr{T}(t), t \geqq 0$ is $\mathscr{A} \Phi=\Phi^{\prime}$, $D(\mathscr{A})=\left\{\Phi \in X: \Phi^{\prime} \in X\right.$ and $\left.\Phi(0)=\mathscr{G} \Phi\right\}$. For $t>1$
$(\mathscr{T}(t) \Phi)(\theta)= \begin{cases}2 \int_{-\infty}^{0} \Phi(u) f(t+\theta-u) d u+2 \int_{0}^{t+\theta-1} N(u) f(t+\theta-u) d u, & 1-t \leqq \theta \leqq 0, \\ 2 \int_{-\infty}^{t+\theta-1} \Phi(u) f(t+\theta-u) d u, & -t \leqq \theta \leqq 0, \\ \Phi(t+\theta), & \theta<-t .\end{cases}$
An argument similar to Proposition 2.3 shows that $\omega_{1}(\mathscr{A}) \leqq 0$. Further, $\lambda \in \operatorname{P\sigma }(\mathscr{A})$, $\lambda>0$, if and only if $\lambda$ satisfies the characteristic equation $1=2 \int_{1}^{\infty} e^{-\lambda s} f(s) d s$. If $\lambda_{0}$ is the unique real root of the characteristic equation, then $\lim _{t \rightarrow \infty} e^{-\lambda_{0} t} \mathscr{T}(t) \Phi=\mathscr{P}_{0} \Phi$, where $\mathscr{P}_{0}=(1 / 2 \pi i) \int_{\Gamma}(\lambda I-\mathscr{A})^{-1} d \lambda$. For $\lambda>0, \lambda \notin \operatorname{P\sigma }(\mathscr{A}),(\lambda I-\mathscr{A})^{-1} \Phi=\Psi$ if and only if $\Psi(\theta)=e^{\lambda \theta} \Psi(0)+\chi(\theta)$, where $\chi(\theta)=\int_{\theta}^{0} e^{\lambda(\theta-s)} \Phi(s) d s$ and $\Psi(0)=\mathscr{G} \Psi$. Thus,

$$
\left((\lambda I-\mathscr{A})^{-1} \Phi\right)(\theta)=\frac{e^{\lambda \theta} \mathscr{G} \chi}{1-2 \int_{1}^{\infty} e^{-\lambda s} f(s) d s}+\chi(\theta) .
$$

## By the Residue Theorem

$$
\left(\mathscr{P}_{0} \Phi\right)(\theta)=\frac{2 e^{\lambda_{0} \theta} \int_{1}^{\infty} \int_{-s}^{0} e^{-\lambda_{0}(s+r)} \Phi(r) d r f(s) d s}{2 \int_{1}^{\infty} s e^{-\lambda_{0} s} f(s) d s}
$$

By (1.13)

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \int_{0}^{\infty} e^{-\lambda_{0} t} n(t)(x) d x & =c(\phi) \int_{0}^{\infty} G\left(e^{\lambda_{0} \theta} h\right)(x) d x \\
& =\lim _{t \rightarrow \infty} e^{-\lambda_{0} t} N(t) \\
& =\mathscr{G} P_{0} \Phi .
\end{aligned}
$$

Thus, $c(\phi)=\mathscr{G} \mathscr{P}_{0} \Phi / \int_{0}^{\infty} G\left(e^{\lambda_{0} \theta} h\right)(x) d x$. We observe that $\mathscr{G} \mathscr{P}_{0} \Phi$, the exponential steady state of the total population of dividing cells of all sizes, is independent of $g$, the growth law of individual cells.
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#### Abstract

Algorithms for determining the generating function and the predictor for some nonfull-rank multivariate stationary stochastic processes are obtained. In fact, it is shown that the well-known algorithms given by Wiener and Masani [Acta Math., 99 (1958), pp. 93-137] for the full-rank case are valid in certain nonfull-rank cases exactly in the same form.
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1. Introduction. One of the important problems in the prediction theory of multivariate stationary stochastic processes is to obtain some algorithm for determining the best linear predictor in terms of the past observations. Wiener and Masani [9], [10] solved this problem for the full-rank case, when the spectral density $f$ of the processes is bounded above and away from zero, in the sense that there exist positive numbers $c$ and $d$ such that

$$
\begin{equation*}
c \mathbf{I} \leqq \mathbf{f}(\theta) \leqq d \mathbf{I} . \tag{1.1}
\end{equation*}
$$

Masani [2] improved their work substantially showing that the same algorithm is valid if in lieu of (1.1) one assumes that
(i) $\mathbf{f} \in \mathbf{L}_{\infty}$;
(ii) $\mathbf{f}^{-1} \in \mathbf{L}_{1}$.

Several other authors proved the validity of the same algorithm under more general settings, cf. for example Salehi [8], Pourahmadi [6]. However, all these results are under the severe restriction of full-rank and there has been no extension of Wiener and Masani's algorithm beyond the full-rank case.

The purpose of this note is to show that the algorithm remains valid exactly in the same manner for the nonfull-rank processes which satisfy the following conditions:
(i) The range of $\mathbf{f}(\theta)$ is constant a.e. Lebesgue measure,
(ii) $\mathbf{f} \in \mathbf{L}_{\infty}$,
(iii) $\mathbf{f}^{\#} \in \mathbf{L}_{1}$,
where $\mathbf{A}^{*}$ stands for the generalized inverse (to be defined later) of the matrix $\mathbf{A}$. In the full-rank case these conditions clearly reduce to the conditions (1.2), and hence our result generalizes Masani's algorithm in [2].

Masani's assumption and approach rests on a characterization [2, Thm. 2.8], for full-rank minimal multivariate stationary stochastic processes. Our motivation and assumptions are based on a characterization of $J_{0}$-regularity (which we shall call "purely minimal") due to Makagon and Weron [1]. We will employ Wiener and Masani's algorithm to find the predictor of an associated full-rank process (to be clarified later), which is produced using the technique of Miamee and Salehi [5], and using this we will obtain our algorithm for the nonfull-rank process.

[^79]In § 2 we set down the necessary preliminaries. Section 3 is devoted to establishing our algorithm for determining the generating function and in $\S 4$ we will show the validity of Wiener and Masani's algorithm for the best linear predictor.
2. Preliminaries. In this section we set down notation and preliminaries. Most of these are standard and can be found in [4], [9] and [10]. Let $H$ be a complex Hilbert space and $q$ a positive integer. $H^{q}$ denotes the Cartesian product of $q$-copies of $H$, endowed with a Gramian structure as follows: For any two vectors $\mathbf{X}=\left(x^{1}, \cdots x^{q}\right)^{T}$ and $\mathbf{Y}=\left(y^{1}, \cdots, y^{q}\right)^{T}$, the superscript $T$ stands for the matrix transpose, in $H^{q}$ their Gramian matrix $(X, Y)$ is defined by

$$
(\mathbf{X}, \mathbf{Y})=\left[\left(x^{i}, x^{j}\right)\right]_{i, j=1}^{q} .
$$

It is easy to verify that it has the following properties:

$$
\begin{aligned}
&(\mathbf{X}, \mathbf{X}) \geqq 0, \\
&(\mathbf{X}, \mathbf{X})=\mathbf{0} \Leftrightarrow \mathbf{X}=\mathbf{0}, \\
&\left(\sum_{i=1}^{m} \mathbf{A}_{i} \mathbf{X}_{i}, \sum_{j=1}^{n} \mathbf{B}_{j} \mathbf{X}_{j}\right)=\sum_{i=1}^{m} \sum_{j=1}^{n} \mathbf{A}_{i}\left(\mathbf{X}_{i}, \mathbf{X}_{j}\right) \mathbf{B}_{j}^{*},
\end{aligned}
$$

where $\mathbf{X}, \mathbf{Y}, \mathbf{X}_{i}, \mathbf{Y}_{j}$ are in $H^{q}, \mathbf{A}_{i}, \mathbf{B}_{j}$ are constant $q \times q$ matrices, and $\mathbf{A} \geqq 0$ means $\mathbf{A}$ is a nonnegative definite matrix. We say that $\mathbf{X}$ is orthogonal to $\mathbf{Y}$ if $(\mathbf{X}, \mathbf{Y})=\mathbf{0}$. It is well known that $H^{q}$ is a Hilbert space with the inner product

$$
((\mathbf{X}, \mathbf{Y}))=\operatorname{trace}(\mathbf{X}, \mathbf{Y})
$$

A subset $\mathbf{M}$ of $H^{q}$ is called a subspace if it is closed and $\mathbf{A X}+\mathbf{B Y} \in \mathbf{M}$, whenever $\mathbf{X}$ and $\mathbf{Y}$ are in $\mathbf{M}, \mathbf{A}$ and $\mathbf{B}$ are $q \times q$ constant matrices. It is easy to see that $\mathbf{M}$ is a subspace if and only if $\mathbf{M}=M^{q}$ for some subspace $M$ of $H$. For any $\mathbf{X}$ in $H^{q},(\mathbf{X} \mid \mathbf{M})$ denotes the projection of $\mathbf{X}$ onto $\mathbf{M}$, and that is the vector whose $k$ th coordinate is ( $x^{k} \mid M$ ), which is the usual projection of $x^{k}$ onto the subspace $M$.

A bisequence $\mathbf{X}_{n}, n \in Z$, in $H^{q}$ is called a $q$-variate stationary stochastic process if the Gramian ( $\mathbf{X}_{m}, \mathbf{X}_{n}$ ) depends only on $m-n$.

It is well known that every $q$-variate stationary stochastic process $X_{n}$ has a nonnegative matrix valued measure $\mathbf{F}$ on $[0,2 \pi]$, called its spectral measure such that

$$
\left(\mathbf{X}_{m}, \mathbf{X}_{n}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i(m-n) \theta} d \mathbf{F}(\theta)
$$

f stands for the Radon-Nikodym derivative of the absolutely continuous (a.c.) part of $\mathbf{F}$ with respect to the normalized Lebesgue measure $d \theta$, and it is called the spectral density of the process.

To every stationary stochastic process $\mathbf{X}_{n}, n \in Z$ the following subspaces are attached:

$$
\begin{gathered}
\mathbf{M}(+\infty)=\overline{\mathrm{sp}}\left(\mathbf{X}_{n},-\infty<n<\infty\right), \text { i.e., the subspace of } H^{q} \text { generated by all } \mathbf{X}_{n}, n \in Z, \\
\\
\mathbf{M}(n)=\overline{\mathrm{sp}}\left(\mathbf{X}_{k},-\infty<k \leqq n\right), \\
\\
\mathbf{M}(-\infty)=\bigcap_{n} \mathbf{M}(n), \\
\\
\mathbf{M}^{\prime}(n)=\overline{\mathrm{sp}}\left(\mathbf{X}_{k}, k \neq n\right) .
\end{gathered}
$$

A $q$-variate stationary stochastic process is called
(a) Nondeterministic if $\mathbf{M}(+\infty) \neq \mathbf{M}(n)$ for some and hence all $n$ in $Z$;
(b) Purely nondeterministic if $\mathbf{M}(-\infty)=\mathbf{0}$;
(c) Minimal if $\mathbf{M}^{\prime}(n) \neq \mathbf{M}(+\infty)$ for some and hence all $n \in Z$;
(d) Purely minimal if $\cap_{n} \mathbf{M}^{\prime}(n)=0$.

If $\mathbf{X}_{n}$ is nondeterministic then $\mathbf{X}_{n} \notin \mathbf{M}(n-1)$ for all $n$, and hence it has a nonzero one-sided innovation process

$$
\mathbf{g}_{n}=\mathbf{X}_{n}-\left(\mathbf{X}_{n} \mid \mathbf{M}(n-1)\right) .
$$

If $\mathbf{X}_{n}$ is minimal then $\mathbf{X}_{n} \notin \mathbf{M}^{\prime}(n)$ for all $n$, and hence it has a nonzero two-sided innovation process

$$
\boldsymbol{\phi}_{n}=\mathbf{X}_{n}-\left(\mathbf{X}_{n} \mid \mathbf{M}^{\prime}(n)\right) .
$$

The corresponding one-sided and two-sided predictor error matrices are defined by

$$
\mathbf{G}=\left(\mathbf{g}_{0}, \mathbf{g}_{0}\right) \quad \text { and } \quad \mathbf{\Sigma}=\left(\boldsymbol{\phi}_{0}, \boldsymbol{\phi}_{0}\right),
$$

respectively. $\hat{\mathbf{X}}_{\nu}=\left(\mathbf{X}_{\nu} \mid \mathbf{M}(0)\right)$ is called the best linear predictor of lag $\nu$. Clearly $\mathbf{X}_{n}$ is nondeterministic if and only if $\mathbf{G} \neq \mathbf{0}$ and minimal if and only if $\mathbf{\Sigma} \neq \mathbf{0}$. A nondeterministic (purely nondeterministic) process $\mathbf{X}_{n}$ is said to be nondeterministic (purely nondeterministic), of full-rank if $\mathbf{G}$ is invertible. The process is called full-rank minimal if it is minimal and its two-sided predictor error matrix $\mathbf{\Sigma}$ is invertible.

It is useful to note that we have the following inclusions between these various classes of processes.

Proposition. The following inclusions are valid:
(a) Purely nondeterministic processes $\subseteq$ nondeterministic processes;
(b) Purely minimal processes $\subseteq$ minimal processes $\subseteq$ nondeterministic processes;
(c) Purely minimal processes $\subseteq$ purely nondeterministic processes.

Proof. (a) This is clear and well known. (b) If a process is purely minimal, then $\cap_{n} \mathbf{M}^{\prime}(n)=\mathbf{0}$ which clearly implies that $\mathbf{M}^{\prime}(n) \neq \mathbf{M}(-\infty)$ for some $n$, and hence the process must be minimal. This proves the first inclusion in (b). Now if a process is minimal then $\mathbf{M}^{\prime}(n) \neq \mathbf{M}(+\infty)$ for some $n$. Since $\mathbf{M}(n-1) \subseteq \mathbf{M}^{\prime}(n)$ we have $\mathbf{M}(n-1) \neq$ $\mathbf{M}(+\infty)$. That is, the process must be nondeterministic.(c) Since $\mathbf{M}(n-1) \subseteq \mathbf{M}^{\prime}(n)$ we have $\bigcap_{n} \mathbf{M}(n) \subseteq \cap_{n} \mathbf{M}^{\prime}(n)$, which then shows that purely minimality is stronger than being purely nondeterministic.

Remarks. (a) Considering the well-known characterization for minimal and that of purely nondeterministic univariate processes, one can see that neither of these two classes is a subset of the other one.
(b) All the inclusions stated in the above proposition are proper. This for the first inclusion in (b) is shown via the next example, and for the rest of them it is either well-known or can be easily verified.

Example. Let $Y_{n}$ be orthonormal and $Z$ any vector orthogonal to all $Y_{n}$ 's, and let $X_{n}=Y_{n}+Z$. Then
(i) $X_{n}$ is stationary, because $\left(X_{m}, X_{n}\right)=\delta_{m-n, 0}+(Z, Z)$ depends only on $m-n$.
(ii) $X_{n}$ is minimal, because otherwise $X_{0}$ must belong to $\overline{\mathrm{sp}}\left\{X_{k}: k \neq 0\right\}=M^{\prime}(0)$ and hence there exists a sequence $p_{n}$ of finite sums of the form

$$
p_{n}=\sum_{k \neq 0} a_{k}^{n} X_{k}=\sum_{k \neq 0} a_{k}^{n}\left(Y_{k}+Z\right)
$$

such that $X_{0}=\lim _{n \rightarrow \infty} p_{n}$. Now since

$$
p_{n}=\sum_{k \neq 0} a_{k}^{n} Y_{k}+\left(\sum_{k \neq 0} a_{k}^{n}\right) Z=Q_{n}+r_{n} Z \quad \text { and } \quad Q_{n} \perp r_{n} Z
$$

the convergence of $p_{n}$ implies the convergence of both sequences $Q_{n}$ and $r_{n}$ to some $Q$ and $r$, respectively. Taking limit on both sides of the last equation, we get

$$
X_{0}=Q+r Z
$$

which gives

$$
Y_{0}-Q=(r-1) Z, \quad Y_{0}-Q \perp(r-1) Z .
$$

We see that $Y_{0}-Q=0$ or $Y_{0}=Q$. But since each $Q_{n}$ is in $\overline{\mathrm{sp}}\left\{Y_{k}: k \neq 0\right\}$, we get $Y_{0} \in \overline{\mathrm{sp}}\left\{Y_{k}: k \neq 0\right\}$ which is impossible, because $Y_{n}$ is an orthonormal sequence.
(iii) $X_{n}$ is not purely minimal. In fact, its spectral distribution $F(\theta)=\theta+\delta_{0}$, where $\delta_{0}$ is the unit mass concentrated at 0 , is not a.c. A purely time domain proof of this fact may also be given. Q.E.D.

It is known that

$$
\mathbf{M}(n)=\sum_{k=0}^{\infty} \overline{s p}\left(\mathbf{g}_{n-k}\right)+\mathbf{M}(-\infty) .
$$

Consider $\mathbf{G}$ as a linear operator on $C^{q}$ to $C^{q}, C$ being the complex plane. Let $\mathbf{J}$ be the matrix of the projection on $C^{q}$ onto the range of $\mathbf{G}$, and we put $\left(\sqrt{\mathbf{G}}+\mathbf{J}^{\perp}\right)^{-1}=\mathbf{H}$. The normalized one-sided innovations are defined by $\mathbf{h}_{n}=\mathbf{H g}_{n}$. One can show that [4]

$$
\mathbf{X}_{n}=\sum_{k=0}^{\infty} \mathbf{A}_{k} \sqrt{\mathbf{G}} \mathbf{h}_{n-k}+\left(\mathbf{X}_{n} \mid \mathbf{M}(-\infty)\right) .
$$

Although $\mathbf{A}_{k}$ 's in this decomposition are not unique, the coefficients $\mathbf{A}_{k} \sqrt{\mathbf{G}}$ are in fact unique and this enables us to associate the following function to our process

$$
\boldsymbol{\Phi}\left(e^{i \theta}\right)=\sum_{k=0}^{\infty} \mathbf{A}_{k} \sqrt{\mathbf{G}} e^{i k \theta} ;
$$

this is called the generating function of the process.
We shall be concerned with the class $\mathbf{L}_{p}(1 \leqq p \leqq \infty)$ of all $q \times q$ matrix valued functions $\mathbf{g}$ on $[0,2 \pi]$ whose entries are in the usual Lebesgue space $L_{p}$. $\mathbf{L}_{2}^{0+}$ will denote the subspace of $\mathbf{L}_{2}$ consisting of those matrix valued functions whose $n$th Fourier coefficient vanishes for $n<0$, i.e.,

$$
\int e^{-i n \theta} \mathbf{g}(\theta) d \theta=\mathbf{0} \text { for all } n<0
$$

For any $q \times q$ matrix $\mathbf{A}$ its generalized inverse $\mathbf{A}^{*}$ is defined to be

$$
\mathbf{A}^{\#}=p_{N(\mathbf{A})} \mathbf{A}^{-1} p_{R(\mathbf{A})},
$$

where $N(\mathbf{A})$ denotes the null space of $\mathbf{A}, \mathbf{A}^{-1}$ denotes the (many valued) inverse of $\mathbf{A}$, and $R(\mathbf{A})$ stands for the range of $\mathbf{A}$. One can see that $\mathbf{A}^{\#}$ has the following properties [7]:

$$
\begin{aligned}
& \mathbf{A A}^{\#} \mathbf{A}=\mathbf{A}, \quad \mathbf{A}^{\#} \mathbf{A} \mathbf{A}^{\#}=\mathbf{A}^{\#}, \\
& \left(\mathbf{A}^{\#} \mathbf{A}\right)^{*}=\mathbf{A}^{\#} \mathbf{A}, \quad\left(\mathbf{A A}^{*}\right)^{*}=\mathbf{\mathbf { A A } ^ { \# }}, \\
& N(\mathbf{A})^{\perp}=R\left(\mathbf{A}^{\#}\right), \quad R(\mathbf{A})^{\perp}=N\left(\mathbf{A}^{\#}\right) .
\end{aligned}
$$

For the ease of reference we state the following two theorems which are due to Masani [2, Thm. 2.8] and to Makagon and Weron [1], respectively.

Theorem 1. Let $\mathbf{X}_{n}, n \in Z$, be a $q$-variate stationary stochastic process with spectral distribution $\mathbf{F} . \mathbf{X}_{n}$ is full-rank minimal if and only if $\mathbf{f}=\mathbf{F}^{\prime}$ is invertible and $\mathbf{f}^{-1} \in \mathbf{L}_{1}$.

Theorem 2. Let $\mathbf{X}_{n}, n \in Z$ be a q-variate stationary stochastic process with spectral measure $\mathbf{F}$. The process $\mathbf{X}_{n}$ is purely minimal if and only if
(i) $\mathbf{F}$ is a.c. with respect to Lebesque measure; with spectral density $\mathbf{f}$,
(ii) $R(\mathbf{f}(\theta))$ is constant a.e. Lebesque measure,
(iii) $\mathbf{f}^{\#} \in \mathbf{L}_{1}$.
3. Determination of the generating function. In this section we give an algorithm for determining the generating function of a (not necessarily full-rank) stationary stochastic process. The result of this section extends Masani's algorithm developed in [2] to the nonfull-rank case. Our technique is essentially that used by Miamee and Salehi in [5], where the following formula for the two-sided prediction error matrix $\mathbf{\Sigma}$ of a purely minimal process was obtained:

$$
\mathbf{\Sigma}=\left[\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathbf{f}^{\#}(\theta) d \theta\right]^{*}
$$

We will continue this work under the assumption that our process is purely minimal or equivalently assuming that conditions (i), (ii) and (iii) of Theorem 2 are valid. Let $h_{1}, h_{2}, \cdots, h_{p}, h_{p+1}, \cdots, h_{q}$ be an orthonormal basis for the $q$-dimensional complex Euclidean space $C^{q}$ such that

$$
R=R(\mathbf{f}(\theta))=\overline{\mathrm{sp}}\left(\mathbf{h}_{i}, 1 \leqq i \leqq p\right) \quad \text { a.e. }(d \theta),
$$

and

$$
N=R^{\perp}=N(\mathbf{f}(\theta))=\overline{\mathrm{sp}}\left(\mathbf{h}_{i}, p+1 \leqq i \leqq q\right) .
$$

Let $\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{q}$ be the standard basis of $C^{q}$. Define the unitary operator $\mathbf{U}$ on $C^{q}$ by $\mathbf{U h}_{i}=\mathbf{e}_{i}, 1 \leqq i \leqq q$. Letting $R_{1}=\overline{\mathrm{sp}}\left(\mathrm{e}_{i}, 1 \leqq i \leqq p\right)$ then $R_{1}^{\perp}=\overline{\mathrm{sp}}\left(\mathrm{e}_{i}, p+1 \leqq i \leqq q\right)$. Clearly $\mathbf{U}$ maps $R$ onto $R_{1}$ and $R^{\perp}$ onto $R_{1}^{\perp}$ and $\mathbf{U}^{*}$ maps $R_{1}$ onto $R$ and $R_{1}^{\perp}$ onto $R^{\perp}$. As usual we will identify any linear operator on $C^{q}$ with its matrix with respect to the standard basis of $C^{q}$. By our choice of $\mathbf{U}$ we have

$$
\mathbf{U f}(\theta) \mathbf{U}^{*}=\left[\begin{array}{cc}
\mathbf{g}(\theta) & \mathbf{0}  \tag{3.1}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

where $\mathbf{g}(\theta)$ is a $p \times p$ nonnegative matrix valued function whose rank is a.e. equal to $p$. Let

$$
\mathbf{Y}_{n}=\mathbf{U} \mathbf{X}_{n}, \quad n \in Z
$$

be a new stationary stochastic process, then we have

$$
\begin{align*}
\left(\mathbf{Y}_{m}, \mathbf{Y}_{n}\right)=\left(\mathbf{U} \mathbf{X}_{m}, \mathbf{U} \mathbf{X}_{n}\right) & =\mathbf{U}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i(m-n) \theta} \mathbf{f}(\theta) d \theta\right) \mathbf{U}^{*} \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i(m-n) \theta} \mathbf{U f}(\theta) \mathbf{U}^{*} d \theta  \tag{3.2}\\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i(m-n) \theta}\left[\begin{array}{cc}
\mathbf{g}(\theta) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] d \theta .
\end{align*}
$$

This shows that, for $p+1 \leqq k \leqq q$, the $k$ th component $Y_{n}^{k}$ of $\mathbf{Y}_{n}$ is zero for all $n \in Z$. The $p$-variate stationary stochastic process $\mathbf{Z}_{n}=\left(Y_{n}^{1}, \cdots, Y_{n}^{p}\right)^{T}$ has spectral density g. Since $\mathbf{U}$ takes $R$ onto $R_{1}$ and $R^{\perp}$ onto $R_{1}^{\perp}$, one can see that

$$
\left[\begin{array}{cc}
\mathbf{g}^{-1} & \mathbf{0}  \tag{3.3}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]^{\#}=\left(\mathbf{U f} \mathbf{U}^{*}\right)^{\#}=\mathbf{U}^{*} \mathbf{f}^{\#} \mathbf{U} .
$$

Now since $\mathbf{X}_{n}$ is assumed to be purely minimal, Theorem 2 implies that $\mathbf{f}^{\#}(\theta)$ is integrable. Thus (3.2) implies that $\mathbf{g}^{-1}$ is integrable and hence by Theorem $1, \mathbf{Z}_{n}$ is full-rank minimal.

We are going to utilize Masani's algorithm to obtain the generating function $\Psi$ and predictor $\hat{\mathbf{Z}}_{\nu}$ of this full-rank minimal process $\mathbf{Z}_{n}$, and then use this to get the generating function $\boldsymbol{\Phi}$ and predictor $\hat{\mathbf{X}}_{\nu}$ of our process $\mathbf{X}_{n}$. The following lemma, which reveals the close tie between $\boldsymbol{\Psi}$ and $\boldsymbol{\Phi}$, is crucial in the development of our algorithm.

Lemma. Let $\mathbf{X}_{n}, n \in Z$ be a purely minimal stationary stochastic process with spectral density $\mathbf{f}$. Let $\mathbf{g}$ be the spectral density of the corresponding full-rank minimal process $\mathbf{Z}_{n}$ discussed above. If $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$ are the generating functions of $\mathbf{X}_{n}$ and $\mathbf{Z}_{n}$, respectively, then

$$
\Phi=\mathbf{U}^{*}\left[\begin{array}{ll}
\mathbf{\Psi} & 0 \\
\mathbf{0} & 0
\end{array}\right] \mathbf{U}
$$

where $\mathbf{U}$ is the unitary matrix obtained above.
Proof. We first note that, since $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$ as generating functions are optimal (cf. Lemma 3.7 and Definition 4.1 in [3]). Now from (3.1) we get

$$
\mathbf{f}=\mathbf{U}^{*}\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0}  \tag{3.4}\\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}=\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{\Psi} & \mathbf{0} \\
\mathbf{0} & 0
\end{array}\right] \mathbf{U}\right)\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{\Psi} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}\right)^{*}
$$

so $\mathbf{f}$ has two factorization, namely the one in (3.4) and

$$
\mathbf{f}=\boldsymbol{\Phi} \boldsymbol{\Phi}^{*}
$$

where both $\boldsymbol{\Phi}$ and

$$
\delta=U^{*}\left[\begin{array}{ll}
\Psi & 0 \\
0 & 0
\end{array}\right] \mathbf{U}
$$

belong to $\mathbf{L}_{2}^{0+}$; to complete the proof it suffices to show that the factor $\boldsymbol{\delta}$ is also optimal (cf. uniqueness Theorem 4.4 of [3]). To prove this, we first note that since the zeroth coefficient $\boldsymbol{\Psi}_{+}(0)$ of $\boldsymbol{\Psi}$ is nonnegative definite and

$$
\boldsymbol{\delta}_{+}(0)=\mathbf{U}^{*}\left[\begin{array}{cc}
\boldsymbol{\Psi}_{+}(0) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}
$$

we have

$$
\begin{equation*}
\boldsymbol{\delta}_{+}(0) \geqq \mathbf{0} . \tag{3.5}
\end{equation*}
$$

On the other hand, if

$$
\begin{equation*}
\mathbf{f}=\boldsymbol{\gamma} \boldsymbol{\gamma}^{*}, \quad \boldsymbol{\gamma} \in \mathbf{L}_{2}^{0+} \tag{3.6}
\end{equation*}
$$

is another factorization of $\mathbf{f}$, then

$$
\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0}  \tag{3.7}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\mathbf{U} \mathbf{f} \mathbf{U}^{*}=\left(\mathbf{U} \boldsymbol{\gamma} \mathbf{U}^{*}\right)\left(\mathbf{U} \boldsymbol{\gamma} \mathbf{U}^{*}\right)^{*}
$$

but $g=\Psi \Psi^{*}$ implies that

$$
\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0}  \tag{3.8}\\
\mathbf{0} & 0
\end{array}\right]=\left[\begin{array}{ll}
\boldsymbol{\Psi} & 0 \\
\mathbf{0} & 0
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\Psi} & 0 \\
\mathbf{0} & \mathbf{0}
\end{array}\right]^{*} .
$$

Since $\Psi$ is the generating function of $\mathbf{Z}_{n}$ one can prove that the function

$$
\left[\begin{array}{ll}
\Psi & 0 \\
0 & 0
\end{array}\right]
$$

is the generating function of $\mathbf{Y}_{n}$. In fact we know that the generating function $\boldsymbol{\Phi}$ of a $q$-variate stationary stochastic process $\mathbf{X}_{n}$ is given by

$$
\boldsymbol{\Phi}=\sum_{n=0}^{\infty} \mathbf{A}_{n} \sqrt{\mathbf{G}} \boldsymbol{e}^{\mathrm{in} \theta},
$$

where $\mathbf{A}_{n}$ 's are the coefficients in the representation

$$
\mathbf{X}_{0}=\sum_{n=0}^{\infty} \mathbf{A}_{n} \mathbf{g}_{-n}+\left(\mathbf{X}_{0} \mid \mathbf{M}(-\infty)\right)
$$

of $\mathbf{X}_{n}$ in terms of its innovation process

$$
\mathbf{g}_{n}=\mathbf{X}_{n}-\left(\mathbf{X}_{n} \mid \mathbf{M}(n-1)\right)
$$

and $\mathbf{G}=\left(\mathbf{g}_{0}, \mathbf{g}_{0}\right)$ is the predictor error matrix. Comparing $\mathbf{Z}_{n}$ with $\mathbf{Y}_{n}=\left[\mathbf{Z}_{n} \mid 0\right]^{T}$, we note that

$$
\begin{aligned}
& \mathbf{g}_{n}^{\mathbf{Y}}=\left[\begin{array}{c}
\mathbf{g}_{n}^{\mathbf{Z}} \\
\mathbf{0}
\end{array}\right], \quad \mathbf{G}^{\mathbf{Y}}=\left[\begin{array}{cc}
\mathbf{G}^{\boldsymbol{\Sigma}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right], \quad \sqrt{\mathbf{G}^{\mathbf{Y}}}=\left[\begin{array}{cc}
\sqrt{\mathbf{G}^{\mathbf{Y}}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right], \\
& \mathbf{Y}_{0}=\left[\begin{array}{c}
\mathbf{Z}_{0} \\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{c}
\infty \\
\sum_{n=0}^{\infty} \mathbf{A}_{n}^{\mathbf{Z}} \mathbf{g}_{n}^{\mathbf{Z}}+\left(\mathbf{Z}_{0} \mid \mathbf{M}^{\mathbf{Z}}(-\infty)\right) \\
\mathbf{0}
\end{array}\right] \\
& =\sum_{n=0}^{\infty}\left[\begin{array}{cc}
\mathbf{A}_{n}^{\mathbf{Z}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{g}_{n}^{\mathbf{Z}} \\
\mathbf{0}
\end{array}\right]+\left(\mathbf{Y}_{0} \mid \mathbf{M}^{\mathbf{y}}(-\infty)\right) .
\end{aligned}
$$

Although the coefficients arising in this sum are not unique, they will give us the generating function uniquely, and we have

$$
\begin{aligned}
\boldsymbol{\Phi}^{\mathbf{Y}} & =\sum_{n=0}^{\infty}\left(\left[\begin{array}{cc}
\mathbf{A}_{n}^{\mathbf{Z}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \sqrt{\mathbf{G}^{\mathbf{Y}}}\right) e^{-i n \theta} \\
& =\sum_{n=0}^{\infty}\left[\begin{array}{cc}
\mathbf{A}_{n}^{\mathbf{Z}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\sqrt{\mathbf{G}^{\mathbf{Y}}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] e^{-i n \theta}=\sum_{n=0}^{\infty}\left[\begin{array}{cc}
\mathbf{A}_{n}^{\mathbf{Z}} \sqrt{\mathbf{G}^{\mathbf{Y}}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] e^{-i n \theta} \\
& =\left[\begin{array}{cc}
\sum_{n=0}^{\infty} \mathbf{A}_{n}^{\mathbf{Z}} \sqrt{\mathbf{G}^{\mathbf{Z}}} e^{i n \theta} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{\Phi}^{\mathbf{Z}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{\Psi} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] .
\end{aligned}
$$

Thus

$$
\left[\begin{array}{ll}
\Psi & 0 \\
0 & 0
\end{array}\right]
$$

is the optimal factor of

$$
\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

(3.7) and (3.8) together with the optimality of

$$
\left[\begin{array}{ll}
\Psi & 0 \\
0 & 0
\end{array}\right]
$$

imply that

$$
\left[\begin{array}{cc}
\boldsymbol{\Psi}_{+}(0) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Psi}_{+}(0) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \geqq\left(\mathbf{U} \boldsymbol{\gamma}_{+}(0) \mathbf{U}^{*}\right)\left(\mathbf{U} \boldsymbol{\gamma}_{+}(0) \mathbf{U}^{*}\right)^{*}
$$

This in turn implies that

$$
\left(\boldsymbol{\delta}_{+}(0)\right)^{2}=\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\boldsymbol{\Psi}_{+}(0) & 0 \\
0 & 0
\end{array}\right] \mathbf{U}\right)\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\boldsymbol{\Psi}_{+}(0) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}\right) \geqq \boldsymbol{\gamma}_{+}(0) \boldsymbol{\gamma}_{+}(0)^{*}
$$

This together with (3.5) shows that $\boldsymbol{\delta}$ is the optimal factor of $\mathbf{f}$. Thus by the uniqueness theorem mentioned above

$$
\Phi=\boldsymbol{\delta}=\mathbf{U}^{*}\left[\begin{array}{ll}
\boldsymbol{\Psi} & 0  \tag{3.9}\\
\mathbf{0} & 0
\end{array}\right] \mathbf{U}
$$

Q.E.D

Now we are ready to give the algorithm determining the generating function of our purely minimal $q$-variate stationary stochastic process $\mathbf{X}_{n}$ :

Step 1. Since $f$ satisfies condition (i) in (1.3) and its range is constant with dimension $p$, one can easily see that the rank of the covariance matrix $\Gamma_{0}=\int_{0}^{2 \pi} \mathbf{f}(\theta) d \theta$ is also $p$. In fact, it can be shown that a unitary matrix $\mathbf{U}$ has the property (3.1) if and only if it can reduce $\Gamma_{0}$ to the form

$$
\mathbf{U} \boldsymbol{\Gamma}_{0} \mathbf{U}^{*}=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{0} & \mathbf{0}  \tag{3.10}\\
\mathbf{0} & \mathbf{0}
\end{array}\right],
$$

with $\Sigma_{0}$ being a $p \times p$ nonsingular matrix. Using this fact, we can find our unitary matrix $\mathbf{U}$ of this section by finding a $\mathbf{U}$ as in (3.10).

Step 2. Taking the unitary matrix $\mathbf{U}$ obtained in Step 1, we can form the full-rank density $\mathbf{g}$ as in (3.1). Because $\mathbf{f}$ satisfies conditions (ii) and (iii) of (1.3), as we saw before, $g$ has the properties (i) and (ii) of (1.2). Thus we can use Masani's algorithm developed in $\S 4$ of [2] to find the generating function $\Psi$, of the process with density $\mathbf{g}$.

Step 3. We can find the generating function $\boldsymbol{\Phi}$ of our original process with density f, via the formula (3.9) above.

Remark. One can similarly extend the other available extension of Masani's algorithm (such as that in [8]) for the full-rank case to obtain corresponding algorithms for the nonfull-rank case.
4. Determination of the predictor. In this section we show that the unique autoregressive series, of [2], giving the linear predictor in the full-rank case, can be used to obtain the predictor in our nonfull-rank case. In fact as we will see, exactly the same formula works in this case as well. We continue to assume that $\mathbf{F}$ is a.c. and the density $\mathbf{f}$ of our stationary stochastic process $\mathbf{X}_{n}$ satisfies conditions (1.3). Using the notations and results of § 3, we know that

$$
\mathbf{f}=\mathbf{U}\left[\begin{array}{ll}
\mathbf{g} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}^{*}
$$

and the density $g$ satisfies conditions (i) and (ii) of (1.2). Thus, using the technique developed in [2] one can show that

$$
\hat{\mathbf{Z}}_{\nu}=\sum_{k=0}^{\infty} \mathbf{E}_{\nu k} \mathbf{Z}_{-k} \text { in } H^{p},
$$

where

$$
\mathbf{E}_{\nu k}=\sum_{n=0}^{k} \mathbf{C}_{\nu+n} \mathbf{D}_{k-n}
$$

with $\mathbf{C}_{k}$ and $\mathbf{D}_{k}$ being the $k$ th Fourier coefficients of $\boldsymbol{\Psi}$ and $\boldsymbol{\Psi}^{-1}$, respectively. Now one can easily verify that

$$
\hat{\mathbf{Y}}_{\nu}=\left[\begin{array}{c}
\hat{\mathbf{Z}}_{\nu} \\
\mathbf{0}
\end{array}\right]=\sum_{k=0}^{\infty}\left[\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{Y}_{-k} \quad \text { in } H^{q},
$$

and

$$
\left[\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0}  \tag{4.1}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\sum_{n=0}^{k}\left[\begin{array}{cc}
\mathbf{C}_{\nu+n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{D}_{k-n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Since $\mathbf{Y}_{n}=\mathbf{U} \mathbf{X}_{n}$, one can also verify that

$$
\hat{\mathbf{X}}_{n}=\widehat{\mathbf{U}}^{*} \mathbf{Y}_{n}=\mathbf{U}^{*} \hat{\mathbf{Y}}_{n} .
$$

Hence we have

$$
\begin{align*}
\hat{\mathbf{X}}_{n} & =\mathbf{U}^{*}\left(\sum_{k=0}^{\infty}\left|\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right| \mathbf{Y}_{-k}\right) \\
& =\sum_{k=0}^{\infty}\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}\right) \mathbf{U}^{*} \mathbf{Y}_{-k} \text { in } H^{q} . \tag{4.2}
\end{align*}
$$

Letting

$$
\mathbf{F}_{\nu k}=\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0}  \tag{4.3}\\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U},
$$

we get the following autoregressive series representation for the best linear predictor $\hat{\mathbf{X}}_{\nu}$ :

$$
\hat{\mathbf{X}}_{\nu}=\sum_{k=0}^{\infty} \mathbf{F}_{\nu k} \mathbf{X}_{-k} .
$$

Now let us examine the coefficients $\mathbf{F}_{\nu k}$ in (4.3) more carefully. Doing this, we will be able to write $\mathbf{F}_{\nu k}$ in terms of the Fourier coefficients of the generating function $\boldsymbol{\Phi}$ of our original process $\mathbf{X}_{n}$ rather than that of the auxiliary process $\mathbf{Z}_{n}$. From (4.2) we can write

$$
\mathbf{F}_{\nu k}=\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{E}_{\nu k} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U} .
$$

Now using (4.1), we have

$$
\begin{aligned}
\mathbf{F}_{\nu k} & =\mathbf{U}^{*}\left(\sum_{n=0}^{k}\left[\begin{array}{cc}
\mathbf{C}_{\nu+n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{D}_{k-n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\right) \mathbf{U} \\
& =\sum_{n=0}^{k}\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{C}_{\nu+n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}\right)\left(\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{D}_{k-n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}\right) .
\end{aligned}
$$

Thus

$$
\mathbf{F}_{\nu k}=\sum_{n=0}^{k} \mathbf{M}_{\nu+n} \mathbf{N}_{k-n},
$$

with

$$
\mathbf{M}_{n}=\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{C}_{n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}, \quad \mathbf{N}_{n}=\mathbf{U}^{*}\left[\begin{array}{cc}
\mathbf{D}_{n} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U} .
$$

But by the lemma we have

$$
\boldsymbol{\Phi}=\mathbf{U}^{*}\left[\begin{array}{ll}
\mathbf{\Psi} & \mathbf{0}  \tag{4.4}\\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U}, \quad \boldsymbol{\Phi}^{*}=\mathbf{U}^{*}\left[\begin{array}{cc}
\boldsymbol{\Psi}^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{U} .
$$

Thus we observe that $\mathbf{M}_{n}$ and $\mathbf{N}_{n}$ are exactly the $n$th Fourier coefficients of $\boldsymbol{\Phi}$ and $\boldsymbol{\Phi}^{*}$, respectively.

Summarizing, we have shown that the best linear predictor $\hat{\mathbf{X}}_{\nu}$ can be written exactly in the same form obtained in [2] for the full-rank processes, i.e., we have

$$
\hat{\mathbf{X}}_{\nu}=\sum_{k=0}^{\infty}\left(\sum_{n=0}^{k} \mathbf{M}_{\nu+n} \mathbf{D}_{k-n}\right) \mathbf{X}_{-k} \text { in } H^{q}
$$

where $\mathbf{M}_{n}$ and $\mathbf{N}_{n}$ are the $n$th Fourier coefficients of $\boldsymbol{\Phi}$ and its generalized inverse $\boldsymbol{\Phi}^{*}$ (instead of $\boldsymbol{\Phi}$ and its inverse $\boldsymbol{\Phi}^{-1}$ in the full-rank case).
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#### Abstract

We establish a stochastic integration by parts formula in which both the integrator and the integrand are elements of two-parameter Wiener (or Yeh-Wiener) space. We also establish the continuity of the stochastic integral with respect to binary quadratic approximation.
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1. Introduction. We prove an integration by parts formula where the integrator and the integrand are independent random functions from two-parameter Wiener (or Yeh-Wiener) space. In light of the recent great interest in Markov random fields among probabilists [15], [26] and mathematical physicists [8], [18], [19], [27], [29], it seems likely that this result and extensions of it will be useful. There are parts formulas in the literature involving two independent one-parameter processes [7, p. 268], but, as far as we can tell, the present result is new.

Our interest in this topic came out of our joint work on the Feynman integral [4] with Kun Chang. In proving that a certain class of functions on one-parameter Wiener space is in a Banach algebra of Feynman integrable functions, we found it necessary to move a Wiener variable from the integrand to the integrator. Ultimately we justified this by proving a parts formula involving two independent Wiener processes, one a one-parameter and the other a two-parameter process [4, Thm.3.1]. An additional nonstochastic function was also involved. The present result was essentially discovered while we were finishing the earlier paper.

Our proofs here and in [4] are, in some respects, analysis proofs. It is quite likely that alternate proofs making more use of the machinery of stochastic processes can be found which will shed further light on these formulas. The second author is pursuing extensions of these parts formulas in various directions.

Let $C_{1}[0,1]$ denote Wiener space; that is, the space of continuous functions $x$ on $[0,1]$ such that $x(0)=0$. Let $Q=[0,1]^{2}$ and let $C_{2}=C_{2}(Q)$ denote two-parameter Wiener (or Yeh-Wiener) space; that is, the space of continuous functions $f$ on $Q$ such that $f(0, t)=f(s, 0)=0$ for all $(s, t) \in Q$. Let $m_{1}$ denote Wiener measure and $m_{2}$ denote Yeh-Wiener measure.

We now briefly describe our results, delaying further precise definitions until later. In our main result, Theorem 4.1, we obtain an integration by parts formula relating the stochastic integrals $\int_{Q} f \tilde{d}_{2} g$ and $\int_{Q} g \tilde{d}_{2} f$, where both $f$ and $g$ are elements of $C_{2}(Q)$. One version of the corresponding well-known result for stochastic integrals of functions of one variable is given in [7, p. 268].

The key to our parts formula is Theorem 3.1 in which we obtain the continuity with respect to "binary quadratic approximation" (to be defined below) of the stochastic

[^80]integral
$$
F(f):=\int_{Q} g \tilde{d}_{2} f
$$
for each $g$ in $L_{2}(Q)$. This is an extension of a recent result of Cameron and Storvick [1, Lemma 2.3] in which they obtain the continuity with respect to "binary polygonal approximation" of the stochastic integral $\int_{0}^{1} V(s) \tilde{d} x(s)$ for each $V$ in $L_{2}[0,1]$.
2. Preliminaries. The concept of bounded variation for a function of two variables is surprisingly complex. Several nonequivalent definitions have appeared in the literature; see for example [5], [6], [9], [10], [17]. (We would like to thank our colleague Professor Gary Meisters for bringing some of these references to our attention.) The paper [5] by Clarkson and Adams is old but still useful in sorting out many of the relationships between the various definitions. Throughout this paper we will use the definition used by Hardy and by Krause (see [5, p. 825] and [9, p. 345]) which we now briefly review.

Let $\Delta$ denote the rectangular partition of $Q$ determined by $0=s_{0}<s_{1}<\cdots<s_{n}=1$ and $0=t_{0}<t_{1}<\cdots<t_{m}=1$. A function $f(s, t)$ is said to be of bounded variation on $Q$ in the sense of Hardy and Krause provided the following three conditions hold:
(i) There exists a constant $K$ such that for any partition $\Delta$

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{m}\left|f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)\right| \leqq K, \tag{2.1}
\end{equation*}
$$

(ii) $f(s, t)$ is a function of bounded variation in $s$ for each $t \in[0,1]$,
(iii) $f(s, t)$ is a function of bounded variation in $t$ for each $s \in[0,1]$.

The total variation of $f$ over $Q, \operatorname{Var}(f, Q)$, is defined to be the supremum of the sums in (2.1) over all partitions $\Delta$. It is easy to see [ 9, p.345] that conditions (ii) and (iii) can be relaxed to the requirements that $f(s, t)$ is of bounded variation in $s$ for one fixed value of $t$ and is of bounded variation in $t$ for one fixed value of $s$. It is also easy to see that if $f$ is of bounded variation on $Q$ then the set of discontinuities of $f$ lie on a countable number of vertical and horizontal lines.

For later reference we mention that if a function $f$ satisfies condition (i) above, but not necessarily conditions (ii) and (iii), then $f$ is said to be of bounded variation on $Q$ in the sense of Vitali [5, pp. 824-825].

Next we give a brief discussion of the Riemann-Stieltjes integral $\int_{Q} g d f$. Let $f(s, t)$ and $g(s, t)$ be defined and bounded on $Q$. Let $\Delta$ be the rectangular partition of $Q$ given above and let $|\Delta|$, the norm of $\Delta$, be given by

$$
|\Delta|=\sup _{i, j}\left\{\left[\left(s_{i}-s_{i-1}\right)^{2}+\left(t_{j}-t_{j-1}\right)^{2}\right]^{1 / 2}\right\} .
$$

Then $g(s, t)$ is said to be Riemann-Stieltjes integrable with respect to $f(s, t)$ on $Q$ with Riemann-Stieltjes integral $I$, if and only if corresponding to any $\varepsilon>0$ there exists a $\delta>0$ such that, for any rectangular partition $\Delta$ of $Q$ with $|\Delta|<\delta$ and any choice of points ( $\xi_{i}, \eta_{j}$ ) with $s_{i-1} \leqq \xi_{i} \leqq s_{i}$ and $t_{j-1} \leqq \eta_{j} \leqq t_{j}$, we have

$$
\left|\sum_{i=1}^{n} \sum_{j=1}^{m} g\left(\xi_{i}, \eta_{j}\right)\left[f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)\right]-I\right|<\varepsilon .
$$

The following well-known theorem [9, p. 561] gives a necessary and sufficient condition for the existence of the Riemann-Stieltjes integral $\int_{\mathrm{Q}} g d f$.

Theorem. Let $f$ be of bounded variation (Hardy and Krause) on $Q$ and let $g$ be a bounded function defined on $Q$. Then a necessary and sufficient condition that $g$ be Riemann-Stieltjes integrable with respect to $f$ on $Q$ is that the set of discontinuities of $g$ have total variation measure zero with respect to $f$.

Corollary. If $g$ is continuous on $Q$ and $f$ is of bounded variation (Hardy and Krause) on $Q$ then $\int_{Q} g d f$ exists.

The definition of bounded variation used by Hardy and Krause has the important property that if $g$ is continuous on $Q$ and $f$ is of bounded variation on $Q$ then the Riemann-Stieltjes integrals $\int_{Q} g d f$ and $\int_{Q} f d g$ both exist and are related by the usual integration by parts formula. The definition of bounded variation given by Vitali fails to have this property since $f(s, t)$ may be of bounded variation on $Q$ while $f(s, 1)$ is not of bounded variation on $[0,1]$; for example $f(s, t)=s \sin (1 / s)$.

A paper of Yeh [31] has a nice discussion of the $n$-dimensional Riemann-Stieltjes integral and some of its properties. However his definition is based on the Vitali concept of bounded variation. Of course all of the results he obtains concerning the RiemannStieltjes integral are true in our more restrictive setting. In theorems involving YehWiener space $C_{2}(Q)$, Yeh then adds conditions (ii) and (iii) as hypotheses; so in the final analysis the setting is essentially the same.

Next we give the definition of the Paley-Wiener-Zygmund (P.W.Z.) integral, a simple type of stochastic integral, for functions of one and two variables.

Let $\left\{\phi_{j}\right\}$ be a complete orthonormal set of functions of bounded variation on [ 0,1$]$. For $V$ in $L_{2}[0,1]$ let

$$
V_{n}(s)=\sum_{j=1}^{n}\left(V, \phi_{j}\right) \phi_{j}(s) .
$$

The P.W.Z. integral for functions of one variable is defined by the formula

$$
\int_{0}^{1} V(s) \tilde{d} x(s):=\lim _{n \rightarrow \infty} \int_{0}^{1} V_{n}(s) d x(s)
$$

for all $x$ in $C_{1}[0,1]$ for which the limit exists.
Let $\left\{\phi_{j}\right\}$ be a complete orthonormal set of functions of bounded variation on $Q$. For $g$ in $L_{2}(Q)$ let

$$
g_{n}(s, t)=\sum_{j=1}^{n}\left(g, \phi_{j}\right) \phi_{j}(s, t) .
$$

Then the P.W.Z. integral for functions of two variables is defined by the formula

$$
\int_{Q} g(s, t) \tilde{d}_{2} f(s, t):=\lim _{n \rightarrow \infty} \int_{Q} g_{n}(s, t) d f(s, t)
$$

for all $f$ in $C_{2}(Q)$ for which the limit exists.
In order to state various properties of the P.W.Z. integral we need the notion of scale-invariant measurability. A subset $A$ of $C_{2}(Q)$ is said to be scale-invariant measurable provided $\rho A$ is Yeh-Wiener measurable for every $\rho>0$, and a scale-invariant measurable set $N$ is said to be scale-invariant null provided $m_{2}(\rho N)=0$ for every $\rho>0$ [3], [11]. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere ( $s$-a.e.).

Following are some useful facts about the P.W.Z. integral (we will state them in terms of functions of two variables; similar properties of course hold in the one variable setting):

For each $g$ in $L_{2}(Q)$ the P.W.Z. integral $\int_{Q} g \tilde{d}_{2} f$ exists for $s$-a.e. $f$ in $C_{2}(Q)$.

The P.W.Z. integral $\int_{Q} g \tilde{d}_{2} f$ is essentially independent of the complete orthonormal set $\left\{\phi_{j}\right\}$. (For us it will often be convenient to let $\left\{\phi_{j}\right\}$ be the Haar functions on $Q$.)
If $g$ is of bounded variation on $Q$, then the P.W.Z. integral $\int_{Q} g \tilde{d}_{2} f$ is $s$-a.e. equal to the Riemann-Stieltjes integral $\int_{Q} g d f$.
The P.W.Z. integral has the usual linearity properties when interpreted properly.
The map sending $g$ in $L_{2}(Q)$ to the function $F_{g}$ on $C_{2}(Q)$ given by $F_{g}(f):=$ $\int_{Q} g \tilde{d}_{2} f$ is an isometric isomorphism of $L_{2}(Q)$ into $L_{2}\left(C_{2}(Q), m_{2}\right)$.
The sequence $\left\{\int_{Q} g_{n} d f\right\}$, considered as a function of $f$ converges in $L_{2}\left(C_{2}(Q)\right)$ mean to $\int_{\mathrm{Q}} g \tilde{d}_{2} f$.
Remark. W. J. Park [24] defines the stochastic integral with respect to the twoparameter (actually $p$-parameter) Wiener process in two ways: (i) as above except using the two variable Haar functions for the complete orthonormal set $\left\{\phi_{j}\right\}$; (ii) following the usual approach of the Itô theory. Park shows that these two approaches are equivalent in the sense that for every $g$ in $L_{2}(Q)$ they are equal for $m_{2}$-a.e. $f$ in $C_{2}(Q)$. It is easy to see that they are in fact equal for $s$-a.e. $f$ in $C_{2}(Q)$. When these facts are combined with (2.3) above, we see that in our setting the P.W.Z. integral essentially agrees with the usual Itô stochastic integral. However, these integrals do not necessarily agree when the integrand contains a random function. For example, in the one variable setting, the Itô integral $\int_{0}^{1} x(t) d x(t)$ equals $\left(x^{2}(1)-1\right) / 2$ for a.e. $x \in C_{1}[0,1]$, while the P.W.Z. integral $\int_{0}^{1} x(t) \tilde{d} x(t)$ equals $x^{2}(1) / 2$ for a.e. $x \in$ $C_{1}[0,1]$.
3. Continuity of the P.W.Z. integral with respect to binary quadratic approximation. As mentioned in the introduction, one of the keys to our proof of the parts formula is an extension to the two-parameter P.W.Z. integral of a recent result of Cameron and Storvick [1, Lemma 2.3] concerning the one-parameter P.W.Z. integral. Their result says that for every $V$ in $L_{2}[0,1], \int_{0}^{1} V(s) \tilde{d} x(s)$ is continuous with respect to "binary polygonal approximation" for $s$-a.e. $x$ in $C_{1}[0,1]$. The binary polygonal approximators for $x$ are piecewise linear functions which agree with $x$ on a certain set of binary rationals which form a partition of $[0,1]$. In trying to extend this result, it seemed natural to use piecewise linear functions of two variables as approximators for $f$ in $C_{2}(Q)$. There are technical problems with this and we could not see how to make it work. We have instead used functions which are binary polygonal approximations in each variable when the other variable is fixed but which are quadratic functions of two variables. We will refer to these approximators $[f]_{m}$ for $f$ as "binary quadratic approximations." We begin this section by defining $[f]_{m}$ precisely and noting several of its properties.

Let $m$ be a nonnegative integer and consider the division of $Q$ into $2^{2 m}$ squares by means of the partition $0=s_{0}<s_{1}=1 / 2^{m}<\cdots<s_{i}=i / 2^{m}<\cdots<s_{2^{m}}=1$ and $0=t_{0}<$ $t_{1}=1 / 2^{m}<\cdots<t_{j}=j / 2^{m}<\cdots<t_{2^{m}}=1$. For each $f$ in $C_{2}(Q)$ we define the $m$ th binary quadratic approximation $[f]_{m}$ by the formula

$$
\begin{aligned}
{[f]_{m}(s, t):=} & \frac{f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)}{\left(s_{i}-s_{i-1}\right)\left(t_{j}-t_{j-1}\right)}\left(s-s_{i-1}\right)\left(t-t_{j-1}\right) \\
& +\frac{f\left(s_{i}, t_{j-1}\right)-f\left(s_{i-1}, t_{j-1}\right)}{\left(s_{i}-s_{i-1}\right)}\left(s-s_{i-1}\right)
\end{aligned}
$$

$$
+\frac{f\left(s_{i-1}, t_{j}\right)-f\left(s_{i-1}, t_{j-1}\right)}{\left(t_{j}-t_{j-1}\right)}\left(t-t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)
$$

for $(s, t) \in\left[s_{i-1}, s_{i}\right] \times\left[t_{j-1}, t_{j}\right], i, j=1,2, \cdots, 2^{m}$.
We first note the following properties of $[f]_{m}$ :

$$
\begin{equation*}
[f]_{0}(s, t)=\operatorname{stf}(1,1), \tag{3.2}
\end{equation*}
$$

$$
[f]_{m}\left(s_{i}, t_{j}\right)=f\left(s_{i}, t_{j}\right) \text { at all binary partition points }\left(s_{i}, t_{j}\right),
$$

$$
[f]_{m} \in C_{2}(Q) \text { for each } m \text { and all } f \in C_{2}(Q),
$$

$$
\left\|[f]_{m}\right\|_{\infty} \leqq\|f\|_{\infty} \text { for each } m \text { and all } f \in C_{2}(Q),
$$

For each $f$ in $C_{2}(Q),\left\|f-[f]_{m}\right\|_{\infty} \rightarrow 0$ as $m \rightarrow+\infty$.
A direct caclulation shows that

$$
\begin{aligned}
\operatorname{Var}\left([f]_{m},\left[s_{i-1}, s_{i}\right] \times\left[t_{j-1}, t_{j}\right]\right) & =\int_{t_{j-1}}^{t_{j}} \int_{s_{i-1}}^{s_{i}}\left|\frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t}\right| d s d t \\
& =\left|f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)\right|
\end{aligned}
$$

for each $i, j=1,2, \cdots, 2^{m}$ (also see [31, p. 413]). Hence for each $f$ in $C_{2}(Q)$ and $m=0,1,2, \cdots,[f]_{m}$ is of bounded variation on $Q$ and we have the formula

$$
\begin{align*}
\operatorname{Var}\left([f]_{m}, Q\right) & =\int_{0}^{1} \int_{0}^{1}\left|\frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t}\right| d s d t \\
& =\sum_{i=1}^{2^{m}} \sum_{j=1}^{2^{m}}\left|f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)\right| . \tag{3.8}
\end{align*}
$$

For each $s \in[0,1],[f]_{m}$ is a binary polygonal function of $t$ in $C_{1}[0,1]$ while, for each $t \in[0,1],[f]_{m}$ is a binary polygonal function of $s$ in $C_{1}[0,1]$, i.e., it is linear on each interval $\left[s_{i-1}, s_{i}\right]$.

Remark. After reading a preliminary handwritten version of this paper, Chull Park has kindly pointed out to us that he made use of these "binary quadratic approximators" in his paper [22].

Now using our binary quadratic approximators, we make a definition which parallels Cameron and Storvick's definition [1, p. 6] of continuity with respect to binary polygonal approximation.

Definition. A function $F: C_{2}(Q) \rightarrow C$ will be called continuous at $f \in C_{2}(Q)$ with respect to binary quadratic approximation if $\lim _{m \rightarrow \infty} F\left([f]_{m}\right)=F(f)$.

We note that if $F$ is continuous on $C_{2}(Q)$ then it is certainly continuous with respect to binary quadratic approximation at every $f$ in $C_{2}(Q)$.

The Haar functions

$$
H_{0}^{(0)}(s) \equiv 1 \quad \text { on }[0,1]
$$

and

$$
H_{n}^{(k)}(s)= \begin{cases}2^{n / 2}, & \frac{2 k-2}{2^{n+1}} \leqq s<\frac{2 k-1}{2^{n+1}}, \\ -2^{n / 2}, & \frac{2 k-1}{2^{n+1}}<s \leqq \frac{2 k}{2^{n+1}}, \\ 0 & \text { elsewhere },\end{cases}
$$

for $n=0,1,2, \cdots$ and $k=1,2, \cdots, 2^{n}$ are a complete orthonormal set on [0,1]. Denote this collection by $\mathscr{H}$ and let

$$
\mathscr{G}:=\left\{H_{n}^{(k)}(s) H_{l}^{(q)}(t): H_{n}^{(k)} \text { and } H_{l}^{(q)} \text { are in } \mathscr{H}\right\} .
$$

Then $\mathscr{G}$, the set of Haar functions on $Q$, is a complete orthonormal set. Furthermore the elements of $\mathscr{G}$ are defined everywhere on $Q$, are step-functions, and are of bounded variation on $Q$.

Remark. Let $m$ be a positive integer and let $h(s, t)$ be a step-function on $Q$ with partition points at the binary points $\left(s_{i}, t_{j}\right), i, j=0,1, \cdots, 2^{m}$. Then $h(s, t)$ is orthogonal to the Haar function $H_{n}^{(k)}(s) H_{l}^{(q)}(t) \in \mathscr{G}$ whenever max $\{n, l\} \geqq m$. Hence the orthogonal development of $h(s, t)$ in terms of the Haar functions, namely

$$
h(s, t)=\sum_{g \in \mathscr{G}}(h, g) g(s, t)
$$

will only involve terms $g(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t)$ with $n \leqq m-1$ and $l \leqq m-1$.
Next we give two lemmas which will be used in proving our continuity result.
Lemma 3.1. Let $g(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t)$ be any element of $\mathscr{G}$ (here of course $n$, $l$, $k$ and $q$ are nonnegative integers such that $0 \leqq k \leqq 2^{n}$ and $0 \leqq q \leqq 2^{l}$ ). Then for each $m>\max \{n, l\}$ and each $f \in C_{2}(Q)$ we have that

$$
\begin{equation*}
\int_{Q} g(s, t) d f(s, t)=\int_{Q} g(s, t) d[f]_{m}(s, t) . \tag{3.9}
\end{equation*}
$$

Proof. Since $m \geqq n+1$ and $m \geqq l+1$ we can interpret $g(s, t)$ as a step-function on $Q$ with partition points at the binary points $\left(s_{i}, t_{j}\right), i, j=0,1,2, \cdots, 2^{m}$. Since $g$ is of bounded variation on $Q$ we can apply the ordinary integration by parts formula for two-dimensional Riemann-Stieltjes integrals [9, p. 666] or [31, p. 415] and obtain the formula

$$
\begin{align*}
\int_{Q} g(s, t) d\left(f(s, t)-[f]_{m}(s, t)\right)= & g(1,1)\left(f(1,1)-[f]_{m}(1,1)\right) \\
& -\int_{0}^{1}\left\{f(s, 1)-[f]_{m}(s, 1)\right\} d g(s, 1) \\
& -\int_{0}^{1}\left\{f(1, t)-[f]_{m}(1, t)\right\} d g(1, t)  \tag{3.10}\\
& +\int_{Q}\left\{f(s, t)-[f]_{m}(s, t)\right\} d g(s, t) .
\end{align*}
$$

First we note that each of the first three terms on the right-hand side of (3.10) equals zero since $f$ and $[f]_{m}$ agree at the partition points ( $s_{i}, t_{j}$ ) and the jumps of the functions $g(s, 1)$ and $g(1, t)$ occur only at the partition points $\left(s_{i}, 1\right)$ and $\left(1, t_{j}\right)$ respectively.

Next we see that $\int_{Q}\left\{f(s, t)-[f]_{m}(s, t)\right\} d g(s, t)=0$. This follows from the definition of the integral since, for any rectangle $R=[a, b] \times[\alpha, \beta] \subseteq Q$, if $R$ contains no binary partition points ( $s_{i}, t_{j}$ ), then $g$ is constant in either its first or second variable and so

$$
g(b, \beta)-g(b, \alpha)-g(a, \beta)+g(a, \alpha)=0 .
$$

Thus Lemma 3.1 is established.

Lemma 3.2. Let $V(s, t) \in L_{2}(Q)$. Then for $m=0,1,2, \cdots$, the left member below exists for every $f \in C_{2}(Q)$ and we have

$$
\begin{equation*}
\int_{Q} V(s, t) \tilde{d}_{2}[f]_{m}(s, t)=\int_{0}^{1} \int_{0}^{1} V(s, t) \frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t} d s d t . \tag{3.11}
\end{equation*}
$$

In the special case $V(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t) \in \mathscr{G}$, both sides of equation (3.11) vanish whenever $m \leqq \max \{n, l\}$.

Proof. Equation (3.11) follows from [21, Thm. 4] since $[f]_{m}(s, t)$ is absolutely continuous on $Q$. Next assume that $m \leqq \max \{n, l\}$ and consider the partition of $Q$ with binary partition points $\left(s_{i}, t_{j}\right), i, j=0,1, \cdots, 2^{m}$. Without loss of generality assume that $n \geqq m$. Then for all $k, \int_{s_{i-1}}^{s_{i}} H_{n}^{(k)}(s) d s=0$, and so, on each square $\left(s_{i-1}, s_{i}\right) \times\left(t_{j-1}, t_{j}\right)$, we see that

$$
\begin{aligned}
\int_{s_{i-1}}^{s_{i}} \int_{t_{j-1}}^{t_{j}} & H_{l}^{(q)}(t) H_{n}^{(k)}(s) \frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t} d t d s \\
& =\frac{f\left(s_{i}, t_{j}\right)-f\left(s_{i-1}, t_{j}\right)-f\left(s_{i}, t_{j-1}\right)+f\left(s_{i-1}, t_{j-1}\right)}{\left(s_{i}-s_{i-1}\right)\left(t_{j}-t_{j-1}\right)} \int_{t_{j-1}}^{t_{j}} H_{l}^{(q)}(t) d t \int_{s_{i-1}}^{s_{i}} H_{n}^{(k)}(s) d s \\
& =0
\end{aligned}
$$

from which it easily follows that the right-hand side of (3.11) equals zero. Thus Lemma 3.2 is established.

We are now ready to establish the main result in this section.
Theorem 3.1. Let $V \in L_{2}(Q)$ and let

$$
\begin{equation*}
F(f):=\int_{Q} V(s, t) \tilde{d}_{2} f(s, t) \tag{3.12}
\end{equation*}
$$

Then for $s$-a.e. $f \in C_{2}(Q), F(f)$ is continuous with respect to binary quadratic approximation.

Proof. Assume that the P.W.Z. integral in (3.12) is given in terms of the Haar functions $\mathscr{G}$. Let

$$
V_{0}(s, t):=\left(H_{0}^{(0)} H_{0}^{(0)}, V\right) H_{0}^{(0)}(s) H_{0}^{(0)}(t)=\int_{0}^{1} \int_{0}^{1} V(u, v) d u d v
$$

and for $m=1,2,3, \cdots$. Let

$$
\begin{equation*}
V_{m}(s, t):=\sum_{\substack{g \in \mathscr{G} \\ \max \{n, l\rangle<m}}(g, V) g(s, t), \tag{3.13}
\end{equation*}
$$

where as usual $g(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t)$. Next for each $f \in C_{2}(Q)$ let

$$
f_{0}(s, t):=\int_{Q} H_{0}^{(0)}(s) H_{0}^{(0)}(t) d f(s, t)=f(1,1)
$$

and for $m=1,2, \cdots$, let

$$
\begin{equation*}
f_{m}(s, t):=\sum_{\substack{s \in \mathscr{G} \\ \max \{n, l\}<m}} g(s, t) \int_{Q} g(u, v) d f(u, v) . \tag{3.14}
\end{equation*}
$$

Note that the sequences $\left\{V_{m}\right\}_{m=0}^{\infty}$ and $\left\{f_{m}\right\}_{m=0}^{\infty}$ are "expansions" in terms of the Haar functions $\mathscr{G}$. It is quite easy to see that the functions $V_{m}$ and $f_{m}$ are related by the equation

$$
\begin{equation*}
\int_{Q} V_{m}(s, t) d f(s, t)=\int_{0}^{1} \int_{0}^{1} V(s, t) f_{m}(s, t) d s d t \tag{3.15}
\end{equation*}
$$

for all $m$.
Next we claim that for each $m=0,1,2, \cdots$

$$
\begin{equation*}
\frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t}=f_{m}(s, t) \tag{3.16}
\end{equation*}
$$

for almost all $(s, t) \in Q$. This is clear in the case $m=0$ since in that case each side of (3.16) equals $f(1,1)$. We will establish (3.16) by showing that both sides of (3.16) have the same orthogonal expansion in terms of the Haar functions $\mathscr{G}$. First, using (3.14), Lemma 3.1, and Lemma 3.2, it follows that

$$
\begin{align*}
& f_{m}(s, t)=\sum_{\substack{s \in \mathscr{G} \\
\max \{n, l\}<m}} g(s, t) \int_{Q} g(u, v) d f(u, v) \\
& =\sum_{\substack{g \in \mathscr{G} \\
\max \{n, l\}<m}} g(s, t) \int_{Q} g(u, v) d[f]_{m}(u, v) \\
& =\sum_{\substack{g \in \mathscr{g} \in \mathcal{G} \\
\max \{n, l\}<m}} g(s, t) \int_{0}^{1} \int_{0}^{1} g(u, v) \frac{\partial^{2}[f]_{m}(u, v)}{\partial u \partial v} d u d v  \tag{3.17}\\
& =\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2}[f]_{m}(u, v)}{\partial u \partial v}\left(\sum_{\substack{\boldsymbol{g} \in \mathscr{G} \\
\max \{n, l\}<m}} g(u, v) g(s, t)\right) d u d v .
\end{align*}
$$

Using (3.17) and the fact that $\mathscr{G}$ is a complete orthonormal set of functions on $Q$ we obtain that

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1} f_{m}(s, t) h(s, t) d s d t=\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2}[f]_{m}(u, v)}{\partial u \partial v} h(u, v) d u d v \tag{3.18}
\end{equation*}
$$

for all elements $h(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t)$ in $\mathscr{G}$ with $\max \{n, l\}<m$. (Simply multiply both sides of (3.17) by $h(s, t)$ and then integrate with respect to $s$ and $t$ over $Q$.) Next, using (3.17) we see that

$$
\int_{0}^{1} \int_{0}^{1} f_{m}(s, t) h(s, t) d s d t=0
$$

for all elements $h(s, t)=H_{n}^{(k)}(s) H_{l}^{(q)}(t)$ in $\mathscr{G}$ with $m \leqq \max \{n, l\}$. Also for all such $h$, using Lemma 3.2 we see that

$$
\int_{0}^{1} \int_{0}^{1} h(s, t) \frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t} d s d t=0 .
$$

Thus (3.18) holds for all $h \in \mathscr{G}$ and so both sides of (3.16) have the same orthogonal expansion in terms of the Haar functions on $Q$ and so they are equal almost everywhere on $Q$.

Finally, using the definition of the P.W.Z. integral, (3.15), (3.16), and Lemma 3.2, we see that for $s$-a.e. $f \in C_{2}(Q)$

$$
\begin{aligned}
F(f) & :=\int_{Q} V(s, t) \tilde{d}_{2} f(s, t) \\
& =\lim _{m \rightarrow \infty} \int_{Q} V_{m}(s, t) d f(s, t) \\
& =\lim _{m \rightarrow \infty} \int_{0}^{1} \int_{0}^{1} V(s, t) f_{m}(s, t) d s d t \\
& =\lim _{m \rightarrow \infty} \int_{0}^{1} \int_{0}^{1} V(s, t) \frac{\partial^{2}[f]_{m}(s, t)}{\partial s \partial t} d s d t \\
& =\lim _{m \rightarrow \infty} \int_{Q} V(s, t) \tilde{d}_{2}[f]_{m}(s, t) \\
& =\lim _{m \rightarrow \infty} F\left([f]_{m}\right),
\end{aligned}
$$

which establishes Theorem 3.1.
Corollary 3.1. Let $R=[a, b] \times[\alpha, \beta] \subseteq Q$. Let $U(s, t) \in L_{2}(R)$ and let

$$
H(f):=\int_{R} U(s, t) \tilde{d}_{2} f(s, t)
$$

Then for s-a.e. $f \in C_{2}(Q), H(f)$ is continuous with respect to binary quadratic approximation.

Proof. Let $V(s, t)=U(s, t) \chi_{R}(s, t)$. Then $V \in L_{2}(Q)$ and

$$
\begin{aligned}
H(f) & :=\int_{R} U(s, t) \tilde{d}_{2} f(s, t) \\
& =\int_{Q} V(s, t) \tilde{d}_{2} f(s, t) \\
& =\lim _{m \rightarrow \infty} \int_{Q} V(s, t) \tilde{d}_{2}[f]_{m}(s, t) \\
& =\lim _{m \rightarrow \infty} \int_{R} U(s, t) \tilde{d}_{2}[f]_{m}(s, t) \\
& =\lim _{m \rightarrow \infty} H\left([f]_{m}\right) .
\end{aligned}
$$

4. A stochastic integration by parts formula for Yeh-Wiener $\times$ Yeh-Wiener space. To obtain our main result we will use the fact that the function $\|f\|_{\infty}^{2}$ is in $L_{1}\left(C_{1}, m_{2}\right)$. For the sake of completeness we include an elementary proof of a result somewhat stronger than this (see [16, pp. 159-164] for a related discussion).

Lemma 4.1. For $\alpha<\frac{1}{2}, \exp \left\{\alpha\|f\|_{\infty}^{2}\right\} \in L_{1}\left(C_{2}, m_{2}\right)$.
Proof. Let $G(f)=\exp \left\{\alpha\|f\|_{\infty}^{2}\right\}$, where $\|f\|_{\infty}=\sup _{Q}|f(s, t)|$. By [25, p. 30] we know that $G$ is in $L_{1}\left(C_{2}, m_{2}\right)$ if and only if

$$
\left.\int_{0}^{\infty} m_{2}\left\{f \in C_{2}(Q): \mid G f\right) \mid>\lambda\right\} d \lambda<\infty .
$$

Since $m_{2}$ is a probability measure it suffices to show that

$$
\int_{2}^{\infty} m_{2}\left\{f \in C_{2}(Q):|G(f)|>\lambda\right\} d \lambda<\infty
$$

Let $N(\cdot)$ denote the standard normal distribution function. Kiefer has shown [23, p. 455] that $m_{2}\left\{f: \sup _{Q} f(s, t)>\lambda\right\} \leqq 4 N(-\lambda)$. Thus for $\lambda \geqq 2$, letting $\rho \equiv$ $(\ln \lambda / \alpha)^{1 / 2}$ we see that

$$
\begin{aligned}
m_{2}\{f:|G(f)|>\lambda\} & =m_{2}\left\{f: \exp \left\{\alpha\|f\|_{\infty}^{2}\right\}>\lambda\right\} \\
& =m_{2}\left\{f:\|f\|_{\infty}>\rho\right\} \\
& =m_{2}\left[\left\{f: \sup _{Q} f(s, t)>\rho\right\} \cup\left\{f: \inf _{Q} f(s, t)<-\rho\right\}\right] \\
& \leqq m_{2}\left\{f: \sup _{Q} f(s, t)>\rho\right\}+m_{2}\left\{f: \inf _{Q} f(s, t)<-\rho\right\} \\
& =2 m_{2}\left\{f: \sup _{Q} f(s, t)>\rho\right\} \\
& \leqq 8 N(-\rho) \\
& =\frac{8}{\sqrt{2 \pi}} \int_{-\infty}^{-\rho} \exp \left[\frac{-u^{2}}{2}\right] d u \\
& =\frac{8}{\sqrt{2 \pi}} \int_{\rho}^{\infty} \exp \left[\frac{-u^{2}}{2}\right] d u \\
& \leqq \frac{8}{\rho \sqrt{2 \pi}} \int_{\rho}^{\infty} u \exp \left[\frac{-u^{2}}{2}\right] d u \\
& =\frac{8}{\rho \sqrt{2 \pi}} \exp \left(\frac{-\rho^{2}}{2}\right) \\
& =8\left(\frac{\alpha}{2 \pi \ln \lambda}\right)^{1 / 2} \exp \left(-\frac{\ln \lambda}{2 \alpha}\right) \\
& =8\left(\frac{\alpha}{2 \pi \ln \lambda}\right)^{1 / 2}\left(\frac{1}{\lambda}\right)^{1 / 2 \alpha}
\end{aligned}
$$

which is in $L_{1}([2, \infty))$ as a function of $\lambda$ if and only if $\alpha<\frac{1}{2}$.
Corollary 4.1. $\|f\|_{\infty}^{2} \in L_{1}\left(C_{2}, m_{2}\right)$.
In our next lemma we establish the convergence of the P.W.Z. integral in the $L_{2}$-norm on $C_{2}(Q) \times C_{2}(Q)$ with respect to binary quadratic approximation in the first variable.

Lemma 4.2. Let $L: C_{2}(Q) \times C_{2}(Q) \rightarrow \mathbb{R}$ be given by

$$
\begin{equation*}
L(f, g):=\int_{Q} f(s, t) \tilde{d}_{2} g(s, t) \tag{4.1}
\end{equation*}
$$

Then $L\left([f]_{m}, g\right) \rightarrow L(f, g)$ in $L_{2}$-norm as $m \rightarrow \infty$, i.e.,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{C_{2} \times C_{2}}\left|L(f, g)-L\left([f]_{m}, g\right)\right|^{2} d\left(m_{2} \times m_{2}\right)(f, g)=0 . \tag{4.2}
\end{equation*}
$$

Proof. Using (2.6) we see that for $f \in C_{2}(Q)$ and each $m=0,1,2, \cdots$

$$
\begin{equation*}
\left\{\int_{C_{2}}\left|L(f, g)-L\left([f]_{m}, g\right)\right|^{2} d m_{2}(g)\right\}^{1 / 2}=\left\|f-[f]_{m}\right\|_{2} \tag{4.3}
\end{equation*}
$$

It follows from (4.3) that

$$
\begin{equation*}
\int_{C_{2}}\left|L(f, g)-L\left([f]_{m}, g\right)\right|^{2} d m_{2}(g)=\left\|f-[f]_{m}\right\|_{2}^{2} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{4.4}
\end{equation*}
$$

Also from (4.3) and the Minkowski inequality we get

$$
\begin{align*}
\int_{C_{2}}\left|L(f, g)-L\left([f]_{m}, g\right)\right|^{2} d m_{2}(g) & \leqq\left[\|f\|_{2^{+}}\left\|[f]_{m}\right\|_{2}\right]^{2} \\
& \leqq\left[\|f\|_{\infty^{+}}+\left\|[f]_{m}\right\|_{\infty}\right]^{2}  \tag{4.5}\\
& \leqq\left[\|f\|_{\infty^{+}}\|f\|_{\infty}\right]^{2} \\
& =4\|f\|_{\infty}^{2} .
\end{align*}
$$

Now using (4.4), (4.5), the Fubini Theorem, Corollary 4.1 and the Dominated Convergence Theorem we obtain (4.2).

The following corollary to the proof of Lemma 4.2 gives the $L_{2}$-norm convergence on subrectangles of $Q$.

Corollary 4.2. Let $R=[a, b] \times[\alpha, \beta] \subseteq Q$ and let $L: C_{2}(Q) \times C_{2}(Q) \rightarrow \mathbb{R}$ be given by

$$
\begin{equation*}
L(f, g):=\int_{Q} \chi_{R}(s, t) f(s, t) \tilde{d}_{2} g(s, t) . \tag{4.6}
\end{equation*}
$$

Then

$$
\lim _{m \rightarrow \infty} \int_{C_{2} \times C_{2}}\left|L(f, g)-L\left([f]_{m}, g\right)\right|^{2} d\left(m_{2} \times m_{2}\right)(f, g)=0
$$

Theorem 4.1. For any rectangle $R=[a, b] \times[\alpha, \beta] \subseteq Q$ and for $m_{2} \times m_{2}$-a.e. $(f, g) \in C_{2} \times C_{2}$

$$
\begin{aligned}
& \int_{R} f(s, t) \tilde{d}_{2} g(s, t)=f(b, \beta) g(b, \beta)-f(b, \alpha) g(b, \alpha) \\
&-f(a, \beta) g(a, \beta)+f(a, \alpha) g(a, \alpha) \\
&-\int_{a}^{b}[g(s, \beta) \tilde{d} f(s, \beta)-g(s, \alpha) \tilde{d} f(s, \alpha)] \\
&-\int_{\alpha}^{\beta}[g(b, t) \tilde{d} f(b, t)-g(a, t) \tilde{d} f(a, t)] \\
&+\int_{R} g(s, t) \tilde{d}_{2} f(s, t) .
\end{aligned}
$$

In fact, given any ( $f, g$ ) for which (4.7) holds and any $\rho_{1}, \rho_{2}>0$, (4.7) also holds for ( $\rho_{1} f, \rho_{2} g$ ). In fact for $m_{2}$-a.e.f, (4.7) holds for s-a.e.g and for $m_{2}$-a.e.g, (4.7) holds for s-a.e.f.

Proof. Let $L: C_{2} \times C_{2} \rightarrow \mathbb{R}$ be defined by the left-hand side of (4.7) (i.e. $L$ is given by (4.6)) for all ( $f, g$ ) for which the P.W.Z. integral exists, and let $M: C_{2} \times C_{2} \rightarrow \mathbb{R}$ be defined by the right-hand side of (4.7) for all $(f, g)$ for which all the P.W.Z. integrals exist. We first note that for each $f \in C_{2}(Q), L(f, g)$ exists for $s$-a.e. $g \in C_{2}(Q)$ while for
each $g \in C_{2}(Q), M(f, g)$ exists for $s$-a.e. $f \in C_{2}(Q)$. To establish Theorem 4.1 it clearly suffices to establish (i), (ii), and (iii) below.
(i) For each $f \in C_{2}(Q)$ and each $m=0,1,2, \cdots, L\left([f]_{m}, g\right)=M\left([f]_{m}, g\right)$ for $s$-a.e. $g \in C_{2}(Q)$.
(ii) $L\left([f]_{m}, g\right) \rightarrow L(f, g)$ in $L_{2}$-norm as $m \rightarrow \infty$ (this is simply Corollary 4.2 above).
(iii) For each $g \in C_{2}(Q), M\left([f]_{m}, g\right) \rightarrow M(f, g)$ as $m \rightarrow \infty$ for $s$-a.e. $f \in C_{2}(Q)$.

Proof of (i). Let $f \in C_{2}(Q)$ and $m$ be given. Then for $s$-a.e. $g \in C_{2}(Q), L\left(\left[f_{m}\right], g\right)$ exists and satisfies the equation

$$
\begin{align*}
L\left([f]_{m}, g\right) & :=\int_{R}[f]_{m}(s, t) \tilde{d}_{2} g(s, t) \\
& =\int_{R}[f]_{m}(s, t) d g(s, t) . \tag{4.8}
\end{align*}
$$

But, by the nonstochastic integration by parts formula [31, Thm. 4], we know that for all $(f, g) \in C_{2} \times C_{2}$ and all $m$

$$
\begin{aligned}
& \int_{R}[f]_{m}(s, t) d g(s, t)=[f]_{m}(b, \beta) g(b, \beta)-[f]_{m}(b, \alpha) g(b, \alpha) \\
&-[f]_{m}(a, \beta) g(a, \beta)+[f]_{m}(a, \alpha) g(a, \alpha) \\
&-\int_{a}^{b}\left[g(s, \beta) d[f]_{m}(s, \beta)-g(s, \alpha) d[f]_{m}(s, \alpha)\right] \\
&-\int_{\alpha}^{\beta}\left[g(b, t) d[f]_{m}(b, t)-g(a, t) d[f]_{m}(a, t)\right] \\
&+\int_{R} g(s, t) d[f]_{m}(s, t) .
\end{aligned}
$$

Next by Lemma 3.2 and the corresponding result for P.W.Z. integrals of functions of one variable we see that for all $(f, g) \in C_{2} \times C_{2}$ and all $m, M\left([f]_{m}, g\right)$ exists and equals the right-hand side of (4.9) above. Thus, using (4.8) and (4.9), we see that for fixed $f$ and $m, L\left([f]_{m}, g\right)=M\left([f]_{m}, g\right)$ for $s$-a.e. $g \in C_{2}(Q)$ and so (i) is established.

Proof of (iii). To establish (iii) it suffices to show that for each $g \in C_{2}(Q)$, each of the seven terms involved in the definition of $M\left([f]_{m}, g\right)$ converges to the corresponding term in the definition of $M(f, g)$ for $s$-a.e. $f \in C_{2}(Q)$. This is easy to see for the first 4 terms. Corollary 3.1 assures that this is true for the 7th term also, i.e.,

$$
\lim _{m \rightarrow \infty} \int_{R} g(s, t) \tilde{d}_{2}[f]_{m}(s, t)=\int_{R} g(s, t) \tilde{d}_{2} f(s, t)
$$

for $s$-a.e. $f \in C_{2}(Q)$. Next, using a result of Cameron and Storvick [1, Lemma 2.3] together with [28, p.306], it is quite easy to see that, for example,

$$
\lim _{m \rightarrow \infty} \int_{a}^{b} g(s, \beta) d[f]_{m}(s, \beta)=\int_{a}^{b} g(s, \beta) \tilde{d} f(s, \beta)
$$

for $s$-a.e. $f \in C_{2}(Q)$. Similarly we get the desired convergence for the other integrals involved in the 5th and 6th terms of $M\left([f]_{m}, g\right)$ and $M(f, g)$. Thus (iii) is established, which concludes the proof of Theorem 4.1.

Choosing $R=Q=[0,1]^{2}$ in Theorem 4.1 and keeping in mind that $f$ and $g$ vanish on the left-hand and lower edges of $Q$, we get the following corollary.

Corollary 4.3. For $m_{2} \times m_{2}$-a.e. $(f, g) \in C_{2} \times C_{2}$

$$
\begin{align*}
& \int_{[0,1]^{2}} f(s, t) \tilde{d}_{2} g(s, t)=f(1,1) g(1,1)-\int_{0}^{1} g(s, 1) \tilde{d} f(s, 1) \\
&-\int_{0}^{1} g(1, t) \tilde{d} f(1, t)+\int_{[0,1]^{2}} g(s, t) \tilde{d}_{2} f(s, t) . \tag{4.10}
\end{align*}
$$

In addition, given any ( $f, g$ ) for which (4.10) holds and any $\rho_{1}, \rho_{2}>0$, (4.10) also holds for ( $\rho_{1} f, \rho_{2} g$ ). In fact for $m_{2}$-a.e.f, (4.10) holds for $s$-a.e.g and for $m_{2}$-a.e.g, (4.10) holds for s-a.e.f.

Next, using Theorem 3.1 and Theorem 4.1, we obtain the following interesting corollary.

Corollary 4.4. For $m_{2}$-a.e.g $\in C_{2}(Q)$, the function $\int_{Q} f(s, t) \tilde{d}_{2} g(s, t)$ is continuous with respect to binary quadratic approximation for s-a.e.f in $C_{2}(Q)$. That is to say, for almost all $g \in C_{2}(Q)$,

$$
\lim _{m \rightarrow \infty} \int_{Q}[f]_{m}(s, t) \tilde{d}_{2} g(s, t)=\int_{Q} f(s, t) \tilde{d}_{2} g(s, t)
$$

for s-a.e.f in $C_{2}(Q)$.
Concluding remarks. Using the techniques of $\S 4$ together with Lemma 2.3 of [1, p. 7], one can quite easily obtain an alternate proof of the parts formula for the stochastic integral of functions of one variable [7, p. 268] which follows.

Theorem 4.1(a). For $0 \leqq a<b \leqq 1$ and $m_{1} \times m_{1}$-a.e. $(x, w)$ in $C_{1}[0,1] \times C_{1}[0,1]$

$$
\begin{equation*}
\int_{a}^{b} x(s) \tilde{d} w(s)=x(b) w(b)-x(a) w(a)-\int_{a}^{b} w(s) \tilde{d} x(s) \tag{4.11}
\end{equation*}
$$

In fact for $m_{1}$-a.e.x, (4.11) holds for s-a.e.w and for $m_{1}$-a.e.w, (4.11) holds for s-a.e.x.
Corollary 4.4(a). For $m_{1}$-a.e. $w \in C_{1}[0,1]$, the function $H(x):=\int_{0}^{1} x(s) \tilde{d} w(s)$ is continuous with respect to binary polygonal approximation for s-a.e. $x \in C_{1}[0,1]$.

Proof. Theorem 4.1(a) and Lemma 2.3 of [1, p. 7].
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# SOME APPROXIMATION FORMULA FOR STOCHASTIC EIGENVALUES* 

DAVID C. BARNES $\dagger$


#### Abstract

We consider some random eigenvalue problems of the form $L(\cdot)=\lambda M(\cdot)$, where $L(\cdot)$ and $M(\cdot)$ may be ordinary or partial differential operators which depend on a (perhaps multi-dimensional) random variable $\omega$. We generalize some formulas due to Boyce [Probabilistic Methods in Applied Mathematics, Academic Press, New York, 1968, pp. 1-73] which give estimates for the eigenvalues of the form $\lambda(\omega)=$ $\lambda^{*}+K(\omega)+O\left(\|\omega\|^{2}\right)$. Here $\lambda(\omega)$ is an eigenvalue corresponding to the random variable $\omega$ while $\lambda^{*}$ is an eigenvalue corresponding to some approximating deterministic problem. The term $K(\omega)$ will be $O(\|\omega\|)$, although it may not be linear in $\omega$. These formulas may be used with very general boundary conditions, including those which contain random coefficients and those which may be nonlinear and nonhomogeneous. The boundary conditions also may contain the eigenvalue parameter $\lambda$ and they need not be self-adjoint. We will first give the theory for ordinary equations, then generalize to partial differential equations, first in a deterministic domain, then in a random domain.


Key words. stochastic eigenvalues, approximation

## 1. Introduction. Consider the eigenvalue problem

$$
\begin{equation*}
L(y)=\lambda g y, \quad L(y)=-\left(f y^{\prime}\right)^{\prime}-q y, \quad 0<x<l . \tag{1}
\end{equation*}
$$

We assume the coefficients $f, g$ and $q$ depend on $x$ as well as a random variable $\omega=\left(\omega_{1}, \omega_{2}, \cdots, \omega_{N}\right)$, taken from a sample space $\Omega=\Omega_{1} \times \Omega_{2} \times \cdots \times \Omega_{N}$ where, for each $x \in[0, l]$, probability measures $\mu_{i}(\cdot)$ are defined on $\Omega_{i}$. The $\omega_{i}$ may or may not be independent. When appropriate boundary conditions are given, and with some mild restrictions on the coefficients, the problem will have eigenvalues $\lambda(\omega)$ which will then be random variables defined on $\Omega$. In this work, we will be concerned with finding approximations of the form $\lambda(\omega)=\lambda^{*}+K(\omega)+O\left(\|\omega\|^{2}\right)$. Here, $\lambda^{*}$ is an eigenvalue of an approximating deterministic problem

$$
\begin{equation*}
L^{*}\left(y^{*}\right)=\lambda^{*} g^{*} y^{*}, \quad L^{*}\left(y^{*}\right)=-\left(f^{*} y^{*}\right)^{\prime}-q^{*} y^{*} \tag{2}
\end{equation*}
$$

We will first develop the theory for (1), then generalize it to problems of the form $L(y)=\lambda M(y)$, where $L(\cdot)$ and $M(\cdot)$ are (possibly partial) differential operators having random coefficients. Finally, we will give a modest treatment of the simple equation $\nabla^{2} u+\lambda u=0$ with $u=0$ on $\partial \mathscr{R}$, where $\mathscr{R}$ is a random domain. Throughout we will use the notation $\Delta(\cdot)=(\cdot)-(\cdot)^{*}$, and ${ }^{*}$-ed quantities will all be deterministic; so, for example, $\Delta L=L-L^{*}, \Delta \lambda=\lambda-\lambda^{*}$ and so on. We denote the mean of a random variable by $\langle\cdot\rangle$ and also use the notations

$$
\|\omega\|^{2}=\max _{i, j}\left\{\left|\omega_{i} \omega_{j}\right|\right\}, \quad(u, v)=\int_{0}^{l} u(x) v(x) d x .
$$

2. The second order equation. Methods used by D. C. Barnes [3] can be used to prove the following theorem.

Theorem 1. Let $y, \lambda$ and $y^{*}, \lambda^{*}$ be eigenpairs for (1), (2). Define a random variable $J(\omega)$ by

$$
\begin{equation*}
J(\omega)=\int_{0}^{l}\left[\lambda^{*} g y^{* 2}+q y^{* 2}-f\left(y^{* / 2}\right)\right] d x . \tag{3}
\end{equation*}
$$

[^81]Define also a boundary term BT and a random variable $K(\omega)$ by

$$
\begin{equation*}
B T=f^{*} y^{* \prime} y-f y^{\prime} y^{*}-\left.f^{*} y^{*} y^{*}\right|_{x=0} ^{x=l}, \quad K(\omega)=\lambda^{*}+B T-J(\omega) . \tag{4}
\end{equation*}
$$

Suppose that $y^{*}$ is normalized so that

$$
\begin{equation*}
\int_{0}^{1} g^{*} y^{* 2} d x=1 \tag{5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lambda(\omega)=K(\omega)+O_{2}=\lambda^{*}+B T-J(\omega)+O_{2} \tag{6}
\end{equation*}
$$

where the term $\mathrm{O}_{2}$ is defined by

$$
\begin{equation*}
O_{2}=\int_{0}^{l}\left[\Delta \lambda \Delta y g^{*} y^{*}+\lambda^{*} \Delta g \Delta y y^{*}+\Delta q \Delta y y^{*}-\Delta f \Delta y^{\prime} y^{* \prime}\right] d x . \tag{7}
\end{equation*}
$$

In the context of [3], $\omega$ was simply a real parameter and (6) was used to develop some variational properties of the eigenvalues $\lambda$. However, (6) shows that the functional $K(\omega)$ is tangent to $\lambda(\omega)$ at $\omega=0$ and thus will provide a good approximation formula when $\|\omega\|$ is small. Now we need to make $O_{2}$ small by selecting the base problem (2). One good way to do this is to take

$$
\begin{equation*}
f^{*}=\langle f\rangle, \quad g^{*}=\langle g\rangle, \quad q^{*}=\langle q\rangle . \tag{8}
\end{equation*}
$$

As an example, we will take the simple boundary conditions, $y(0)=y(l)=0$, and use
(6) to approximate $\langle\lambda\rangle$. We see that

$$
\begin{equation*}
\langle\lambda(\omega)\rangle=\lambda^{*}-\int_{0}^{l}\left[\lambda^{*}\langle g\rangle y^{* 2}+\langle q\rangle y^{* 2}-\langle f\rangle\left(y^{* 2}\right)\right] d x+O_{2} \tag{9}
\end{equation*}
$$

Now multiply (2) by $y^{*}$ and integrate. This shows that the integral term in (9) vanishes, so $\langle\lambda(\omega)\rangle=\lambda^{*}+\left\langle O_{2}\right\rangle$. This estimate has been given by Boyce [4]. Generally, in the case of homogeneous, linear, self-adjoint, and deterministic boundary conditions, and in the choice of base problem (8), the result (9) is well known.

It is, however, not at all necessary that the boundary conditions be homogeneous, linear, self-adjoint or deterministic. Equation (6) holds in any case. The boundary conditions might even involve the eigenvalue parameter $\lambda$.

There are only two conditions which are necessary in order to use the approximation (6) effectively. First of all $B T$ will, in general, involve the values of $y$ at $x=0$ and at $x=l$. So we must be able to use the boundary conditions to eliminate, or at least approximate, the terms in $B T$ which involve $y$. The second requirement is that the eigenvalue problem must be well posed when considered as a function of $\omega$. That is, the eigenvalues, the eigenfunctions and their derivatives must depend continuously on $\omega$. This will insure that the error term $O_{2}$ is small. Other than these requirements, the boundary conditions are quite arbitrary.

Suppose we are given constants $a, b$ and random variables $\omega_{i}$ taken from sample spaces $\left(\Omega_{i}, \mu_{i}\right)$ with $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \in \Omega_{1} \times \Omega_{2} \times \Omega_{3}$. Consider the boundary conditions

$$
\begin{equation*}
y(0)+\left(a+\omega_{2}\right) f\left(0, \omega_{1}\right) y^{\prime}(0)=0, \quad\left(b+\omega_{3}\right) y(l)+f\left(l, \omega_{1}\right) y^{\prime}(l)=0 . \tag{10}
\end{equation*}
$$

We select the base problem by letting $\omega=0$, so that

$$
\begin{gather*}
f^{*}(x)=f(x, 0), \quad g^{*}(x)=g(x, 0), \quad q^{*}(x)=q(x, 0), \\
y^{*}(0)+a f^{*}(0) y^{* \prime}(0)=0, \quad b y^{*}(l)+f^{*}(l) y^{* \prime}(l)=0 . \tag{11}
\end{gather*}
$$

Using (10) and (11) in (4), it follows that

$$
B T=\left.\left(b y^{* 2}+\omega_{3} y y^{*}\right)\right|_{x=l}-\left.\left(a f^{* 2} y^{* / 2}-\omega_{2} f^{*} y^{*} y^{*}\right)\right|_{x=0} .
$$

We now use the approximations $y=y^{*}+O(\omega)$ and $y^{\prime}=y^{* \prime}+O(\omega)$ to eliminate the terms involving $y$ and obtain the first order approximation

$$
B T=\left.y^{* 2}\left(b+\omega_{3}\right)\right|_{x=1}-\left.\left(a-\omega_{2}\right) f^{* 2} y^{* \prime 2}\right|_{x=0}+O_{2} .
$$

Since we have eliminated the terms in $B T$ which involve $y$, we may substitute this formula in (6) to obtain first order approximation to $\lambda(\omega)$ which can be easily computed.

As a second example, consider a slender column subject to a compressive load $\lambda$ which may cause it to buckle. The critical buckling load is determined by the smallest nonzero eigenvalue of an equation of the form (1). The eigenfunction $y(x)$ represents the bending moment of the column in the buckled state. If the load $\lambda$ is applied exactly on the center line of the column, then the boundary conditions will be $y^{*}(0)=y^{*}(l)=0$. Suppose, however, that the load at $x=l$ is applied at a small, random distance $\omega$ away from the center line. If the column is pinned at both ends, then the boundary conditions are [2], [6]

$$
\begin{equation*}
y(0)=0, \quad y(l)=\lambda \omega, \quad y^{*}(0)=0, \quad y^{*}(l)=0 . \tag{12}
\end{equation*}
$$

We suppose that the shape of the column is deterministic, so that the coefficients $f$, $g, q$ do not depend on $\omega$. The eigenfunction $y^{*}$ is uniquely determined by (2) and (5) up to a factor of $\pm 1$. Suppose first that $\omega>0$. We then take $y^{*}$ to be the eigenfunction satisfying $y^{*}>0$ for $0<x<l$ so that $y^{* \prime}(l)<0$. However, if $\omega<0$, then we will take $y^{*}$ to satisfy $y^{*}<0$ so that $y^{* \prime}(l)>0$. This will insure, at least for small $\omega$, that $y$ and $y^{*}$ will have no zeros on $0<x<l$ so that $\Delta y$ and $\Delta y^{\prime}$ will be small. It also insures that the approximation formulas will be symmetric about $\omega=0$, as is the eigenvalue itself, $\lambda(-\omega)=\lambda(\omega)$.

Since the problem (12) is not homogeneous, the eigenfunction $y$ cannot be normalized at will. We still, however, use the relation

$$
\begin{equation*}
\int_{0}^{l} g y^{2} d x=1 \tag{13}
\end{equation*}
$$

in order to force the approximations of $y$ to $y^{*}$. The three conditions (12), (13) will serve to determine the two constants in the general solution of (1) as well as $\lambda$. These conditions, together with the above sign conventions, will determine the eigenfunction $y$ uniquely.

Using (4), we find $B T \approx \lambda(\omega) f^{*}(l) y^{* \prime}(l) \omega$. Since the choice of $y^{*}$ depends on $\operatorname{sign}(\omega)$, we recast $B T$ into the general form (which works for either $y^{*}$ ) $B T \approx$ $-\lambda(\omega) f^{*}(l)\left|y^{* \prime}(l) \omega\right|$. Putting this into (6) and solving the resulting equation for $\lambda(\omega)$ yields the first order approximation

$$
\begin{equation*}
\lambda(\omega)=\frac{\lambda^{*}-J(\omega)+O_{2}}{1+f^{*}(l)\left|y^{* \prime}(l) \omega\right|}=\frac{\lambda^{*}-J(\omega)}{1+f^{*}(l)\left|y^{*}(l) \omega\right|}+O_{2} . \tag{14}
\end{equation*}
$$

The form of this equation, and physical intuition, suggests that $\lambda(\omega) \leqq \lambda^{*}$ but this has not been proved.

Consider an example of (14). Suppose that the column is uniform. That is, $f=g=1$, $q=0$, and use nondimensional coordinates, so that

$$
y^{\prime \prime}+\lambda y=0, \quad y(0)=0, \quad y(1)=\lambda \omega, \quad \text { and } \quad y^{*}= \pm \sqrt{2} \sin \pi x, \quad \lambda^{*}=\pi^{2} .
$$

Solving for $y$ and $\lambda(\omega)$, we find, for given $\omega$, that $\lambda(\omega)$ is the smallest positive root of the equation

$$
\begin{equation*}
t^{3} \omega^{2}(2 t-\sin t)=4 \sin ^{2} t, \quad t=\sqrt{\lambda} \quad \text { and } \quad y=2 \sqrt{\frac{t}{(2 t-\sin 2 t)}} \sin t x . \tag{15}
\end{equation*}
$$

Using (14) we find that

$$
\begin{equation*}
\lambda \cdot(\omega)=\frac{\lambda^{*}}{1+\sqrt{2} \pi|\omega|}+O_{2} . \tag{16}
\end{equation*}
$$

We will now check the accuracy of this approximation. Rather than attempt to solve (15) for $\lambda(\omega)$, it is more convenient to use the inverse functions for $|\omega|$ as a function of $t=\sqrt{\lambda}$. Solving for $|\omega|$, using both (15) and (16) we find

$$
|\omega|=\frac{2 \sin t}{\sqrt{t^{3}(2 t-\sin 2 t)}}, \quad|\omega|=\frac{\pi^{2}-t^{2}}{\sqrt{2} \pi t^{2}}+O_{2} .
$$

Now one can easily verify that the two right-hand sides are tangent to each other at the point $t=\pi, \omega=0$. Thus the approximation (16) will be good for small $\omega$.

The sign conventions used in this example essentially amounted to decomposing the sample space $\Omega$ into its positive and negative parts, $\Omega^{+}$and $\Omega^{-}$, and then using two distinct approximation formulas on each part. Such decompositions can be useful in other situations as well.

Suppose that either the coefficient functions $f, g, q$, or the boundary conditions are not continuous in $\omega$. In such an event, the eigenvalue problem may not be well posed and the methods used here would not apply. Suppose, however, that we can decompose $\Omega$ into a disjoint union,

$$
\begin{equation*}
\Omega=\bigcup_{i=1}^{N} \Omega_{i}, \quad \Omega_{i} \cap \Omega_{j}=\varnothing \quad \text { for } i \neq j \tag{17}
\end{equation*}
$$

in such a way that the problem is well posed on each $\Omega_{i}$. We then select approximating base problems for each $\Omega_{i}$,

$$
\begin{equation*}
\left(f_{i}^{*} y_{i}^{* \prime}\right)^{\prime}+\left(\lambda_{i}^{*} g_{i}^{*}+q_{i}^{*}\right) y_{i}^{*}=0, \quad U_{1}^{(i)}\left(y_{i}^{*}\right)=U_{2}^{(i)}\left(y_{i}^{*}\right)=0 \tag{18}
\end{equation*}
$$

where, for each $i$, we might select a fixed value of $\omega_{i} \in \Omega_{i}$ and define the approximating problems by

$$
f_{i}^{*}(x)=f\left(x, \omega_{i}\right), \quad g_{i}^{*}(x)=g\left(x, \omega_{i}\right), \quad q_{i}^{*}(x)=q\left(x, \omega_{i}\right) .
$$

Now construct the piecewise $O_{2}$ approximation to $\lambda(\omega)$ using

$$
\begin{equation*}
\lambda(\omega)=\lambda_{i}^{*}+B T_{i}-J_{i}(\omega)+O_{2, i}, \quad \omega \in \Omega_{j}, \quad J_{i}(\omega)=\int_{0}^{l} \lambda_{i}^{*} g y_{i}^{*}+q y_{i}^{*}-f y_{i}^{* / 2} d x \tag{19}
\end{equation*}
$$

The error terms $O_{2, i}$ will be $O\left(\left(\omega-\omega_{i}\right)^{2}\right)$ on $\Omega_{i}$. Even though such a piecewise approximation may not be continuous on all $\Omega$, it will still be a global first order approximation to $\lambda(\omega)$.

This also suggests numerical procedures for high accuracy computations. Suppose, for example, that we need to compute $\langle\lambda\rangle$. We could then decompose $\Omega$ as in (17) so that $\mu\left(\Omega_{i}\right)=1 / N$. Then solve the $N$ base problems (18) for $y_{i}^{*}$ and take the mean in (19) to obtain

$$
\begin{equation*}
\langle\lambda\rangle=\sum_{i=1}^{N} \int_{\Omega_{i}}\left\langle\lambda_{i}^{*}+B T_{i}-J_{i}(\omega)\right\rangle d \mu+O\left(\frac{1}{N}\right) . \tag{20}
\end{equation*}
$$

Since each error term in (19) is $O\left(1 / N^{2}\right)$, the error term in (20) will be $O(1 / N)$. The obvious thing to do at this point, is to use (20) together with a Romberg style extrapolation scheme to compute more accurate values for $\langle\lambda\rangle$.
3. More general problems. These methods will also work on more general problems of the form

$$
\begin{align*}
& L(y)=\lambda M(y), \quad U_{p}(y, \omega, \lambda)=0, \quad p=1,2, \cdots, 2 m,  \tag{21}\\
& L(y)=\sum_{i=0}^{m}(-1)^{i}\left(f_{i} y^{(i)}\right)^{(i)}, \quad M(y)=\sum_{j=0}^{m^{\prime}}(-1)^{j}\left(g_{j} y^{(j)}\right)^{(j)} .
\end{align*}
$$

Here, $f_{i}$ and $g_{j}$ are random functions, and we will assume that $m>m^{\prime} \geqq 0$. The boundary conditions may be quite arbitrary, being subject to the same conditions outlined in the second order case.

Consider any deterministic problem which approximates (21),

$$
\begin{align*}
& L^{*}\left(y^{*}\right)=\lambda^{*} M^{*}\left(y^{*}\right), \quad U_{p}^{*}\left(y^{*}, \lambda^{*}\right)=0, \quad p=1,2, \cdots, 2 m,  \tag{22}\\
& L^{*}\left(y^{*}\right)=\sum_{i=0}^{m}(-1)^{i}\left(f_{i}^{*} y^{*(i)}\right)^{(i)}, \quad M^{*}\left(y^{*}\right)=\sum_{i=0}^{m^{\prime}}(-1)^{j}\left(g_{j}^{*} y^{*(j)}\right)^{(j)} .
\end{align*}
$$

We have the following theorem.
Theorem 2. Let $y, \lambda$ and $y^{*}, \lambda^{*}$ be eigenpairs for (21) and (22). Define a random variable $J(\omega)$ by

$$
\begin{equation*}
J(\omega)=\int_{0}^{l} \sum_{j=0}^{m^{\prime}} g_{j}\left(y^{*(j)}\right)^{2}-\sum_{i=0}^{m} f_{i}\left(y^{*(i)}\right)^{2} d x . \tag{23}
\end{equation*}
$$

Define boundary terms BT1, BT2 and BT3 by the following equations:

$$
\begin{align*}
& \left(L^{*}(y), y^{*}\right)=B T 1+\left(y, L^{*}\left(y^{*}\right)\right),  \tag{24}\\
& \left(M^{*}(y), y^{*}\right)=B T 2+\left(y, M^{*}\left(y^{*}\right)\right),  \tag{25}\\
& \left(L\left(y^{*}\right), y^{*}\right)-\lambda^{*}\left(M\left(y^{*}\right), y^{*}\right)=B T 3-J(\omega) . \tag{26}
\end{align*}
$$

Suppose that $y^{*}$ is normalized so that

$$
\begin{equation*}
\left(M^{*}\left(y^{*}\right), y^{*}\right)=1, \quad\left(L^{*}\left(y^{*}\right), y^{*}\right)=\lambda^{*} \tag{27}
\end{equation*}
$$

Then

$$
\begin{align*}
& \lambda(\omega)=\lambda^{*}+B T 1-\lambda^{*} B T 2+\left(L\left(y^{*}\right), y^{*}\right)-\lambda^{*}\left(M\left(y^{*}\right), y^{*}\right)+O_{2},  \tag{28}\\
& \lambda(\omega)=\lambda^{*}+B T 1-\lambda^{*} B T 2+B T 3-J(\omega)+O_{2} . \tag{29}
\end{align*}
$$

The error term $\mathrm{O}_{2}$ is given by

$$
\begin{equation*}
O_{2}=\left(\Delta L(\Delta y)-\Delta \lambda M^{*}(\Delta y)-\Delta \lambda \Delta M\left(y^{*}\right)-\lambda \Delta M(\Delta y), y^{*}\right) \tag{30}
\end{equation*}
$$

where $\Delta(\cdot)=(\cdot)-(\cdot)^{*}$.
The proof consists of a rather straightforward, but lengthy, computation. First multiply (22) by $y$ and (21) by $y^{*}$. Then subtract the equations and integrate to find

$$
\left(L(y), y^{*}\right)-\left(L^{*}\left(y^{*}\right), y\right)=\lambda\left(M(y), y^{*}\right)-\lambda^{*}\left(M^{*}\left(y^{*}\right), y\right) .
$$

We now substitute the $\Delta$ notation into this equation, giving

$$
\begin{aligned}
& \left(\left(L^{*}+\Delta L\right)\left(y^{*}+\Delta y\right), y^{*}\right)-\left(L^{*}\left(y^{*}\right), y^{*}+\Delta y\right) \\
& \quad=\left(\lambda^{*}+\Delta \lambda\right)\left(\left(M^{*}+\Delta M\right)\left(y^{*}+\Delta y\right), y^{*}\right)-\lambda^{*}\left(M^{*}\left(y^{*}\right), y^{*}+\Delta y\right)
\end{aligned}
$$

Now multiply out these expressions, collecting all terms of second order into $\mathrm{O}_{2}$ as given by (30). Next, use the relations $\Delta(\cdot)=(\cdot)-(\cdot)^{*}$ to eliminate all of the remaining terms which involve $\Delta$. Finally, use (24), (25) and (27) to simplify the formula. After some manipulation, (28) follows. Finally, (26) implies (29).

In the important special case $m=2$ and $m^{\prime}=1$, we find that

$$
\begin{align*}
& B T 1=\left(f_{2}^{*} y^{\prime \prime}\right)^{\prime} y^{*}-\left(f_{2}^{*} y^{* \prime \prime}\right)^{\prime} y+f_{2}^{*} y^{* \prime \prime} y^{\prime}-f_{2}^{*} y^{\prime \prime} y^{* \prime}+f_{1}^{*} y y^{* \prime}-\left.f_{1}^{*} y^{\prime} y^{*}\right|_{x=0} ^{x=l},  \tag{31}\\
& B T 2=g_{1}^{*} y^{* \prime} y-\left.g_{1}^{*} y^{*} y^{\prime}\right|_{x=0} ^{x=l},  \tag{32}\\
& B T 3=\left(f_{2} y^{* \prime \prime}\right)^{\prime} y^{*}-f_{2} y^{* \prime} y^{* \prime \prime}-f_{1} y^{* \prime} y^{*}+\left.\lambda^{*} g_{1} y^{* \prime} y^{*}\right|_{x=0} ^{x=l} . \tag{33}
\end{align*}
$$

As an example, consider a uniform slender column subject to an axial compressive load $\lambda$ which may cause it to buckle. Suppose that it is pinned at each end and that it is supported on an elastic foundation which provides, at each point $x$, a random restoring force $F\left(x, \omega_{1}\right) y$, which is directly proportional to the displacement $y$. The critical buckling load is determined [6] by the first eigenvalue of the system:

$$
y^{\prime \prime \prime \prime}+F\left(x, \omega_{1}\right) y=\lambda\left(-y^{\prime \prime}\right), \quad y(0)=y^{\prime \prime}(0)=y(l)=y^{\prime \prime}(l)=0 .
$$

Take the base problem to correspond to $\omega_{1}=0$, so that

$$
\begin{equation*}
y^{* \prime \prime \prime \prime}+F^{*}(x) y^{*}=\lambda^{*}\left[-y^{* \prime \prime}\right], \quad F^{*}(x)=F(x, 0) . \tag{34}
\end{equation*}
$$

Using (29) we see that

$$
\lambda(\omega)=\lambda^{*}-\int_{0}^{l} \lambda^{*}\left(y^{* \prime}\right)^{2}-F\left(x, \omega_{1}\right) y^{* 2}+\left(y^{* \prime \prime}\right)^{2} d x+O_{2} .
$$

Multiplying (34) by $y^{*}$ and integrating shows that

$$
\lambda(\omega)=\lambda^{*}-\int_{0}^{l}\left(F\left(x, \omega_{1}\right)-F^{*}(x)\right) y^{* 2} d x+O_{2} .
$$

We can also deal with random boundary conditions. Suppose, for example, that

$$
y^{\prime}(0)+\left(a+\omega_{2}\right) y^{\prime \prime}(0)=0, \quad\left(b+\omega_{3}\right) y^{\prime}(l)+y^{\prime \prime}(l)=0, \quad y(0)=0, \quad y(l)=0 .
$$

Using (24)-(26) and the approximations $y=y^{*}+O(\|\omega\|)$, we soon find that

$$
B T 1-\lambda^{*} B T 2+B T 3=\left(b+\omega_{3}\right) y^{* \prime 2}(l)-\left(a+\omega_{2}\right) y^{* \prime 2}(0)+O_{2} .
$$

This approximation can now be used in (29) to obtain an approximation for $\lambda(\omega)$.
A second example, which has been used to study vibrations of a helicopter roter (see [1] and the references listed there) is given by

$$
\begin{gather*}
y^{\prime \prime \prime \prime}-\left(\left(\frac{1}{2}\right) \alpha^{2}\left(1-x^{2}+\gamma^{2}\right) y^{\prime}\right)^{\prime}=\lambda y, \quad 0<x<1, \\
y(0)=y^{\prime}(0)-a y^{\prime \prime}(0)=y^{\prime \prime}(1)=0, \quad y^{\prime \prime \prime}(1)=\left(\frac{1}{2}\right) \gamma^{2} \alpha^{2} y^{\prime}(1)-\left(\frac{1}{2}\right) \lambda \gamma^{2} y(1) . \tag{35}
\end{gather*}
$$

We suppose that $\alpha$ and $\gamma$ are fixed but that $a$ is a random variable, $a=a^{*}+\omega$, with $\omega \in \Omega$. Letting $\omega=0$ correspond to the base problem, we use (31)-(33) to find that $B T 2=0$ and that

$$
B T 1=\left(\lambda^{*}-\lambda\right)\left(\frac{1}{2}\right) \gamma^{2} y^{* 2}(1)-\omega y^{* \prime \prime 2}(0)+O_{2}, \quad B T 3=-\left(\frac{1}{2}\right) \lambda^{*} \gamma^{2} y^{* 2}(1) .
$$

Substituting this into (29) and solving the resulting equation for $\lambda$ yields the first order approximation

$$
\begin{equation*}
\lambda(\omega)=\frac{\lambda^{*}-\omega y^{* / \prime 2}(0)-J(\omega)+O_{2}}{1+\frac{1}{2} \gamma^{2} y^{* 2}(1)} \tag{36}
\end{equation*}
$$

Now $J(\omega)$ is actually independent of $\omega$ so that $J(\omega)=J(0)$. Letting $\omega=0$ in (26) shows that $J(\omega)=B T 3=-\frac{1}{2} \lambda^{*} \gamma^{2} y^{* 2}(1)$. Substituting into (36) we obtain

$$
\begin{equation*}
\lambda(\omega)=\lambda^{*}-\omega \frac{y^{* \prime 2}(0)}{1+\frac{1}{2} \gamma^{2} y^{* 2}(1)}+O\left(\omega^{2}\right) . \tag{37}
\end{equation*}
$$

It follows from this equation that, at $\omega=0, d \lambda(\omega) / d \omega<0$. Therefore, $\lambda(\omega)$ is a decreasing function of $\omega$. Thus, we see that $\lambda^{*}$ is a decreasing function of $a^{*}$.

With more involved calculations, we could allow the coefficients in (35) to be random also. We will not pursue that idea here.

It is interesting to note that Theorem 1 is not, exactly, a special case of Theorem 2. To see this, let $m=1, m^{\prime}=0$ in Theorem 2, and take

$$
\begin{aligned}
& L(y)=-\left(f y^{\prime}\right)^{\prime}-q y, \quad M(y)=g y \\
& L^{*}\left(y^{*}\right)=-\left(f^{*} y^{* \prime}\right)-q^{*} y^{*}, \quad M^{*}\left(y^{*}\right)=g^{*} y^{*}
\end{aligned}
$$

Computing the boundary term given in Theorem 2 we find

$$
\begin{equation*}
B T 1-\lambda^{*} B T 2+B T 3=f^{*} y^{* \prime} y-f^{*} y^{\prime} y^{*}-\left.f y^{* \prime} y^{*}\right|_{x=0} ^{x=1} \tag{38}
\end{equation*}
$$

However, computing the boundary term $B T$ given in Theorem 1 yields a different result. But taking the difference between the two boundary terms and doing a direct computation shows that the difference $=\left.y^{*} \Delta f \Delta y^{\prime}\right|_{0} ^{l}$. Since this term is of second order, we see that either boundary term could be used to get a first order approximation to $\lambda(\omega)$. This discrepancy arises from the fact that in the work [3] the $O_{2}$ terms were collected after the integration by parts whereas in Theorem 2 the $O_{2}$ terms were collected before the integration by parts. It seems difficult, at this point, to decide which method should give a better result. Such questions would have to be dealt with by a more careful analysis of the $O_{2}$ terms.
4. Partial differential equations. These methods generalize easily to partial differential equations in a deterministic domain $\mathscr{R}$. Using Green's Theorem in place of integration by parts shows that Theorem 2 can be used when $L(\cdot)$ and $M(\cdot)$ are partial differential operators. Consider the special case of the two-dimensional equation

$$
\left(f u_{x}\right)_{x}+\left(f u_{y}\right)_{y}+(\lambda g+q) u=0, \quad \text { in } \mathscr{R} \text { with } u+(a+\omega) u_{\vec{\eta}}=0 \text { on } \partial \mathscr{R} .
$$

Here, $f, g, q$, and $\omega$ are random but $a$ is a deterministic function of $s$, arc length on $\partial \mathscr{R}$. For now, $\mathscr{R}$ is a deterministic domain. Using (29), we see that

$$
\lambda=\lambda^{*}+\int_{\partial \mathscr{R}}(a+\omega)\left(\frac{\partial u^{*}}{\partial \vec{\eta}}\right)^{2} d s+\iint_{\mathscr{R}} \lambda^{*} g u^{* 2}+q u^{* 2}-f\left(u_{x}^{* 2}+u_{y}^{* 2}\right) d A+O_{2}
$$

where

$$
\iint_{\mathscr{R}} g^{*} u^{* 2} d A=1
$$

If $l$, the length of the interval in a one-dimensional problem, was a random function of some $\omega \in \Omega$, then a simple change of variable $s=x / l$ would give a new problem on the fixed domain $0 \leqq s \leqq 1$ with random coefficients. Theorem 2 would then apply. In the case of partial differential equations, such a change of variables is much more difficult. One can, however, appeal to the Hadamard variational formula to accomplish much the same kind of manipulation.

Following Garabedian [5, Chap. 15], we consider a fixed two-dimensional domain $\mathscr{R}^{*}$ and let $\mathscr{R}(\omega)$ be the region whose boundary, $\partial \mathscr{R}(\omega)$, is obtained by shifting $\partial \mathscr{R}^{*}$ an "infinitesimal" distance $\delta \vec{\eta}=\rho(s, \omega) \vec{\eta}$ along its inner normal $\vec{\eta}$, so that $\mathscr{R}(0)=\mathscr{R}^{*}$. Here, $s$ is arc length on $\partial \mathscr{R}$ and $\omega$ is a random variable. We assume that $\partial \rho / \partial \omega$ exists near $\omega=0$.

Let $\lambda_{1}(\mathscr{R}(\omega))$ denote the first eigenvalue of $\nabla^{2} u+\lambda u=0$, with $u=0$ on $\partial \mathscr{R}(\omega)$, and let $u_{1}$ and $u_{1}^{*}$ be the eigenfunctions corresponding to $\mathscr{R}$ and $\mathscr{R}^{*}$. It follows from the Hadamard variational formula [5, Chap. 15] that

$$
\Delta \lambda_{1}=\lambda_{1}(\mathscr{R}(\omega))-\lambda_{1}\left(\mathscr{R}^{*}\right)=\delta \lambda_{1}+O\left(\omega^{2}\right), \quad \delta \lambda_{1}=\int_{\partial \mathscr{R}^{*}} \rho(s, \omega)\left(\frac{\partial u_{1}^{*}}{\partial \vec{\eta}}\right)^{2} d s
$$

Thus we obtain the first order approximation formula

$$
\begin{equation*}
\lambda_{1}(\mathscr{R}(\omega))=\lambda_{1}\left(\mathscr{R}^{*}\right)+\int_{\partial \mathscr{R}^{*}} \rho(s, \omega)\left(\frac{\partial u_{1}^{*}}{\partial \vec{\eta}}\right)^{2} d s+O\left(\omega^{2}\right) . \tag{39}
\end{equation*}
$$

As an example of this, consider a triangular domain $\mathscr{R}^{*}$ bounded by $x=0, y=0$, and $x+y=\pi$. Suppose the sides $x=0, y=0$ are fixed but that the diagonal side has a random variation $\omega$. Thus $\rho(s, \omega)$ is zero on $x=0, y=0$ but $\rho(s, \omega)=\omega$ on $x+y=\pi$, and $\mathscr{R}(\omega)$ is the domain bounded by the lines $x=0, y=0$, and $x+y=\pi-\sqrt{2} \omega$. The minus sign is due to the inward directed normal. There is a problem at the corner points since $\partial \mathscr{R}^{*}$ is not smooth there and $\rho$ is not continuous. However, there do exist analytic approximations to $\partial \mathscr{R}^{*}, \partial \mathscr{R}(\omega)$ and $\rho$, and the error introduced using them will be $O\left(\omega^{2}\right)$.

Solving for $u_{1}^{*}, \lambda_{1}^{*}$, we find that $u_{1}^{*}=2(\sin x \sin 2 y+\sin y \sin 2 x)$ and that $\lambda_{1}^{*}=5$. Now the change of variables $x=\bar{x}(1-\pi \omega / \sqrt{2}), y=\bar{y}(1-\pi \omega / \sqrt{2})$ shows that

$$
\begin{equation*}
\lambda_{1}(\mathscr{R}(\omega))=\frac{\lambda_{1}^{*}}{(1-\pi \omega / \sqrt{2})^{2}} . \tag{40}
\end{equation*}
$$

Using $u_{1}^{*}$ in (39), we find, after some calculation, that

$$
\begin{equation*}
\lambda_{1}(\mathscr{R}(\omega))=\lambda_{1}^{*}+\omega \lambda_{1}^{*} 2^{3 / 2} / \pi+O\left(\omega^{2}\right) . \tag{41}
\end{equation*}
$$

One can now easily verify that (40) and (41) agree up to second order terms.
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# EIGENVALUES ON A DOMAIN WITH DISCRETE ROTATIONAL SYMMETRY* 
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#### Abstract

The spectrum of the Laplace operator on a bounded domain or manifold consists of only isolated eigenvalues of finite multiplicity. In problems with a high degree of symmetry it is necessary that these multiplicities are large. The generic structure of the eigenspaces of the Laplace operator with no symmetry constraints is that the eigenvalues are simple.

We consider the structure of the eigenfunctions of the Laplace operator in a planar domain under deformations that preserve symmetry under a discrete rotation. There are two types of eigenfunctions: symmetric and asymmetric.

The main theorem shows that generically, symmetric eigenfunctions are simple and asymmetric eigenfunctions are of multiplicity two. This is a partial proof of the conjecture of V. I. Arnol'd concerning the codimension of large multiplicity eigenspaces in the space of domains preserving symmetry.
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Introduction. The spectrum of the Laplace operator on a bounded domain or manifold consists of only isolated eigenvalues of finite multiplicity. If the domain has symmetry, for example, and is invariant under the action of a cyclic group, the fact that the Laplace operator commutes with the group action forces multiplicities in the eigenvalues. The minimal polynomial for the group generator splits the space into subspaces. The subspaces determine different types of eigenfunctions and determine the multiplicities of the eigenvalues.

Let $D$ be the unit disk in $R^{2}$ and $\Delta=(\partial / \partial x)^{2}+(\partial / \partial y)^{2}$; then what follows is the main result of this paper.

Main Theorem. Let $\Delta U+\lambda \rho U=0$ with $U=0$ on the boundary and $\rho$ invariant under the $Z_{p}$ action $\alpha z=e^{2 \pi i / p} z$; then the set of $\rho \in C^{k}, k>2$ such that the following:
(a) Symmetric eigenspaces (those corresponding to rotation invariant eigenfunctions) are one-dimensional;
(b) Asymmetric eigenspaces (those corresponding to irreducible quadratic factors of the minimal polynomial for the group) are two-dimensional;
(c) No symmetric eigenvalue equals an asymmetric eigenvalue; is residual in $C^{k}$, i.e., is a countable intersection of open dense sets in a Banach space.

As a corollary we obtain: For a residual set of surfaces of the conformal type of the disk having $Z_{3}$ symmetry, the eigenspaces algebraically have minimal dimension. Note that by "residual" we mean that the measure in the conformal factor $\rho$ is residual.

The main theorem is actually Theorem 2.8, which establishes for $p=2,3,4$ that the eigenspaces generically have the lowest possible dimension. We have not included the details of the case for $p$ even corresponding to $f(\alpha z)=-f(z)$, since it is virtually identical to the symmetric case, $f(\alpha z)=f(z)$. For $p \geqq 5$ we have only partial results. In addition to the results in the main theorem, we need to show that eigenspaces corresponding to different conjugate pairs of complex roots generically have different eigenvalues. This poses interesting algebraic questions. The computations reduce to algebraic identities between eigenfunctions. For $p<5$, these identities cannot be

[^82]satisfied by orthogonal eigenfunctions, hence assuming that they are leads to a contradiction. However, for $p \geqq 5$, it is possible that there are some rational relations between eigenfunctions, i.e., these identities may be satisfied in some cases. Results in Eskin, Ralston and Trubowitz [9] suggest that problems will arise for certain algebraic manifolds.

The results in this paper originate in a conjecture by Arnol'd [6]. He has conjectured that the map from membranes into bilinear forms is transverse to the various strata of the varieties of bilinear forms with multiple eigenvalues.

From this hypothesis, the results of this paper would follow. One would also be able to determine the codimension of the degeneracies, i.e., the codimension of the submanifolds in the space of membranes which correspond to higher than necessary eigenvalue multiplicities. K. Uhlenbeck has used transversality in the problem on a domain without symmetry [20], [21]. Clearly her technique could be used in the problem with symmetry on the space of symmetric eigenfunctions, but there are inherent difficulties on the space of asymmetric eigenfunctions. We use a perturbation argument similar to that used by Albert [2], [3]. The results are easily extended to a larger class of elliptic operators on an $n$-dimensional manifold: in particular to the Schrödinger operator. We have chosen to restrict the argument to $R^{2}$ since this case seems to contain the basic phenomena. In particular the extension to noncommutative or continuous groups appears to present serious problems.

1. Preliminary results. In what follows $\Omega$ will be a bounded simply connected nonempty set in the plane, bounded by a curve of class $C^{k+\beta}, k \geqq 3$, and invariant under rotation by $\alpha=2 \pi / p$ where $p$ is an integer. Recall that $C^{k+\beta}$ functions are continuous with continuous derivatives and $k$ th derivative that is Lipschitz with Lipschitz constant $\beta, 0<\beta<1 . D=\left\{x \mid x \in R^{2},\|x\| \leqq 1\right\}$. The Sobolev space of functions on the unit disk with distributional derivatives through order $k$ that are $p$ integrable is denoted $H_{k}^{p}(D)$ and, for $p=2, H_{k}(D) . H_{k, 0}^{p}(D) \subset H_{k}^{p}(D)$ is the closure of smooth functions with compact support in the interior of $D$. We will use generic to mean residual, i.e., a countable intersection of open dense sets.

The first topic we consider is reducing the eigenvalue problem for the Laplace operator on a domain of the kind considered to one on a simpler set, namely, the unit disk, $D$. To do this we use an equivariant form of the Riemann mapping theorem. Consider a domain $\Omega \subset R^{2}$ to be a subset of the complex plane by $x=(x, y) \rightarrow$ $(x+i y)=z$.

Lemma 1.1. For a domain $\Omega$ as described, $\Omega$ invariant under rotation by $\alpha$, $0<\alpha \leqq 2 \pi$ and $p \alpha=2 \pi$ for $p$ an integer, there is a conformal map $g: D \rightarrow \Omega$ such that $g \in C^{k+\beta}(D)$ and $g$ commutes with rotation by $\alpha$.

Proof. Pick a point $w_{0}$ on the boundary of $\Omega$ and $z_{0}$ on the boundary of the unit disk. Choose the unique conformal map $g^{-1}$ which takes $\Omega$ to $D$ with

$$
g^{-1}\left(e^{k \alpha i} w_{0}\right)=e^{k \alpha i} z_{0}, \quad k=0,1,2 .
$$

Let $h(z)=e^{\alpha i} z$ and $h^{-1}(w)=e^{-\alpha i} w$; then

$$
h^{-1} \circ g \circ h\left(e^{k \alpha i} z_{0}\right)=e^{k \alpha i} w_{0}, \quad k=0,1,2 .
$$

Therefore, by uniqueness, since $h^{-1} \circ g \circ h$ maps $D \rightarrow \Omega$ and fixes the same points as $g, h^{-1} \circ g \circ h=g$ hence $g\left(e^{\alpha i} z\right)=e^{\alpha i} g(z)$.

In the coordinates of the disk used as conformal coordinates for $\Omega$, we have

$$
\Delta_{\Omega}=\rho^{-1}\left[\left(\frac{\partial}{\partial x}\right)^{2}+\left(\frac{\partial}{\partial y}\right)^{2}\right]
$$

where $\rho=\left|g^{\prime}(z)\right|^{2}$. Because $g$ commutes with the rotation $\alpha$,

$$
\rho\left(e^{\alpha i} z\right)=\left|g^{\prime}\left(e^{\alpha i} z\right) e^{\alpha i}\right|^{2}=\left|g^{\prime}(z)\right|^{2} .
$$

Theorem 1.2. The problem $\Delta_{\Omega} U+\lambda U=0$, for $\Omega$ invariant under rotation by $\alpha=2 \pi / p$, is equivalent to $\Delta_{D} U+\lambda \rho U=0$ for $\rho=\left|g^{\prime}(z)\right|^{2}$ and $\rho$ invariant under rotation by $\alpha$.

Rather than consider only $\rho$ 's that arise from the conformal maps described, we consider all $\rho \in C^{k}(D), k>2, \rho(x) \neq 0$ for all $x$, and $\rho$ invariant under rotation by $\alpha$. The problem we consider is the problem of the Laplace-Beltrami operator on $C^{k}$ surfaces of the conformal type of the disk.

Theorem 1.3. Let $\rho: D \rightarrow R^{+}$, and a metric on $D$ be given by $g_{i j}=\rho \delta_{i j}$. This puts the set of $\rho>0, \rho \in C^{k}(D), k>2$ in one-to-one correspondence with the diffeomorphism classes of $C^{k}$ surfaces of the conformal type of the disk. The Laplace-Beltrami operator in this parameterization appears as $\rho^{-1} \Delta$.

Proof. See [13, pp. 366-367] and [10, pp. 88-101].
The rotational symmetry of the domain $\Omega$ under $\alpha$ induces well-known properties on the Hilbert space $H_{1,0}=H$ and the eigenvalues of $\rho^{-1} \Delta$. Let $O$ be the rotation matrix

$$
O=\left[\begin{array}{rr}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right], \quad \alpha=2 \pi / p
$$

For $f \in H$, define $O^{*}(f(x))=f(O(x))$. Note that $O^{* p}=I$ so we have an irreducible representation of the $Z_{p}$ action on $H$,

$$
Z_{p}=\left\{I, O^{*}, O^{* 2} \cdots O^{* p-1}\right\}
$$

Clearly $O^{*}$ is orthogonal on $H_{1,0}(D)$ and $H_{0}(D)$. The minimal polynomial for $O^{*}$ is $t^{p}-1$ which has as possible factors $t-1, t+1$ and $t^{2}+c(k) t+1$. Let

$$
\begin{aligned}
& H_{1}=\left\{f:\left(O^{*}-1\right) f=0\right\}, \\
& H_{-1}=\left\{f:\left(O^{*}+1\right) f=0\right\}, \\
& H_{c(k)}=\left\{f:\left(\left(O^{*}\right)^{2}+c(k) O^{*}+1\right) f=0, k \in \mathscr{I}\right\}
\end{aligned}
$$

where $\mathscr{I}=\{k$ : $k=1, \cdots, l, l=(p-1) / 2$ when $p$ is odd or $l=(p-2) / 2$ when $p$ is even $\}$. We call elements of $H_{1}$ symmetric functions and elements of $H_{c(k)}$ asymmetric functions.

The following are well-known facts commonly used in mathematics and physics.
Proposition 1.4. The equation $\Delta U+\lambda \rho U=0$ has countably many real eigenvalues that are bounded from below by 0 and have no finite accumulation point. The eigenvectors for $\rho^{-1} \Delta$ form a complete $\rho$-orthonormal basis for $H$, and the eigenspaces are all finite dimensional.

The Hilbert space $H$ is split into invariant subspaces by the irreducible actions of $Z_{p}$, namely

$$
H=H_{1} \oplus H_{-1} \oplus \sum_{c(k) \in \mathscr{\mathscr { F }}} H_{c(k)} .
$$

Since $O^{*}$ and $\rho^{-1} \Delta$ commute, it follows that there is a $\rho$-orthonormal basis of eigenvectors for $\rho^{-1} \Delta$ that splits into a basis for $H_{1}, H_{-1}$ and $H_{c(k)}$.

We will proceed with some technical lemmas. The main result is the reduction of the perturbation problem to a computation on the finite dimensional eigenspace. The technique used relies heavily on Rellich's lemma which says that $H_{1,0}(D)$ is relatively compact in $H_{0}(D)$ [11, p. 31]. In what follows we use $\int_{D} f$ to mean $\int_{D} \int f(x) d x$ with respect to Lebesgue measure in $R^{2}$. We include the first lemma, although it is well known, because the method of proof is typical of the technique used.

Lemma 1.5. (Upper semi-continuity of the dimension of the eigenspaces). Let $\rho\left(t_{i}, x\right)=\rho_{i}$ for $t_{i} \in[0,1]$ where $\rho_{i}$ converges to $\rho=\rho(0, x)$ in $C^{0}$. Let $E_{i}=\left\{U \mid U \in H_{1,0}\right.$, $\Delta U+\lambda_{i} \rho_{i} U=0, \lambda_{i}$ is the mth eigenvalue $\}$, where $m$ is fixed and $E=\left\{U \mid U \in H_{1,0}\right.$, $\Delta U+\lambda \rho U=0$ and $\lambda$ is the mth eigenvalue $\}$. If $E_{i}$ is l-dimensional for all $i$ and $\left\{\lambda_{i}\right\}$ is bounded, then dimension $(E) \geqq l$.

This is a well-known result. However we need a construction which occurs in the proof. We will construct a sequence of eigenspaces $E_{i k}$, which converges to a subspace of the eigenspace $E$ in the sense that the orthonormal basis we chose for $E_{i, k}$ converges to a subbasis of $E$ in $H=H_{1,0}(D)$.

Proof. For $U$ in eigenfunction, by Green's formula we have:

$$
\|U\|_{H_{1}}^{2}=\int_{D}\left(U_{x}^{2}+U_{y}^{2}+U^{2}\right)=\int_{D}\left[(-\Delta U) U+U^{2}\right]=\int\left(\rho \lambda U^{2}+U^{2}\right) .
$$

Hence,

$$
\left\|U_{i}\right\|_{H_{1}}^{2}=\int_{D}\left(\rho_{i} \lambda_{i}+1\right) U_{i}^{2}
$$

Since $\rho_{i} \rightarrow \rho$ in $C^{0}$ and $\left\{\lambda_{i}\right\}$ is bounded, there is a constant $K$ such that

$$
\left\|\rho_{i} \lambda_{i}\right\|_{\infty} \leqq K
$$

Therefore

$$
\left\|U_{i}\right\|_{H_{1}}^{2} \leqq \int_{D}(K+1) U_{i}^{2}=(K+1)\left\|U_{i}\right\|_{H_{0}}^{2}
$$

In addition we have,

$$
\Delta U_{i}+\lambda_{i} \rho_{i} U_{i}=0 \Rightarrow \Delta U_{i}=-\lambda_{i} \rho_{i} U_{i}
$$

So by regularity theory [11, p. 68],

$$
\begin{aligned}
\left\|U_{i}\right\|_{H_{2}}^{2} & \leqq C\left(\left\|\lambda_{i} \rho_{i} U_{i}\right\|_{H_{0}}^{2}+\left\|U_{i}\right\|_{H_{1}}^{2}\right) \\
& \leqq K^{\prime}\left\|U_{i}\right\|_{H_{0}}^{2}, \quad K^{\prime}=C(2 K+1) .
\end{aligned}
$$

Since $\left\{\lambda_{i}\right\}$ is a bounded sequence in $R$, there is a convergent subsequence. Call it $\left\{\lambda_{i}\right\}$, and let $\left\{E_{i}\right\}$ be the corresponding sequence of eigenspaces. Choose a $\rho_{i}$-orthonormal basis $\left\{U_{i k}\right\}, 1 \leqq k \leqq l$ for $E_{i}$. Consider the sequence $\left\{U_{i 1}\right\}$.

$$
\left\|U_{i 1}\right\|_{H_{2}}^{2} \leqq K^{\prime}\left\|U_{i 1}\right\|_{H_{0}}^{2}=K^{\prime}
$$

from the estimate above. By Rellich's lemma, there is a convergent subsequence, call it $\left\{U_{i 1}\right\}$, such that $\left\{U_{i 1}\right\} \rightarrow U_{1}$ in $H=H_{1,0}$. Let $\left\{E_{i 1}\right\}$ be the subsequence of $\left\{E_{i}\right\}$ associated with the subsequence $\left\{U_{i 1}\right\}$; i.e., $U_{i 1}$ is the first basis vector of $E_{i 1}$.

We proceed by induction. Let $r \leqq l$ and assume we have sequence $\left\{U_{i k}\right\} \rightarrow U_{k}$ in $H, 1 \leqq k \leqq r-1$ and a sequence of eigenspaces $\left\{E_{i r-1}\right\}$ where

$$
\left\{U_{i k} \mid 1 \leqq k \leqq r-1\right\} \subset E_{i r-1} \quad \text { for all } i .
$$

Consider the sequence $\left\{U_{i r}\right\}$ where $U_{i r} \in E_{i r-1}$. Since each $E_{i r-1}$ is $l$-dimensional and $r \leqq l$, this sequence is nonempty.

From the earlier estimate,

$$
\left\|U_{i r}\right\|_{H_{2}}^{2} \leqq K^{\prime}\left\|U_{i r}\right\|_{H_{0}}^{2}=K^{\prime} .
$$

So by Rellich's Lemma, there is a convergent subsequence $U_{i r} \rightarrow U_{r}$ in $H$. Let $\left\{E_{i r}\right\}$ be the subsequence of $\left\{E_{i r-1}\right\}$ associated with the subsequence $U_{i r}$, i.e., $U_{i r} \in E_{i r}$. Choose subsequences of $\left\{U_{i k}\right\}, 1 \leqq k \leqq r-1$ by requiring that elements of $\left\{U_{i k}\right\} 1 \leqq k \leqq r-1$ be elements of $E_{i r}$. Call the subsequences $\left\{U_{i k}\right\} 1 \leqq k \leqq r-1$. We now have that $\left\{U_{i k}\right\} \rightarrow U_{k}$ $1 \leqq k \leqq r$ and $U_{i k} \in E_{i, r}$ to complete the induction.

We must show that $\left\{U_{k} \mid 1 \leqq k \leqq l\right\} \subset E$, and is orthogonal in $E$.
(i) Show $\Delta U_{k}+\lambda \rho U_{k}=0$, i.e., $U_{k} \in E$. Recall that $\left\{U_{i k}\right\} \rightarrow U_{k}$ in $H$ and $\rho_{i} \rightarrow \rho$ uniformly in $x$, where $\rho \in C^{k}(D), k \geqq 2$ and $\lambda_{i} \rightarrow \lambda$. By a regularity theorem, a weak solution in $H$ is a classical solution [11, p. 67].

$$
\Delta U_{i k}+\lambda_{i} \rho_{i} U_{i k}=0
$$

so

$$
\int_{D}\left(\Delta U_{i k}+\lambda_{i} \rho_{i} U_{i k}\right) \phi=0
$$

and

$$
\int_{D} \Delta U_{i k} \phi=-\int_{D} \lambda_{i} \rho_{i} U_{i k} \phi \quad \text { for all } \phi \in C_{0}^{\infty}(D) .
$$

Clearly

$$
\int_{D} \lambda_{i} \rho_{i} U_{i k} \phi \rightarrow \int_{D} \lambda \rho U_{k} \phi
$$

and

$$
\int_{D} U_{i k} \Delta \phi \rightarrow \int_{D} U_{k} \Delta \phi ;
$$

then

$$
\int_{D}(\Delta \phi+\lambda \rho \phi) U_{k}=0 \quad \text { for all } \phi \in C^{\infty}(D)
$$

and $U_{k}$ is a weak solution and hence a classical solution of $\Delta U_{k}+\lambda \rho U_{k}=0$; i.e., $U_{k} \in E$.
(ii) Show $\left(U_{k} \mid U_{j}\right)_{\rho}=0$ for $k \neq j$.

$$
\begin{aligned}
& U_{i k} \rightarrow U_{k}, \quad U_{i j} \rightarrow U_{j}, \\
& \left(U_{i k} \mid U_{i j}\right)_{\rho_{i}}=0 \quad \text { for all } i \text { and } k \neq j .
\end{aligned}
$$

Therefore if $k \neq j$,

$$
\lim _{i \rightarrow \infty}\left(U_{i k} \mid U_{i j}\right)_{\rho_{i}}=\left(U_{k} \mid U_{j}\right)_{\rho}=0
$$

By the same reasoning

$$
\lim _{i \rightarrow \infty}\left(U_{i k} \mid U_{i k}\right)_{p_{i}}=\left(U_{k} \mid U_{k}\right)_{\rho}=1
$$

Hence $\operatorname{dim} E \geqq l$ since $E$ contains $l$ orthogonal vectors.
Theorem 1.6. Let $\rho_{i}=\rho\left(t_{i}, x\right), \quad \lambda_{i}=\lambda\left(t_{i}\right)$ where $\lim _{t_{i} \rightarrow 0} \rho_{i}=\rho(0, x)$. Let $\partial \rho / \partial t(0, x) \in C^{0}(D)$ and $E_{i}$ (the mth eigenspace) be l-dimensional for all i and l fixed. Then $\operatorname{dim} E \geqq l$ and equality implies that there exists a number $d \lambda / d t$ such that for all $U, V \in E_{\lambda \rho}$

$$
\lambda \int_{D} \frac{\partial \rho}{\partial t}(0, x) U V=-\frac{d \lambda}{d t} \int_{D} \rho V U .
$$

Proof. Let $U_{1}, \cdots, U_{l}$ be the orthonormal basis for $E_{\lambda, \rho}$ constructed in Lemma 1.5. There are sequences $\left\{U_{i k}\right\} \rightarrow{ }^{H} U_{k}, k=1, \cdots, l$ where $U_{i k} \in E_{i}$ and $H=H_{1,0}(D)$. Let $V_{i}=\sum_{k=1}^{l} a_{k} U_{i k}$. Then $V_{i} \in E_{i}$ and $V_{i} \rightarrow_{H} \sum_{k=1}^{l} a_{k} U_{k}=V \in E$;

$$
\Delta U+\lambda \rho U=0
$$

so

$$
\Delta U+\lambda_{i} \rho_{i} U+\lambda_{i}\left(\rho-\rho_{i}\right) U+\rho\left(\lambda-\lambda_{i}\right) U=0 .
$$

The image is $\rho_{i}$ orthogonal to the eigenspace $E_{i}$ so $\left(\Delta U+\lambda_{i} \rho_{i} U \mid U_{i}\right)=0$;

$$
\left(\Delta U+\lambda_{i} \rho_{i} U+\lambda_{i}\left(\rho-\rho_{i}\right) U+\rho\left(\lambda-\lambda_{i}\right) U \mid U_{i}\right)=0
$$

so

$$
\lambda_{i}\left(\left.\left(\frac{\rho-\rho_{i}}{t_{i}}\right) U \right\rvert\, U_{i}\right)+\left(\frac{\lambda-\lambda_{i}}{t_{i}}\right)\left(\rho U \mid U_{i}\right)=0 .
$$

For $V_{i} \in E_{i}$,

$$
\begin{gather*}
V_{i}=\sum_{k=1}^{l} a_{k} U_{i k}, \\
\lambda_{i}\left(\left.\left(\frac{\rho-\rho_{i}}{t_{i}}\right) U \right\rvert\, V_{i}\right)+\left(\frac{\lambda-\lambda_{i}}{t_{i}}\right)\left(\rho U \mid V_{i}\right)=0 . \tag{1.6}
\end{gather*}
$$

Look at

$$
\lim _{i \rightarrow \infty} \lambda_{i}\left(\left.\left(\frac{\rho-\rho_{i}}{t_{i}}\right) U \right\rvert\, V_{i}\right)=\lim _{i=\infty} \sum_{k=1}^{l} a_{k} \lambda_{i}\left(\left.\left(\frac{\rho-\rho_{i}}{t_{i}}\right) U \right\rvert\, U_{i k}\right) .
$$

Since $\lambda_{i} \rightarrow \lambda,\left(\rho-\rho_{i}\right) / t_{i} \rightarrow d \rho / d t(0)$ uniformly in $x$, and $U_{i k} \rightarrow{ }^{H} U_{k}$;

$$
\begin{aligned}
\lim _{i \rightarrow \infty} \sum_{k=1}^{l} a_{k} \lambda_{i}\left(\left.\left(\frac{\rho-\rho_{i}}{t_{i}}\right) U \right\rvert\, U_{i k}\right) & =\sum_{k=1}^{l} a_{k} \lambda\left(\left.\frac{\partial \rho}{\partial t}(0) U \right\rvert\, U_{k}\right) \\
& =\lambda\left(\left.\frac{\partial \rho}{\partial t}(0) U \right\rvert\, V\right)
\end{aligned}
$$

Also

$$
\lim _{i \rightarrow \infty}\left(\rho U \mid V_{i}\right)=(\rho U \mid V)
$$

since $V_{i} \rightarrow{ }^{H} V$.
From (1.6), with $U=V \neq 0, \lim _{i \rightarrow \infty}\left(\lambda-\lambda_{i}\right) / t_{i}$ exists, since

$$
\lim _{i \rightarrow \infty} \frac{\lambda-\lambda_{i}}{t_{i}}=\frac{-\lambda(\partial \rho / \partial t(0) U \mid U)}{(U \mid U)_{\rho}}=\frac{d \lambda}{d t} .
$$

We have

$$
\lambda\left(\left.\frac{\partial \rho}{\partial t}(0) U \right\rvert\, V\right)=-\frac{d \lambda}{d t}(\rho U \mid V)
$$

for all $U, V \in E$.
Corollary 1.7. Let $\rho(t,) \in C^{k}(D), k \geqq 2$ and assume $\partial \rho / \partial t(t,) \in C^{k}(D)$. Let $q=\partial \rho / \partial t(0,) \in C^{k}(D)$. If there exists $a U, V \in E$ and an eigenspace for $\Delta U+\lambda \rho U=0$ of dimension l, such that $(U \mid V)_{\rho}=0$ and $(U \mid V)_{q} \neq 0$, then there exists an $\varepsilon>0$ such that $\operatorname{dim} E_{t}<l$ for $0<t<\varepsilon$, where $E_{t}$ is the eigenspace corresponding to $\Delta U+\lambda \rho(t) U=$, $0, \lambda_{i} \rightarrow \lambda$.

Proof. Suppose not. Apply the theorem to $E_{t_{i}}=E_{i}$ for $t_{i} \rightarrow 0$ and $E_{i}$ of dimension $l$. Then $\lambda(U \mid V)_{q}=-d \lambda / d t(U \mid V)_{\rho}=0$, which is a contradiction.
2. Main theorem. In this section we prove the main theorem. The technique used is similar to that of Albert [2], [3]. We define sequences of nested sets. Let

$$
P=\left\{\rho \in C^{k}(D) \mid O^{*} \rho=\rho \text { and } \rho>0\right\}
$$

$S_{n}=\left\{\rho \in P \mid\right.$ the first $n$ symmetric eigenvalues of $\rho^{-1} \Delta$ are of multiplicity 1$\}$,
$A_{n}(k)=\{\rho \in P \mid$ the first $2 n$ asymmetric eigenvalues corresponding to eigenfunctions which satisfy $O^{* 2}+C(k) O^{*}+1=0$ have multiplicity 2$\}$,
$T_{n}=\left\{\rho=P \mid \rho \in S_{n} \cap A_{n}(k)\right.$ and none of the first $n$ symmetric eigenvalues is equal to any of the first $2 n$ asymmetric eigenvalues $\}$,

$$
S_{0}=A_{0}(k)=T_{0}=P .
$$

Then

$$
\begin{aligned}
& S_{0} \supset S_{1} \supset S_{2} \supset \cdots, \quad S=\bigcap_{n=1}^{\infty} S_{n}, \\
& A_{0}(k) \supset A_{1}(k) \supset A_{2}(k) \supset \cdots, \quad A(k)=\bigcap_{n=1}^{\infty} A_{n}(k), \\
& T_{0} \supset T_{1} \supset T_{2} \supset \cdots, \quad T=\bigcap_{n=1}^{\infty} T_{n} .
\end{aligned}
$$

We show that $S_{n}$ is open in $P$ and $A_{n}(k)$ is open in $P$, and $T_{n}$ is open in $P$. The proof of openness is an easy consequence of Lemma 1.5. The proof of density is more complicated and constitutes the rest of the section. We apply the criterion we have developed in Corollary 1.7 to show that $S_{n}$ is dense in $S_{n-1}, A_{n}(k)$ is dense in $A_{n-1}(k)$ and $T_{n}$ is dense in $T_{n-1}$. The proof consists in showing that the multiplicity of the eigenspaces can be reduced by at least one (two in the asymmetric case), and of using a series of perturbations as required. The proof for eigenvalues corresponding to eigenfunctions satisfying $O^{*} f=-f$ is identical to the symmetric case, so for simplicity it is not included.

We will first prove openness. In what follows, we define simple eigenvalue to mean: for symmetric eigenvalues the multiplicity is 1 and for asymmetric eigenvalues the multiplicity is 2 .

Theorem 2.1. $S_{n}, A_{n}(k)$ and $T_{n}$ are open in $P$ in the $C^{k}$ topology.
Proof. We shall first consider $T_{n}$.
For $\rho \in T_{n}$, we must show that there is an $\varepsilon$-neighborhood of $\rho$ such that for all $q$ with $\|\rho-q\|_{k}<\varepsilon$, the first $n$ eigenspaces of $q$ are simple. We proceed by contradiction.

Assume that for every $t>0$ there is a $q_{t}$ such that $\left\|\rho-q_{t}\right\|_{k}<t$ and the dimension of at least one of the first $n$ eigenspaces of $q_{t}$ is not simple. Since $n$ is finite, we may assume that the $m$ th eigenspace is not simple for each $t$. Let $\lambda$ be the $m$ th eigenvalue for $\rho$ and $\lambda_{t}$ the $m$ th eigenvalue for $q_{t}$. There is a sequence of $q_{t} \rightarrow \rho$, with dimension of the $m$ th eigenspace $\geqq 2$ if $\lambda$ is a symmetric eigenvalue or $\geqq 3$ if $\lambda$ is a asymmetric eigenvalue. Since $q_{t} \rightarrow \rho$ and $D$ is compact, it is easily shown that $\left\{\lambda_{t}\right\}$ is bounded. Hence by the proof of Lemma 1.5, we have that the dimension of the $m$ th eigenspace of $\rho$ is not simple, which is a contradiction. Restriction to $H_{1}$ and $H_{c_{k}}$ gives the lemma for $S_{n}$ and $A_{n}(k)$.

We will now prove the perturbation lemmas, which easily imply density.

Lemma 2.2. Let $E_{0}$, the nth eigenspace for $\rho_{0}$, be l-dimensional where $l>1$ and $E_{0} \subset H_{1}$. Then there is a $\rho, C^{k}$ close to $\rho_{0}$, such that the nth eigenspace of $\rho$ has dimension $<l$.

Proof. The proof is by contradiction. If false by Theorem 1.6 and Corollary 1.7,

$$
\lambda \int_{D} \frac{\partial \rho}{\partial t}(0,) U V+\frac{d \lambda}{d t} \int_{D} \rho U V=0
$$

for all $U, V \in E$ and all $\rho \in P$. Then for $U, V$ such that $(U \mid V)_{\rho}=0$ we have $\int_{D} \rho U V=0$ and so

$$
\lambda \int_{D} \frac{\partial \rho}{\partial t}(0,) U V=0, \quad \lambda \neq 0
$$

Choose $\rho(t)=,\rho_{0}+t \cdot S$ where $S \in P$. Then $\partial \rho / \partial t(0)=$,$S , and S$ is invariant under $O^{*}$. Since $U$ and $V$ are symmetric eigenfunctions, $U$ and $V$ are invariant, under $O^{*}$, so by change of variable,

$$
\int_{D} S \cdot U \cdot V=\rho \int_{D / p} S U V=0
$$

But $S$ is arbitrary on $D / p$, so by the Fundamental Lemma of the Calculus of Variations, $U V=0$. Notice that $L(U)=\Delta U+\lambda \rho_{0} U$ has the weak continuation property [12]. This means that if $U$ is a solution of $L(U)=0$ and $U$ vanishes on an open set, $U$ is identically zero. Since $U$ and $V$ are $C^{2}$ and $U V=0$, either $U$ or $V$ must vanish on an open set which, as we just showed, implies $U$ or $V$ is identically zero. This is a contradiction.

Lemma 2.3. Let $E_{0}$, the nth eigenspace for $\rho_{0}$, be 2l-dimensional where $l>1$ and $E_{0} \subset H_{c(k)}$. Then there is a $\rho, C^{k}$ close to $\rho_{0}$, such that the nth eigenspace of $\rho$ has dimension $<2 l$.

Proof. The proof is by contradiction. As in Lemma 2.2, if the theorem is false, then for $(u \mid v)_{\rho}=0$ and $\rho(t)=,\rho_{0}+t S, S \in P$, we have $\lambda \int_{D} S u v=0, \lambda \neq 0$.

By change of variable, recalling $S$ is invariant under $O^{*}$, we have

$$
\int_{D} S u v=\sum_{i=0}^{p-1} \int_{D / p} S O^{* i}(u v)=0 .
$$

But $S$ is arbitrary on $D / p$, so

$$
\begin{equation*}
\sum_{i=0}^{p-1} O^{* i}(u v)=0 . \tag{2.3}
\end{equation*}
$$

Let $E_{u}=$ space spanned by $\left\{u, O^{*} u\right\}$ where $u \in E \subset H_{c(k)}$. Notice that $E_{u}$ is twodimensional over the reals since $O^{*} u \neq k u$ for all $k \in R$. For $u \in E$, choose $v \in E$ so that $(u \mid v)_{\rho}=0$ and $\left(O^{*} u \mid v\right)_{\rho}=0$. This is possible since $\operatorname{dim} E \geqq 4$. We notice that $\left(u \mid O^{*} v\right)_{\rho}=0$. This is true since $\left(O^{*}\right)^{T}=\left(O^{*}\right)^{-1},\left(U+O^{*} u \mid v\right)_{\rho}=0$, and $-O^{*-1} u=$ $O^{*} u+u$. Therefore $-\left(O^{*-1} u \mid v\right)_{\rho}=0=\left(u \mid O^{*} v\right)$. We will show $u v=0$ for $u, v$ as above by looking at the problem in the complex plane. Let $(x, y) \rightarrow z \in C$ by $(x, y) \rightarrow(x+i y)$, and let $v \notin E_{u}$ as above.

$$
\begin{aligned}
u, v \in H_{c(k)} \Rightarrow & {\left[\left(O^{*}\right)^{2}+c(k) O^{*}+1\right] u=0 \quad \text { and } } \\
& {\left[\left(O^{*}\right)^{2}+c(k) O^{*}+1\right] v=0 . }
\end{aligned}
$$

Then

$$
\left(O^{*}-\lambda\right)\left(O^{*}-\bar{\lambda}\right) u=0, \quad \lambda=e^{2 \pi k i / p}, \quad k \neq p \text { and } k \neq p / 2 \text { if } p \text { is even }
$$

and

$$
\left(O^{*}-\lambda\right)\left(O^{*}-\bar{\lambda}\right) v=0
$$

Define $U(z)=O^{*} u(z)-\bar{\lambda} u(z)$, and $V(z)=O^{*} v(z)-\bar{\lambda} v(z)$. Then $\left(O^{*}-\lambda\right) V(z)=$ $\left(O^{*}-\lambda\right)\left(O^{*}-\bar{\lambda}\right) v(z)=0$, so $\left(O^{*}-\lambda\right) V(z)=0$ or $O^{*} V(z)=\lambda V(z)$. Also, $O^{*} U(z)=$ $\lambda U(z)$, so $O^{*}(U \bar{V})=\lambda \bar{\lambda} U \bar{V}=U \bar{V}$, and hence

$$
\left(O^{*}\right)^{k}(U \bar{V})=O^{*}(U \bar{V})=U \bar{V}, \quad k=1, \cdots, p
$$

Therefore

$$
\left.\left.\begin{array}{rl}
U \bar{V}=\frac{1}{p} \sum_{k=0}^{p-1}\left(O^{*}\right)^{k}(U \bar{V})= & \frac{1}{p} \sum_{k=0}^{p-1}\left[O^{* k+1} u(z)-\bar{\lambda} O^{* k} u(z)\right]\left[\left(O^{*}\right)^{k+1} v(z)-\lambda O^{* k} v(z)\right] \\
= & \frac{1}{p} \sum_{k=0}^{p-1}[
\end{array} O^{* k+1} u(z) O^{* k+1} v(z)+O^{* k} u(z) O^{* k} v(z)\right] . \bar{\lambda} O^{* k} u(z) O^{* k+1} v(z)-\lambda O^{* k} v(z) O^{* k+1} u(z)\right] .
$$

By (2.3)

$$
\sum_{k=0}^{p-1} O^{* k}(u v)=0
$$

Since $O^{*}$ is linear,

$$
O^{*} \sum_{k=0}^{p-1} O^{* k}(u v)=\sum_{k=0}^{p-1} O^{* k+1}(u v)=0
$$

if $(u \mid v)_{\rho}=0$. Recall that $\left(u \mid O^{*} v\right)_{\rho}=0$ and $\left(O^{*} u \mid v\right)_{\rho}=0$. Therefore

$$
\begin{aligned}
& \sum_{k=0}^{p-1} O^{* k+1} u(z) O^{* k+1} v(z)=\sum_{k=0}^{p-1} O^{* k+1}[u(z) v(z)]=0, \\
& \sum_{k=0}^{p-1} O^{* k} u(z) O^{* k} v(z)=\sum_{k=0}^{p-1} O^{* k}(u(z) v(z))=0
\end{aligned}
$$

and

$$
\sum_{k=0}^{p-1} O^{* k} u(z) O^{* k+1} v(z)=\sum_{k=0}^{p-1} O^{* k}\left(u(z) O^{*} v(z)\right)=0,
$$

by (2.3) with $O^{*} v$ replacing $v$. Similarly,

$$
\sum_{k=0}^{p-1} O^{* k} v(z) O^{* k+1} u(z)=0
$$

Therefore $U \bar{V}=0$ so either $U$ or $\bar{V}$ is zero on an open set. Hence $\operatorname{Im} U=\sin (2 \pi k / p) u$ and $\operatorname{Im} V=\sin (2 \pi k / p) v$ are zero on an open set, so by the weak continuation property $u$ and $v$ are identically zero.

Lemma 2.4. Let $E_{0}$, the nth eigenspace for $\rho_{0}$, be $l$-dimensional $l \geqq 3$, where $E_{0} \cap$ $H_{c(k)} \neq \varnothing$ and $E_{0} \cap H_{1} \neq \varnothing$. Then there is a $\rho$, arbitrarily $C^{k}$ close to $\rho_{0}$, such that the $n$th eigenspace of $\rho$ has dimension less than $l$.

Proof. As in Lemmas 2.2 and 2.3, we will use proof by contradiction. We will assume the theorem is false for $U \in E_{0} \cap H_{c(k)}$ and $V \in E_{0} \cap H_{1}$. Let $(U \mid U)_{\rho}=1$ and $(V \mid V)_{\rho}=1$. Notice that $H_{1} \perp H_{c(k)}$, for all $\rho$, so we will consider $U+V, U-V$.

$$
(U+V \mid U-V)_{\rho}=(U \mid U)_{\rho}-(V \mid V)_{\rho}=0
$$

As before, assume the lemma is false, and by Theorem 1.6 and Corollary 1.7, we have for all $\rho$ and for $(U+V \mid U-V)_{\rho}=0$ where $U \in H_{c(k)}$ and $V \in H_{1}$,

$$
\int_{D} \frac{\partial \rho}{\partial t}(0,)\left(U^{2}-V^{2}\right)=0 .
$$

For $\rho(t)=,\rho+t s, s \in P$. Since $O^{*} s=s$ and $O^{*} V=V$, by change of variable,

$$
0=\int_{D} s\left(U^{2}-V^{2}\right)=\int_{D / p} s \sum_{k=0}^{p-1} O^{* k}\left(U^{2}-V^{2}\right) .
$$

So since $s$ is arbitrary,

$$
\sum_{k=0}^{p-1} O^{* k} U^{2}-p V^{2}=0
$$

Therefore,

$$
V^{2}=\frac{1}{p} \sum_{k=0}^{p-1} O^{* k} U^{2}
$$

Since $V$ is an eigenfunction for $\rho^{-1} \Delta$, there is a connected component $G$ of the set in $D$ on which $V$ is positive bounded by nodal curves of $V$ [8, p. 451]. Consider $\Delta V+\lambda \rho V=0$ on $G, V=0$ on $\partial G . V$ is an eigenfunction for this domain $G$, and since $V>0$ on $G, \lambda$ must be the first eigenvalue [8, p. 451]. The first eigenvalue is simple. Notice that $V=0$ on the boundary of $G$, gives $V^{2}=0$, so

$$
0=\frac{1}{p} \sum_{k=0}^{p-1} O^{* k} U^{2} \quad \text { on } \partial G .
$$

Each summand is positive, so $U^{2}=0$ on $\partial G$ which says $U=0$ on $\partial G$. Therefore $U$ is an eigenfunction for $\Delta V+\lambda \rho V=0$ on $G$ and since $\lambda$ is simple this says $U=V$ which is a contradiction since $(U \mid V)_{\rho}=0$.

We shall now prove that $S_{n}$ is dense in $S_{n-1}, A_{n}(k)$ is dense in $A_{n-1}(k)$ and $T_{n}$ is dense in $T_{n-1}$. We have shown in Lemmas 2.2-2.4 that if the multiplicities are not minimal we can reduce the multiplicity of the eigenspaces at least one in the symmetric case, at least two in the asymmetric case and at least one if asymmetric and symmetric coincide. We shall show the density, by using a sequence of perturbations to lower the multiplicity of the $n$th eigenspace one step at a time. By the openness one can make small enough perturbations so none of the multiplicities of any other eigenspace is increased.

Theorem 2.5. $S_{n}$ is dense in $S_{n-1}$ in the $C^{k}$ topology.
Proof. Let $\rho \in S_{n-1}$ and let $E_{0}$, the $n$th eigenspace of $\rho$, have dimension $l>1$. Since $S_{n-1}$ is open in $P$ in the $C_{k}$ topology (Theorem 2.1), There is a $\delta$ so that if $\|\rho-q\|_{k}<\delta$ then $q \in S_{n-1}$. By Lemma 2.2, there is an $\varepsilon_{1}, \varepsilon_{1}<\delta$ and a $\rho_{1}$ with $\left\|\rho-\rho_{1}\right\|_{k}<\varepsilon_{1} / l$, where the $n$th eigenspace $E_{1}$ of $\rho_{1}$ has dimension less than or equal to $l-1$. Notice that $\rho_{1} \in S_{n-1}$ by construction. We proceed by induction. In what follows $l>2$. For $r \leqq l$ assume that we have $\rho_{r-1}$ with $\left\|\rho_{r-2}-\rho_{r-1}\right\|_{k}<\varepsilon_{r-1} / l$ where $\rho_{r-1} \in S_{n-1}$ and the dimension of the $n$th eigenspace $E_{r-1}$ of $\rho_{r-1}$ is less than or equal to $l-(r-1)$.

By Lemma 2.2, there is an $\varepsilon_{r}, \varepsilon_{r}<\delta$ and a $\rho_{r}$ so that $\left\|\rho_{r-1}-\rho_{r}\right\|_{k}<\varepsilon_{r} / l$ and the dimension of the $n$th eigenspace $E_{r}$ of $\rho_{r}$ is less than or equal to $[l-(r-1)]-1=l-r$.

We must show $\left\|\rho-\rho_{r}\right\|_{k}<\delta$. Let $\rho=\rho_{0}$ and look at

$$
\begin{aligned}
& \left\|\rho-\rho_{r}\right\|_{k}=\left\|\sum_{j=0}^{r-1}\left(\rho_{j}-\rho_{j+1}\right)\right\|_{k} \leqq \sum_{j=0}^{r-1}\left\|\rho_{j}-\rho_{j+1}\right\|_{k}, \\
& \left\|\rho-\rho_{r}\right\|_{k} \leqq \sum_{j=0}^{r-1} \frac{1}{l} \varepsilon_{j+1} \leqq \sum_{j=0}^{r-1} \frac{1}{l} \delta \leqq \delta,
\end{aligned}
$$

since $r \leqq l$.
Therefore $\rho_{r} \in S_{n-1}$ and the dimension of $E_{r}$ is less than $l-r$. Clearly this process will terminate only if $\operatorname{dim}\left(E_{j}\right)=1$ and that must happen before $j=l$.

Theorem 2.6. $A_{n}(k)$ is dense in $A_{n-1}(k)$ in the $C^{k}$ topology.
Proof. Use Lemma 2.3 and the same construction as Theorem 2.5.
Theorem 2.7. $T_{n}$ is dense in $T_{n-1}$.
Proof. Recall that
$T_{n-1}=\left\{\rho \mid \rho \in S_{n-1} \cap A_{n-1}(k)\right.$ such that the first $(n-1)$ symmetric eigenvalues are all different from the first $2(n-1)$ asymmetric eigenvalues\}.

For $\rho \in T_{n-1}$, the $n$th eigenspace $E_{n}$ is at most 3-dimensional since $\rho \in$ $S_{n-1} \cap A_{n-1}(k)$. Since $T_{n-1}$ is open in $P$, by Theorem 2.1 there is a neighborhood of $\rho$ in $C^{k}$ so that for $q$ in that neighborhood, $q \in T_{n-1}$. Using Lemma 2.4, pick $\rho_{\varepsilon}$ so that $\rho_{\varepsilon} \in T_{n-1}$ and the dimension of the $n$th eigenspace of $\rho_{\varepsilon}<3$. This completes the proof, since for $\rho_{\varepsilon}$ the $n$th asymmetric eigenvalue must be different from the $n$th symmetric one.

Theorem 2.8. $T_{n}$ is dense and open in $P$ and $T=\cap_{n=1}^{\infty} T_{n}$ is residual in $P$.
Proof. $T_{n}$ is open in $P$ from Theorem 2.1. $T_{n}$ is dense in $P$ from Lemma 2.4.

## 3. Some examples.

Example 1. The simplest example of a domain with $Z_{3}$ symmetry is an equilateral triangle. Let $D$ be an equilateral triangle of side 1 , and consider the problem $\Delta u+\lambda u=0$ in $D$ with $u=0$ on the boundary of $D$. The eigenvalues of $\Delta$ on

$$
\begin{equation*}
D=\{(x, y): 0<y<x \sqrt{3}, y<\sqrt{3}(1-x)\} \tag{3.1}
\end{equation*}
$$

are the numbers

$$
\begin{equation*}
\lambda_{m n}=\left(\frac{16 \pi^{2}}{27}\right)\left(m^{2}+n^{2}-m n\right), \quad m, n=0, \pm 1 \tag{3.2}
\end{equation*}
$$

with the following conditions:
(A) $m+n$ is a multiple of 3 ,
(B) $m \neq 2 n$,
(C) $n \neq 2 m$.

The multiplicity of $\lambda_{m n}$ is $(1 / 6) \times$ the number of times it appears in the lattice (3.2). The eigenfunctions are of the form

$$
\begin{equation*}
f(x, y)=\sum_{(m, n)} \pm \exp \left(\frac{2 \pi i}{3}\right)\left(n x+\frac{(2 n-m) y}{\sqrt{3}}\right) . \tag{3.4}
\end{equation*}
$$

In this sum ( $m, n$ ) range over $\mathscr{L} \subseteq Z^{2}$, where $|\mathscr{L}|=6$ and $\pm$ is determined by the following


Each transition induces a change of sign in the ( $m, n$ ) entry of (3.4). Each pair ( $m, n$ ) that appear in (3.5) must satisfy (B) and (C).

These results were obtained by M. Pinsky [15]. He also shows that a given eigenvalue is either symmetric or asymmetric, i.e., either all of its eigenfunctions are symmetric or all of them are asymmetric. He includes a formula for the multiplicity of the eigenvalues which shows that the dimensions of the eigenspaces become arbitrarily large for both symmetric and asymmetric eigenvalues. Hence this example does not exhibit generic behavior.

Example 2. Domains with $Z_{5}$ symmetry illustrate what is necessary to complete the proof for $Z_{p}$. The minimal polynomial for $Z_{5}$ is

$$
\begin{aligned}
t^{5}-1 & =(t-1)\left(t^{2}-2 t\left(\frac{\sqrt{5}-1}{4}\right)+1\right)\left(t^{2}+2 t\left(\frac{\sqrt{5}+1}{4}\right)+1\right) \\
& =(t-1) P_{1}(t) P_{2}(t)
\end{aligned}
$$

Rotation through $\alpha=2 \pi / 5$ gives an irreducible representation for the group $Z_{5}$.
Since $\rho^{-1} \Delta$ commutes with rotation, the 3 invariant subspaces for $Z_{5}$ are invariant subspaces for $\rho^{-1} \Delta$. Hence the eigenfunction for $\rho^{-1} \Delta$ must satisfy one of these three equations:
(i) $\quad\left(O^{*}-1\right) f=0$,
(ii) $\quad P_{1}\left(O^{*}\right) f=0$,
(iii) $\quad P_{2}\left(O^{*}\right) f=0$.

It remains to be shown that if an eigenvalue has some eigenfunctions satisfying (ii) and others satisfying (iii) (hence the eigenspace has dimension $\geqq 4$ ), one can perturb $\rho$ so as to lower the dimension of the eigenspaces. This is the analogue of Lemma 2.4. From this it would follow that generically a given eigenvalue has eigenfunctions that satisfy exactly 1 of the equations (i), (ii) or (iii). This would complete the proof that the eigenspaces for a domain with $Z_{5}$ symmetry (in fact $Z_{p}$ symmetry) have algebraically minimal dimension.

Example 3. Consider the Dirichlet problem for the Laplace operator on the unit disk in $R^{2}$, that is, $\Delta U+\lambda U=0$ where $U(1, \theta)=0$. It can be shown that the eigenvalues are squares of the zeros of the Bessel functions $J_{n}$. Let $k_{n, m}$ be the $m$ th zero of the $n$th Bessel function $J_{n}$. Then

$$
J_{n}\left(k_{n, m} r\right)=\frac{\left(k_{n, m} r\right)^{n}}{2^{n} n!}\left\{1-\frac{\left(k_{n, m} r\right)^{2}}{2(2 n+2)}+\frac{\left(k_{n, m} r\right)^{4}}{2 \cdot 4(2 n+2)(2 n+4)} \cdots\right\} .
$$

The eigenfunctions are of the form $J_{n}\left(k_{n, m} r\right)(\alpha \cos n \theta+\beta \cos n \theta)$ where $\alpha$ and $\beta$ are arbitrary [8, pp. 302-305]. For $n$ and $k$ positive integers, the functions $J_{n}(z)$ and $J_{n+k}(z)$ have no common zeros other than the origin [22, pp. 484-485]. Therefore except for
$n=0$, all of the eigenvalues have multiplicity 2 , since $J_{n}\left(k_{n, m} r\right) \cos n \theta$ and $J_{n}\left(k_{n, m} r\right) \sin n \theta$ are independent eigenfunctions.

The symmetric eigenfunctions occur for $n \equiv 0(\bmod 3)$ and the asymmetric eigenfunctions for $n \equiv S(\bmod 3), S=1$ or 2 . It is clear that approximately $\frac{1}{3}$ of the eigenfunctions are symmetric. Notice that a given eigenvalue is either symmetric or asymmetric.

We do not see generic behavior in this example for a $Z_{3}$ action since the symmetric eigenvalues have multiplicity two. However, the disk is invariant under $S^{1}$ and for this group the example is generic.
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# THE EXACT NUMBER OF SOLUTIONS OF FINITE DIFFERENCE APPROXIMATIONS OF SOME NONLINEAR ELLIPTIC BOUNDARY VALUE PROBLEMS* 
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#### Abstract

We consider finite dimensional nonlinear eigenvalue problems of the type $A z=\lambda F(z)$ where $A$ is a matrix, $(F(z))_{j}=f\left(z_{j}\right), j=1, \cdots, n$. Such systems arise as discretizations of a corresponding boundary value problem. The number of solutions of both equations at a fixed $\lambda \in \mathbb{R}_{+}$may differ significantly, i.e., spurious solutions occur. We give an upper bound on the number of solutions at a fixed $\lambda$ in case of the nonlinearities $f(z)=\exp (z), f(z)=\sin z$, for polynomial and related nonlinearities. To this end we extend the equation into $\mathbb{C}^{n}$ and use the Brouwer degree for complex analytic mappings. A homotopy argument yields that, roughly speaking, the number of solutions of the finite system is limited by the number of the solutions of the uncoupled system $z=\lambda F(z)$.
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0. Introduction. We consider finite dimensional nonlinear eigenvalue problems of the type

$$
\begin{equation*}
A z=\lambda F(z), \tag{0.1}
\end{equation*}
$$

where $\lambda \in \mathbb{R}_{+}, A=\left(a_{j k}\right)$ is an ( $n, n$ ) matrix which satisfies

$$
a_{j k} \in \mathbb{R}, \quad a_{j j}>0, \quad a_{j k} \leqq 0 \quad \text { if } j \neq k,
$$

$$
\begin{equation*}
a_{j j} \geqq \sum_{\substack{k=1 \\ k \neq j}}^{n}\left|a_{j k}\right| \quad \text { with strict inequality for at least one } j \in\{1, \cdots, n\}, \tag{0.2}
\end{equation*}
$$

$A$ is irreducible.
$F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is assumed to be diagonally nonlinear, i.e.,

$$
\begin{equation*}
F(z)=\left(f\left(z_{1}\right), \cdots, f\left(z_{n}\right)\right)^{t} \quad \text { with } f: \mathbb{R} \rightarrow \mathbb{R} . \tag{0.3}
\end{equation*}
$$

The properties typically arise in the discretization of nonlinear boundary value problems (bvp). Various authors [3], [4], [12] have observed that the solution sets of ( 0.1$)_{\lambda}$ and the bvp may differ significantly, i.e., the number of the solution branches of $(0.1)_{\lambda}$ increases with the number $n$ of meshpoints and (0.1) $\lambda_{\lambda}$ admits extra (spurious) solutions which do not converge to solutions of the bvp as $n \rightarrow \infty$.

In this paper we give an upper bound of the number of solutions of $(0.1)_{\lambda}$ for the examples $f(z)=\exp (z), f(z)=\sin z$, for polynomial and related nonlinearities, which have also been studied in [3], [4], [9], [12].

Let us consider the bvp

$$
\begin{equation*}
-u^{\prime \prime}=\lambda f(u) \quad \text { in }(0,1), \quad u(0)=u(1)=0 \tag{0.4}
\end{equation*}
$$

with $f(z)=\exp (z)$. It is well known [10] that the solution set of $(0.4)_{\lambda}$ is given by the solid branch in Fig. 1, whereas ( 0.1$)_{\lambda}$ with a simple discretization matrix $A$ admits extra solutions (the dotted branches). It is shown in [3] that ( 0.1$)_{\lambda}$ admits at least $2 n$ solutions if $\lambda$ is small enough. We will show that there are at most $2^{n}$ solutions of $(0.1)_{\lambda}$ for each $\lambda>0$.

[^83]

Fig. 1
Another type of spurious solution is obtained by the discretization of $(0.4)_{\lambda}$ with $f(z)=\sin z$. Equation $(0.4)_{\lambda}$ admits at most one positive solution, the solid branch in Fig. 2, whereas ( 0.1$)_{\lambda}$ possesses an increasing number of solutions as $\lambda \rightarrow \infty$ [12], the dotted branches. It is shown in [12] that there are at least $(2 \cdot 3+1)^{n}$ solutions of $(0.1)_{\lambda}$ with a maximum norm less than $3 \pi$, if $\lambda$ is sufficiently large. We state that there are at most $7^{n}$ such solutions for each $\lambda$.

A third type of spurious solution occurs in the case $f(z)=$ $(p-z) / 1+(p-z)+(p-z)^{2}$ with $p>0$ arbitrary which has been considered in [9].

The solution set of $(0.4)_{\lambda}$ has to be a one-dimensional manifold (cf. [10]), the $S$-curve in Fig. 3, whereas numerical calculations in [9] show that ( 0.1$)_{\lambda}$ with $n=2$


Fig. 2


Fig. 3
meshpoints admits $3^{2}$ solutions for specific values of $\lambda$ and $p$, the dotted branch. The number of solutions increases with $n$. Our consideration yields that there are at most $3^{n}$ solutions of $(0.1)_{\lambda}$ for a fixed $\lambda$. In the last example the system $(0.1)_{\lambda}$ is more important than the bvp, because $(0.1)_{\lambda}$ describes a chemical reaction in an assemblage of $n$ biological cells (cf. [9]). $z_{j}$ denotes the concentration of a substrate $S$ in the cell $C_{j}$ which is coupled with its neighbors by diffusion through a membrane. From this point of view all solutions of $(0.1)_{\lambda}$ are physically relevant.

To obtain our results, two ideas are used. First: relax the coupling between the cells, i.e., we consider the homotopy

$$
\begin{equation*}
H_{\lambda}(t, z):=((1-t) I+t A) z-\lambda F(z)=0, \tag{0.5}
\end{equation*}
$$

where $t \in[0,1]$ and $I$ denotes the identity. If $t=1$ we obtain $(0.1)_{\lambda}$, the fully coupled state, whereas $t=0$ is the uncoupled state, i.e., a system of $n$ independent equations. In the latter case the number of solutions of $(0.5)_{\lambda}$ is given by $r(\lambda)^{n}$, where $r(\lambda)$ denotes the number of solutions of the scalar equation

$$
\begin{equation*}
\lambda f(z)=z, \quad z \in \mathbb{R} . \tag{0.6}
\end{equation*}
$$

Now we choose a solution $z_{0}$ of $H_{\lambda}(0, z)=0$ at a fixed $\lambda$ and follow the solution curve $(t, z(t))$ of $H_{\lambda}(t, z)=0$ with $z(0)=z_{0}$ in the direction of $t \geqq 0$. In $\S 1$ this is examined numerically in the case $f(z)=\exp (z)$.

In the above examples we are able to show that all solutions of $H_{\lambda}(1, z)=0$ are induced by the solutions of $H_{\lambda}(0, z)=0$, i.e., the number is limited by $r(\lambda)^{n}$.

This will be done in $\S \S 3,4$ and 5 . To this end we use a second idea: extend $(0.5)_{\lambda}$ to a complex analytic mapping in $\mathbb{C}^{n}$ for each $(t, \lambda)$. Now degree arguments for complex analytic mappings are used to examine the number of solutions of $(0.1)_{\lambda}$ in $\mathbb{C}^{n}$. The special properties of the Brouwer degree for those mappings are listed in § 3.

1. Numerical results for $\boldsymbol{f}(\boldsymbol{z})=\exp (z)$. Here we examine a slight modification of the homotopy $(0.5)_{\lambda}$ with $f(z)=\exp (z)$ and the simplest discretization matrix $A$ of $-u^{\prime \prime}$. We consider

$$
\begin{equation*}
\tilde{H}_{\lambda}(t, z)=((1-t) \mu I+t A) z-\lambda F(z)=0, \tag{1.1}
\end{equation*}
$$

with the lowest eigenvalue $\mu$ of $A$. This seems to be more promising, since the solution sets of $(0.1)_{\lambda}$ and of $\lambda f(z)=\mu z$ are strongly related. Define $\lambda^{*}:=\sup \left\{\lambda \mid(0.1)_{\lambda}\right.$ is solvable\}, then the results of [15] yield

$$
\begin{equation*}
\lambda_{0}^{*} / \mu\left\|A^{-1}\right\|_{\infty} \leqq \lambda^{*} \leqq \lambda_{0}^{*}, \tag{1.2}
\end{equation*}
$$

where $\lambda_{0}^{*}=\mu \exp (1)^{-1}$. Observe that there is no solution of $\tilde{H}_{\lambda}(0, z)=0$, if $\lambda>\lambda_{0}^{*}$. If $\lambda<\lambda_{0}^{*}$ there are two solutions of $\lambda f(z)=\mu z$; we denote the minimal one by + and the maximal one by $*$.

We have examined (1.1) $\lambda_{\lambda}$ numerically for $n=3$ and $n=4$ at fixed values of $\lambda$. If $n=3$, there are $2^{3}$ solutions of $\tilde{H}_{\lambda}(0, z)=0$ which we denote in form $z_{1}=$ $(+,+,+), z_{2}(+, *,+), \cdots, z_{8}=(*, *, *)$. Now we used a path following method as described in [11] to follow the solution curve of $(1.1)_{\lambda}$ through ( $0, z_{j}$ ) in direction of $t>0$.

If $\lambda \in\left(\lambda^{*}, \lambda_{0}^{*}\right)$, we cannot reach $t=1$ because of (1.2). Results for various values of $\lambda$ are shown schematically in Fig. 4. If $\lambda$ is decreased further, the branch in Fig. 4 connecting $(*, *, *)$ with $(*,+, *)$ will reach $t=1$. Thus there are at least $2^{3}$ solutions of $(1.1)_{\lambda}$ at $t=1$ if $\lambda$ is chosen sufficiently small. Fig. 5 shows the case $n=4$, where the $2^{4}$ solutions of $\tilde{H}(0, z)=0$ are denoted in the same manner.

Quite the same results are obtained in the simple case $n=2$. Observe that there is a significant difference between $n=4$ and $n=3$. In the first case bifurcation occurs,

$$
n=3, \lambda=3.44
$$

$$
n=3, \lambda=1.6
$$



$$
n=3, \lambda=0.016
$$



Fig. 4
but not in the latter. We expect diagrams analogous to Figs. 4 and 5 and for the example $f(z)=\sin z$. In this case all branches should reach $t=1$, if $\lambda$ is chosen sufficiently large.

With the above computational results the question arises whether all solutions of $(0.1)_{\lambda}$ are induced by the solutions of the uncoupled system. To answer this question we rewrite $(0.1)_{\lambda}$ as an equation in $\mathbb{C}^{n}$ for each $\lambda \in \mathbb{R}_{+}$, where $F: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is an extension of $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. If $f(z)=\exp (z)$ or $f(z)=\sin z$ there is a well-defined extension such that $F$ is a complex analytic mapping. In order to examine $(0.1)_{\lambda}$ in $\mathbb{C}^{n}$, we have to deal with the Brouwer degree for complex analytic mappings. In the next section we develop its properties for the reader's convenience.

$$
n=4, \lambda=1.6
$$



$$
n=4, \lambda=0.016
$$



Fig. 5
2. The Brouwer degree of complex analytic mappings. Let $G$ be a complex analytic mapping of an open subset $V$ of $\mathbb{C}^{n}$ into $\mathbb{C}^{n}$ and let $U$ be a bounded open subset of $V$ with $\bar{U} \subset V$. By ignoring the complex structure, $G=\left(g_{1}+i h_{1}, \cdots, g_{n}+i h_{n}\right)$, $g_{j}, h_{j}: \mathbb{C}^{n} \rightarrow \mathbb{R}$ can be interpreted as a mapping $\left(g_{1}, \cdots, g_{n}, h_{1}, \cdots, h_{n}\right)$ from $V \subset \mathbb{R}^{2 n}$ into $\mathbb{R}^{2 n}$. Let $w$ be a point of $\mathbb{R}^{2 n} \backslash G(\partial U)$, then the Brouwer degree $\operatorname{deg}(G, U, w)$ is well defined and the usual properties hold (cf. [8] for a detailed discussion).

If the analyticity of $G$ is taken into account these properties can be strengthened. A detailed description of the following considerations can be found in [5], [7], [14].

Denote by $G^{\prime}(z)$ the complex Jacobian matrix of $G$ at $z=\left(z_{1}, \cdots, z_{n}\right)=$ $\left(x_{1}+i y_{1}, \cdots, x_{n}+i y_{n}\right) \in \mathbb{C}^{n}$ and by $J(G)(z)$ the real Jacobian of $G: V \rightarrow \mathbb{R}^{2 n}$ at $\tilde{z}=$ $\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}\right)$, then we have

$$
\begin{equation*}
\operatorname{Det}(J(G)(\tilde{z}))=\left|\operatorname{Det}\left(G^{\prime}(z)\right)\right|^{2} \tag{2.1}
\end{equation*}
$$

i.e., the determinant of the real Jacobian is always nonnegative (cf. [5]). Using the identity theorem, it is shown in [5] that for each connected open subset $V_{1}$ of $V$ the set

$$
S_{\varepsilon}:=\left\{\tilde{z} \in V_{1} \mid \operatorname{Det}\left(J\left(G_{\varepsilon}\right)(\tilde{z})\right)=0\right\}
$$

of singular points of $G_{\varepsilon}(z):=G(z)+\varepsilon z$ is nowhere dense in $V_{1}$, if $\varepsilon \geqq 0$ is chosen sufficiently small. A theorem of Remmert and Stein [13] yields that the number of solutions of $G(z)=w$ with $z \in U$ is finite. These three properties are responsible for the fact that the following statements hold (cf. [5], [14]).

Proposition 2.1. Let $G, V, U, w$ be as above. Then

$$
\begin{align*}
& \operatorname{deg}(G, U, w) \geqq 0,  \tag{2.2}\\
& \operatorname{deg}(G, U, w)>0 \text { if and only if } w \text { lies in } G(U),  \tag{2.3}\\
& \operatorname{deg}(G, U, w)=1 \text { if and only if for the component } C \text { of } \mathbb{C}^{n} \backslash G(\partial U) \text { which contains }  \tag{2.4}\\
& \\
& \quad w, G \text { is a one-to-one bicontinuous map of } G^{-1}(C) \cap U \text { onto } C,  \tag{2.5}\\
& \operatorname{deg}(G, U, w) \geqq 2 \text { if and only if either there is more than one solution in } U \text { of } \\
& \quad G(z)=w, \text { or the unique solution is a singular point of } G .
\end{align*}
$$

In the following we choose $w=0$ for convenience. Since there are only finitely many solutions $z_{1}, \cdots, z_{m}$ of $G(z)=0$ in $U$, the local degree $\operatorname{deg}\left(G, z_{j}\right)$ is well defined for each solution $z_{j}$. By the additivity of the degree and (2.3) we have

$$
\begin{equation*}
\operatorname{deg}(G, U, 0)=\sum_{j=1}^{m} \operatorname{deg}\left(G, z_{j}\right) \geqq m \tag{2.6}
\end{equation*}
$$

Thus the degree is an upper bound for the number of solutions.
If $G$ is a function of $U \subset \mathbb{C}$ into $\mathbb{C}$, the degree equals the winding number of $G(\partial U)$ with respect to zero (cf. [8]). In this case it is well known that the local degree $\operatorname{deg}\left(G, z_{j}\right)$ equals the multiplicity of the solution $z_{j}$, i.e., the lowest number $k$ at which $G^{(k)}\left(z_{j}\right) \neq 0$. An analogous characterisation of the local degree is valid in general. Since $G$ is analytic, we expand $G$ into the Taylor series at a solution $z_{j}$. Without loss of generality we assume that $z_{j}=0$.

$$
G_{j}(z)=\sum_{k=1}^{\infty} P_{j}^{(k)}\left(z_{1}, \cdots, z_{n}\right), \quad j=1, \cdots, n
$$

where $P_{j}^{(k)}$ is a polynomial in $z_{1}, \cdots, z_{n}$ and homogeneous of degree $k$. Suppose $P_{j}^{\left(k_{j}\right)}$ is the polynomial of lowest degree in the $j$ th series which is not identically zero. Then it is shown in [6] that

$$
\operatorname{deg}(G, 0)=\prod_{j=1}^{n} k_{j}
$$

if the local degree of the $\operatorname{map}\left(P_{1}^{\left(k_{1}\right)}, P_{2}^{\left(k_{2}\right)}, \cdots, P_{n}^{\left(k_{n}\right)}\right): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is well defined, i.e., $z=0$ is an isolated zero of this map. Otherwise $\operatorname{deg}(G, 0) \geqq \prod_{j=1}^{n} k_{j}$ (cf. [6]). Thus it is appropriate to define the multiplicity of a solution of $G(z)=0$ by its local degree. In this respect (2.6) means that the degree $\operatorname{deg}(G, U, 0)$ equals the number of solutions of $G(z)=0$, each counted according to its multiplicity.

The considerations above and the homotopy invariance of the degree yield Proposition 2.2 which is basic for our considerations.

Proposition 2.2. Let $V$ and $U$ be as above. Suppose $H(t, \cdot): V \rightarrow \mathbb{C}^{n}$ is complex analytic for each $t \in[0,1]$ and continuous in $t$. Suppose $0 \notin H(t, \cdot)(\partial U)$ for each $t \in[0,1]$. Then $\operatorname{deg}(H(t, \cdot), U, 0)$ is independent of $t$, i.e., the number of solutions (counted according to their multiplicities) of $H(t, z)=0$ in $U$ is finite and independent of $t$.

The situation is illustrated in Fig. 6. It is shown in [1], where different methods are used to examine the solution set of $H(t, z)=0$, that there are indeed solution curves connecting $t=0$ and $t=1$.


Fig. 6

Now we suppose that the domain $U$ satisfies $U=U^{*}:=\left\{z \in \mathbb{C}^{n} \mid z^{*} \in U\right\}$, where $z^{*}$ denotes the conjugate of $z$. The mappings we consider fulfill the additional property

$$
\begin{equation*}
G\left(z^{*}\right)=(G(z))^{*} \tag{2.7}
\end{equation*}
$$

for all $z \in U$. Especially we have $\left.G\right|_{U \cap \mathbb{R}^{n}} \subset \mathbb{R}^{n}$, i.e., $G$ is an extension of a real mapping. Suppose $0 \notin G(\partial U)$. Let $\left\{z_{1}, \cdots, z_{k}\right\} \subset \mathbb{R}^{n}$ be the set of real solutions of $G(z)=0$. There exists an open subset $W \subset U$ such that

$$
\begin{equation*}
W \cap\left(G^{-1}(0) \cap U\right)=\left\{z_{1}, \cdots, z_{k}\right\}, \quad 0 \notin G(\partial W) . \tag{2.8}
\end{equation*}
$$

$U \backslash \bar{W}$ is an open set such that $0 \notin G(\partial(U \backslash \bar{W}))$. By the additivity of degree we have

$$
\begin{equation*}
\operatorname{deg}(G, U, 0)=\operatorname{deg}(G, W, 0)+\operatorname{deg}(G, U \backslash \bar{W}, 0) \tag{2.9}
\end{equation*}
$$

Proposition 2.3. $\operatorname{deg}(G, U \backslash \bar{W}, 0)$ is a nonnegative even number.
Proof. If $G(z)=0$, it follows from (2.7) that $G\left(z^{*}\right)=0$. Denote by $z_{1}, \cdots, z_{l}, z_{1}^{*}, \cdots, z_{l}^{*}$ the solutions of $G(z)=0$ in $U \backslash \bar{W}$, then we have

$$
\operatorname{deg}(G, U \backslash \bar{W}, 0)=\sum_{j=1}^{l} \operatorname{deg}\left(G, z_{j}\right)+\sum_{j=1}^{l} \operatorname{deg}\left(G, z_{j}^{*}\right)
$$

It remains to show that $\operatorname{deg}\left(G, z_{j}\right)=\operatorname{deg}\left(G, z_{j}^{*}\right)$. This has been done in [7, Proof of Lemma 2].

If $G$ satisfies (2.7), it follows from (2.9) and Proposition 2.3 that the number of real zeros of $G$ is even if and only if $\operatorname{deg}(G, U, 0)$ is even.
3. The case $f(z)=\exp (z)$. We choose $F(z):=\left(\exp \left(z_{1}\right), \cdots, \exp \left(z_{n}\right)\right)$ and examine $(0.1)_{\lambda}$ in $\mathbb{C}^{n}$, i.e.,

$$
\begin{equation*}
A z=\lambda F(z), \quad \lambda \in \mathbb{R}_{+}, \quad z \in \mathbb{C}^{n} . \tag{3.1}
\end{equation*}
$$

We will apply Proposition 2.2 to the homotopy $(0.5)_{\lambda}$. Clearly $H_{\lambda}(t, \cdot): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is complex analytic for each $(\lambda, t)$. To compute $\operatorname{deg}\left(H_{\lambda}(0, \cdot), U, 0\right)$ on an appropriate domain $U$, we deal with the one-dimensional equation

$$
\begin{equation*}
g_{\lambda}(z):=z-\lambda \exp (z)=0, \quad z \in \mathbb{C}, \quad \lambda \in \mathbb{R}_{+} \tag{3.2}
\end{equation*}
$$

on the domain $U_{r}:=\{z=x+i y \in \mathbb{C}| | x \mid<r, y \in(-\pi,+\pi)\}$.
Proposition 3.1. Let $\lambda>0$ be arbitrary. Then $\operatorname{deg}\left(g_{\lambda}, U_{r}, 0\right)=2$, if $r$ is sufficiently large.

Proof. Observe that $\exp (z) \in \mathbb{R}$, if $z=(x \pm i \pi)$ and that the solution set of (3.2) $\lambda_{\lambda}$ is equibounded with respect to $\lambda \in[\tilde{\lambda}, \hat{\lambda}]$ with $\tilde{\lambda}, \hat{\lambda}>0$ arbitrary. Thus $\operatorname{deg}\left(g_{\lambda}, U_{r}, 0\right)$ is well defined and independent of $\lambda>0$, if $r$ is chosen sufficiently large. An elementary calculation shows that each solution $z \in U_{r}$ of (3.2) $)_{\lambda}$ is real and nonsingular, if
$\lambda<\exp (1)^{-1}$. Since there are exactly two solutions of $(3.2)_{\lambda}$, if $\lambda<\exp (1)^{-1}$ we conclude $\operatorname{deg}\left(g_{\lambda}, U_{r}, 0\right)=2$ for those $\lambda$.

Fig. 7 exhibits the real and the imaginary part of the solution set of (3.2) in $U_{r}$.
Remark 3.2. There exists an infinite number of solutions of (3.2) $)_{\lambda}$ in $\mathbb{C}$ for each $\lambda$. Elementary calculations yield that there are exactly two solutions $z=x \pm i y$ with $y \in(k \pi,(k+2) \pi)$ for each number $k=1,3,5, \cdots$.

Now we define $U:=U_{r}^{n} \subset \mathbb{C}^{n}$. Choose $r$ sufficiently large, then, for a fixed $\lambda$, all solutions of $H_{\lambda}(0, z)=0$ are within $U$. Thus

$$
\begin{equation*}
\operatorname{deg}\left(H_{\lambda}(0, \cdot), U, 0\right)=2^{n} \tag{3.3}
\end{equation*}
$$

by Proposition 3.1 and the Cartesian product formula for the degree. In the following we denote by $\operatorname{Re}(z):=\left(x_{1}, \cdots, x_{n}\right), \operatorname{Im}(z):=\left(y_{1}, \cdots, y_{n}\right)$ the real and the imaginary part of $z=\left(y_{1}+i y_{1}, \cdots, x_{n}+i y_{n}\right) \in \mathbb{C}^{n}$.

Theorem 3.3. Let $\lambda>0$ be fixed. Equation (3.1) ${ }_{\lambda}$ has exactly $2^{n}$ solutions (counted according to their multiplicities) with $\operatorname{Im}(z) \in(-\pi, \pi)^{n}$. Thus, with $\lambda^{*}$ defined as in $\S 1$ there are at most $2^{n}$ distinct real solutions of $(3.1)_{\lambda}$ for each $\lambda<\lambda^{*}$. At $\lambda=\lambda^{*}$ there is exactly one real solution.

Proof. The assertion follows from Proposition 2.2 and (3.3), if we show that for each $t \in[0,1]$ there are no solutions of $H_{\lambda}(t, z)=0$ on $\partial U$, if $r$ is sufficiently large. The last assertion can be deduced from the results in [2, Chap. 5].

Suppose there exists $(t, z) \in[0,1] \times \partial U$ with $H_{\lambda}(t, z)=0$ such that $z_{j}=x_{j}+i \pi$ for one $j \in\{1, \cdots, n\}$. Then $(\lambda F(z))_{j} \in \mathbb{R}$ and therefore

$$
\begin{equation*}
\left((1-t)+t a_{j j}\right) \pi+t \sum_{\substack{k=1 \\ k \neq j}}^{n} a_{j k} y_{k}=0 . \tag{3.4}
\end{equation*}
$$

Since $y_{k} \in[-\pi, \pi]$ and since $A$ satisfies (0.2), it follows that $y_{k}=\pi$ in (3.4) for each $k$ with $a_{j k} \neq 0$. Since $A$ is irreducible, (3.4) must hold for each $j \in\{1, \cdots, n\}$ with $y_{k}=\pi$. But this contradicts the second property of $A$ in (0.2). Using the same arguments we show that there could be no solution of $H_{\lambda}(t, z)=0$ with $z_{j}=x_{j}-i \pi$ for $j \in\{1, \cdots, n\}$.

Suppose there is a sequence $(t, z(t))$ with $H_{\lambda}(t, z(t))=0$ and $\operatorname{Im}(z(t)) \in[-\pi, \pi]^{n}$ such that $\|z(t)\|_{\infty}:=\max \left|z_{j}(t)\right|$ becomes unbounded. Then there is a $j_{0} \in\{1, \cdots, n\}$


Fig. 7
such that $\left|x_{j_{0}}(t)\right| \rightarrow \infty$. Suppose $x_{j_{0}}(t) \rightarrow \infty$. Then we have

$$
\lambda=\frac{\|((1-t) I+t A) z(t)\|_{\infty}}{\|F(z(t))\|_{\infty}} \leqq \frac{\|(1-t) I+t A\|_{\infty}\left(x_{j_{0}}^{2}+\pi^{2}\right)^{1 / 2}}{\exp \left(x_{j_{0}}(t)\right)} \rightarrow 0 .
$$

This is a contradiction, since $\lambda$ is fixed.
Suppose $x_{j_{0}}(t) \rightarrow-\infty$. $(1-t) I+t A$ satisfies ( 0.2 ), thus the inverse exists and is equibounded with respect to $t$, i.e., $\left\|((1-t) I+t A)^{-1}\right\|_{\infty} \leqq c$ for all $t \in[0,1]$. Therefore

$$
\begin{equation*}
\lambda \geqq \frac{\|z(t)\|_{\infty}}{c\|F(z(t))\|_{\infty}} \rightarrow \infty \tag{3.5}
\end{equation*}
$$

since $\|F(z(t))\|_{\infty}$ is bounded. Formula (3.5) contradicts the choice of $\lambda$.
Corollary 3.4. Suppose $\lambda \leqq \lambda^{*}$. The number m of real solutions (counted according to their multiplicities) $z \in \mathbb{R}^{n}$ of $(3.1)_{\lambda}$ is even.

Proof. Choose $U \subset \mathbb{C}^{n}$ as above and an open subset $W \subset U$ as in (2.8) which only contains the real solutions of $H_{\lambda}(1, z)=0$. Then we deduce

$$
2^{n}=m+\operatorname{deg}\left(H_{\lambda}(1, \cdot), U \backslash \bar{W}, 0\right)
$$

as in (2.9) and $m$ must be even by Proposition 2.3.
If we change $\lambda$ in (3.1) $)_{\lambda}$, then we know from Corollary 3.4 that the real solutions appear and disappear pairwise, as is shown in Figs. 1-3.

Remark 3.5. Using Remark 3.2 and the same arguments as in the proof of Theorem 3.3 , we conclude that there are exactly $(2 k)^{n}$ solutions of (3.1) ${ }_{\lambda}$ in the domain $\left\{z \in \mathbb{C}^{n} \mid \operatorname{Im}(z) \in[-k \pi, k \pi]^{n}\right\}$ for each odd number $k$.

If (3.1) ${ }_{\lambda}$ is the discretization of the differential equation $(0.4)_{\lambda}$, one asks for the number of symmetric solutions of (3.1) $)_{\lambda}$, since all solutions of $(0.4)_{\lambda}$ are symmetric with respect to $\frac{1}{2}$ (cf. [10]). Suppose that the meshpoints are chosen equidistant. Then (3.1) $)_{\lambda}$ reduces to an equation in $\mathbb{R}^{n / 2}\left(\mathbb{C}^{n / 2}\right)$, if $n$ is even and to an equation in $\mathbb{R}^{(n+1) / 2}\left(\mathbb{C}^{(n+1) / 2}\right)$, if $n$ is odd. Using the same arguments as above, we conclude that (3.1) $\lambda_{\lambda}$ has exactly $2^{n / 2}$ symmetric solutions (counted according to their multiplicities) in the former case and $2^{(n+1) / 2}$ in the latter. More generally, let $L$ be an $(n, n)$ permutation matrix which commutes with $A$, i.e., $A \circ L=L \circ A$. Denote by $S \subset \mathbb{R}^{n}$ the subspace which satisfies $\left.L\right|_{S}=I$, by $\tilde{S}$ its complexification, and by $m:=\operatorname{dim}(S)$.

Theorem 3.6. Let $\lambda>0$ be fixed. Then there are exactly $2^{m}$ solutions of (3.1) $\lambda_{\lambda}$ (counted according to their multiplicities) in $\tilde{S}$ with $\operatorname{Im}(z) \in(-\pi, \pi)^{n}$. Thus there are at most $2^{m}$ (real) solutions of (3.1) $)_{\lambda}$ in $S$ for each $\lambda<\lambda^{*}$. At $\lambda=\lambda^{*}$ there is exactly one solution in $S$.

Proof. By definition of $F(\cdot), L$ commutes with $F(\cdot)$ and therefore with $H_{\lambda}(t, \cdot)$ for each $\lambda>0$ and $t \in[0,1]$. Thus $H_{\lambda}(t, \tilde{S}) \subset \tilde{S}$. There exist $2^{m}$ zeros of $H_{\lambda}(0, \cdot)$ in $\tilde{S} \cap U$ with $U$ as above. Since there are no solutions of $H_{\lambda}(t, z)=0$ on $\partial U$ for each $t \in[0,1]$, the first assertion follows from Proposition 2.2 as in the proof of Theorem 3.3. The last assertion follows again from the results in [2, Chap. 5].

With an appropriate modification, Corollary 3.4 is also valid in the above case. All results of this section remain valid, if we consider $F(z)=\left(c_{1} \exp \left(z_{1}\right) \cdots c_{n} \exp \left(z_{n}\right)\right)$ with positive constants $c_{j}$.
4. The case $\boldsymbol{f}(\boldsymbol{z})=\sin z$. We now study $(0.1)_{\lambda}$ with $F(z)=\left(\sin z_{1}, \cdots, \sin z_{2}\right)$ in $\mathbb{C}^{n}$. Analogously to § 3 we use the homotopy ( 0.5$)_{\lambda}$ and Proposition 2.2. To this end we have to examine the scalar equation

$$
\begin{equation*}
g_{\lambda}(z):=z-\lambda \sin z=0, \quad z \in \mathbb{C}, \quad \lambda \in \mathbb{R}_{+} . \tag{4.1}
\end{equation*}
$$

Since $\sin z=\sin x \cosh y+i \cos x \sinh y$, there are no solutions of (4.1) $\lambda_{\lambda}$ with $z=$ $\pm k \pi+i y, y \in \mathbb{R}, k \in \mathbb{N}$. For a fixed $k$ we define $U_{r}:=\{z \in \mathbb{C}|x \in(-k \pi, k \pi),|y|<r\}$. Let $\tilde{\lambda}>0$ be arbitrary then we can choose $r>0$ such that for each $\lambda \in[\tilde{\lambda}, \infty)$ all solutions of $(4.1)_{\lambda}$ with real part in $[-k \pi, k \pi]$, are contained in $U_{r}$. If $\lambda$ is sufficiently large, all solutions in $U_{r}$ become real and nonsingular. Thus for those $\lambda$ we have

$$
\operatorname{deg}\left(g_{\lambda}, U_{r}, 0\right)= \begin{cases}2 k-1 & \text { if } k \text { is even }  \tag{4.2}\\ 2 k+1 & \text { if } k \text { is odd }\end{cases}
$$

By the homotopy invariance of the degree, (4.2) holds for each $\lambda>0$, if $r$ is sufficiently large.

Now we consider the homotopy $(0.5)_{\lambda}$ for a fixed $\lambda>0$. Clearly $H_{\lambda}(t, \cdot)$ is complex analytic for each $(\lambda, t)$. Define $U:=U_{r}^{n} \subset \mathbb{C}^{n}$. If $r$ is sufficiently large, we obtain

$$
\operatorname{deg}\left(H_{\lambda}(0, \cdot), U, 0\right)= \begin{cases}(2 k-1)^{n} & \text { if } k \text { is even, }  \tag{4.3}\\ (2 k+1)^{n} & \text { if } k \text { is odd }\end{cases}
$$

by (4.2). Now we can prove the following theorem.
Theorem 4.1. Let $\lambda>0$ be fixed. The nonlinear system

$$
\begin{equation*}
A z=\lambda F(z), \quad z \in \mathbb{C}^{n} \tag{4.4}
\end{equation*}
$$

with $F(z)=\left(\sin z_{1}, \cdots, \sin z_{n}\right)$ has exactly $(2 k+1)^{n}$ solutions (counted according to their multiplicities) with $\operatorname{Re}(z) \in[-k \pi, k \pi]^{n}$, if $k \in \mathbb{N}$ is odd and exactly $(2 k-1)^{n}$ solutions, if $k$ is even.

Proof. Using (4.3) the assertion follows from Proposition 2.2 if we show that for each $t \in[0,1]$, there are no solutions of $H_{\lambda}(t, z)=0$ on $\partial U$, if $r$ is sufficiently large. Using the definition of $\sin z$ and the property ( 0.2 ) of the matrix $A$ we can deduce this as in the proof of Theorem 3.3.

Remark 4.2. With slight reformulations the considerations in § 3 concerning the number of symmetric solutions and the appearance of real solutions remain valid in case of the above nonlinearity.

Using an argument given in [12], we can show that all solutions of (4.4) ${ }_{\lambda}$ become real if $\lambda$ increases. Let $\tilde{z} \in \mathbb{C}^{n}$ be a zero of $F(\cdot)$, i.e., $\tilde{z}=\left(k_{1} \pi, \cdots, k_{n} \pi\right), k_{j} \in \mathbb{N}$. Consider $F(\cdot)$ as a mapping from $\mathbb{R}^{n}$ into itself. Dividing (4.4) ${ }_{\lambda}$ by $\lambda$ and using the homotopy invariance property, we compute the local degree

$$
\operatorname{deg}(A / \lambda-F, \tilde{z})=\operatorname{deg}(F, \tilde{z})= \pm 1
$$

if $\lambda$ is sufficiently large. Thus for those $\lambda$ there exists a solution $z \in \mathbb{R}^{n}$ of (4.4) ${ }_{\lambda}$ in a small neighborhood of $\tilde{z}$. This consideration together with Theorem 4.1 yields the following corollary.

Corollary 4.3. For each $k \in \mathbb{N}$ there exists a value $\lambda(k)$ such that for each $\lambda>\lambda(k)$ the system (4.4) ${ }_{\lambda}$ admits exactly $(2 k+1)^{n}$ different (real) solutions in $[-k \pi, k \pi]^{n}$ if $k$ is odd and exactly $(2 k-1)^{n}$ solutions if $k$ is even.
5. Polynomial and related nonlinearities. First we consider (0.1) $\lambda_{\lambda}$ with $F(z)=$ $\left(p_{1}\left(z_{1}\right), \cdots, p_{n}\left(z_{n}\right)\right)$, where $p_{j}: \mathbb{C} \rightarrow \mathbb{C}, j \in\{1, \cdots, n\}$ are polynomials of degree $m_{j}>1$. We use the ideas of the preceding sections to prove the following theorem.

Theorem 5.1. Let $\lambda>0$ be fixed and let $F(\cdot)$ be as above. Then there are exactly $\prod_{j=1}^{n} m_{j}$ solutions (counted according to their multiplicities) of $(0.1)_{\lambda}$ in $\mathbb{C}^{n}$.

Proof. We use the homotopy $(0.5)_{\lambda}$. Each component of $H_{\lambda}(t, \cdot)$ is a polynomial $P_{j}: \mathbb{C}^{n} \rightarrow \mathbb{C}$ of the form $P_{j}(z)=p_{j}\left(z_{j}\right)+q_{j}(z)$, where $q_{j}$ is a polynomial of degree one. Therefore it is easy to see that there exists a ball $B_{r} \subset \mathbb{C}$ with center 0 and radius $r$
such that for all $t \in[0,1]$ the solutions of $H_{\lambda}(t, z)=0$ are contained in $B_{r}^{n}$. Since $\operatorname{deg}\left(p, B_{r}, 0\right)$ of a polynomial $p: \mathbb{C} \rightarrow \mathbb{C}$ equals the degree of the polynomial we obtain

$$
\operatorname{deg}\left(H_{\lambda}(0, \cdot), B_{r}^{n}, 0\right)=\prod_{j=1}^{n} m_{j} .
$$

Now the assertion follows from Proposition 2.2.
Now we consider the third example of $\S 0$, i.e., $(0.1)_{\lambda}$ with $F(z)=$ $\left(f\left(z_{1}\right), \cdots, f\left(z_{n}\right)\right)$, where

$$
f(z)=\frac{(p-z)}{1+(p-z)+(p-z)^{2}}, \quad z \in \mathbb{R}, \quad p>0 .
$$

If $n=2$, at most $3^{2}$ solutions occur (cf. (Fig. 3). The following theorem shows that this is true in general.

Theorem 5.2. Let $\lambda>0, p>0$ be fixed and $F(\cdot)$ be as above. Then there are $3^{n}$ solutions (counted according to their multiplicities) of $(0.1)_{\lambda}$ in $\mathbb{C}^{n}$.

Proof. We consider the homotopy $(0.5)_{\lambda}$ in $\mathbb{C}^{n}$. But $H_{\lambda}(t, \cdot)$ is not complex analytic on $\mathbb{C}^{n}$. Thus for each $j \in\{1, \cdots, n\}$ we multiply the $j$ th row of $(0.1)_{\lambda}$ by $\left(1+\left(p-z_{j}\right)+\right.$ $\left.\left(p-z_{j}\right)^{2}\right)$ and obtain a mapping $\tilde{H}_{\lambda}(t, \cdot): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ which is complex analytic for each $(\lambda, t)$. The solution sets of $H_{\lambda}(t, z)=0$ and $\tilde{H}_{\lambda}(t, z)=0$ coincide. There exists a ball $B_{r} \subset \mathbb{C}$ with center 0 and radius $r$ such that for each $t \in[0,1]$ all solutions of $\tilde{H}_{\lambda}(t, z)=0$ are contained in $B_{r}^{n} \subset \mathbb{C}^{n}$. Otherwise there would exist a sequence $(t, z(t)) \subset \mathbb{C}^{n}$ of solutions of $\tilde{H}_{\lambda}(t, z)=0$ with $\left|z_{j_{0}}(t)\right| \rightarrow \infty$ for a $j_{0} \in\{1, \cdots, n\}$ and $\left|z_{j_{0}}(t)\right| \geqq\left|z_{j}(t)\right|$ for all $j \in\{1, \cdots, n\}$. Consider the $j_{0}$ th row of $\tilde{H}_{\lambda}(t, z)=0$,

$$
\begin{aligned}
& \mid\left((1-t)+t a_{j_{j_{0}}}\right) z_{j_{0}}\left(1+\left(p-z_{j_{0}}\right)+\left(p-z_{j_{0}}\right)^{2}\right) \\
& \quad+t \sum_{\substack{k=1 \\
k \neq j_{0}}}^{n} a_{j_{0} k} z_{k}\left(1+\left(p-z_{j_{0}}\right)+\left(p-z_{j_{0}}\right)^{2}\right)-\lambda\left(p-z_{j_{0}}\right) \mid=0 .
\end{aligned}
$$

Since the matrix $A$ satisfies (0.2), the expression on the left converges to infinity, a contradiction.

Denote by $\tilde{H}_{\lambda}^{j}(\cdot)$ the $j$ th row of $\tilde{H}_{\lambda}(0, \cdot) . \tilde{H}_{\lambda}^{j}: \mathbb{C} \rightarrow \mathbb{C}$ is a polynomial of degree three. Thus by Proposition 2.2 and the Cartesian product formula we obtain

$$
\operatorname{deg}\left(\tilde{H}_{\lambda}(1, \cdot), B_{r}^{n}, 0\right)=\prod_{j=1}^{n} \operatorname{deg}\left(\tilde{H}_{\lambda}^{j}, B_{r}, 0\right)=3^{n} .
$$

This proves the assertion. $\square$
Observe that $\tilde{H}_{\lambda}^{j}(z)=0, z \in \mathbb{C}$ is equivalent to $\lambda f(z)=0$ with $f(\cdot)$ as above. Thus also in this example the number of solutions of $(0.1)_{\lambda}$ is limited by the number of solutions of the uncoupled state. The considerations in § 3 about the number of symmetric solutions also holds in this case.

## REFERENCES

[1] E. Allgower, Bifurcations arising in the calculation of critical points via homotopy methods, in Numerical methods for bifurcation problems, Internat. Schriftenreihe Numer. Math., 70, T. Küpper, H. D. Mittelmann, H. Weber, eds., Birkhäuser, Basel-Boston-Stuttgart, 1984, pp. 15-28.
[2] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, SIAM Rev., 18 (1976), pp. 620-709.
[3] W. J. Beyn and J. Lorenz, Spurious solutions for discrete superlinear boundary value problems, Computing, 28 (1982), pp. 43-51.
[4] E. Вонц, On the bifurcation diagram of discrete analogues for ordinary bifurcation problems, Math. Methods Appl. Sci., 1 (1979), pp. 566-571.
[5] F. E. Browder, Nonlinear mappings of analytic type in Banach spaces, Math. Ann., 185 (1970), pp. 259-278.
[6] J. Cronin, Analytic functional mappings, Ann. of Math., 58 (1953), pp. 175-181.
[7] -_, Topological degree and the number of solutions of equations, Duke Math. J., 38 (171), pp. 531-538.
[8] K. Deimling, Nichtlineare Gleichungen und Abbildungsgrade, Springer-Verlag, Berlin-Heidelberg-New York, 1974.
[9] J. P. Kernevez, Enzyme mathematics, in Studies in Mathematics and its Applications 10, J. L. Lions, G. Papanicolaou, R. T. Rockafellar, eds., North-Holland, Amsterdam-New-York-Oxford, 1980.
[10] T. LaETSCH, The number of solutions of a nonlinear two point boundary value problem, Indiana Univ. Math. J., 20 (1970), pp. 1-13.
[11] R. Menzel and H. Schwetlick, Zur Lösung parameterabhängiger nichtlinearer Gleichungen mit singulären Jacobi-Matrizen, Numer. Math., 30 (1978), pp. 65-79.
[12] H. O. Peitgen, D. Saupe and K. Schmitt, Nonlinear elliptic boundary value problems versus their finite difference approximations: Numerically irrelevant solutions, J. Reine Angew. Math., 322 (1981), pp. 74-117.
[13] R. Remmert and K. Stein, Über die wesentlichen Singularitäten analytischer Mengen, Math. Ann., 126 (1953), pp. 263-306.
[14] J. T. Schwartz, Compact analytic mappings of B-spaces and a theorem of Jane Cronin, Comm. Pure Appl. Math., 16 (1963), pp. 253-260.
[15] H. Voss and B. Werner, Ein Quotienten Einschliessungssatz für kritischen Parameter nichtlinearer Randwertaufgaben, Internat. Schriftenreihe Numer. Math., 49 (1979), pp. 147-158.

# A FAST, ACCURATE ALGORITHM FOR THE ISOMETRIC MAPPING OF A DEVELOPABLE SURFACE* 
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#### Abstract

This work is concerned with the derivation of a fast, accurate algorithm for the isometric mapping of a developable surface onto the plane $\mathcal{M}: \vec{r} \rightarrow \vec{R}$. The algorithm is based on the relationship between the ruling lines $\vec{r}$ generating the developable surface $\vec{S}(s, t)$ and one additional geodesic $\vec{g}(s)$ constructed within the surface as the solution of the geodesic curvature equation $\operatorname{det}\left(\vec{g}^{\prime} \vec{g}^{\prime \prime} \vec{n}\right)=0$, where $\vec{n}$ is the unit normal to the surface $\vec{S}$ at $\vec{g}$ and $\vec{R}$ is the image of $\vec{r}$ in the plane. Since $\vec{g}$ as well as the ruling lines reduce to straight lines in the plane, the isometric mapping procedure is defined in terms of the ruling line lengths, the arclength along $\vec{g}$ and the angles of intersection of $\vec{r}$ and $\vec{g}$.
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1. Introduction. A surface $\vec{S}$ in $\mathbb{R}^{3}$ is called a ruled surface if it contains a one-parameter family of straight lines called generators or ruling lines $\vec{r}$, which can be chosen as coordinate curves on the surface. A developable surface is a ruled surface defined by nonintersecting generators which has the same tangent plane at all points of each generator. We shall be concerned here with developable surfaces which can be represented in the form (Fig. 1)

$$
\begin{equation*}
\vec{S}(s, t)=\vec{f}(s)+t \vec{r}(s), \quad \overrightarrow{f^{\prime}}(s) \times \vec{r}(s) \neq 0, \quad s \in[a, b], \quad t \in[0,1] \tag{1.1}
\end{equation*}
$$

where $\vec{f}$ and $\vec{r}$ are twice continuously differentiable vector functions on $[a, b]$.
The term "developable" refers to the property that by a succession of small rotations about each of the generating lines the surface can be laid flat or developed onto a plane without stretching or tearing. That is, it can be mapped isometrically onto a subset of $\mathbb{R}^{2}$. Conversely, a plane surface material can be shaped into a developable surface with only simple unidirectional bending along the generating lines.

Currently, an important mathematical problem in computer-aided design and manufacture involves determining whether a given design surface is developable and if so, the precise dimensions of a plane surface material which will produce that surface ([3], [5], [8]-[10]). The use of developable hull forms in shipbuilding offers significant advantages in terms of lower cost and faster and simpler construction techniques ([3], [10]). Developable surfaces are also involved in many other industries such as aircraft manufacture, where they are utilized in the fabrication of airfoil and fuselage sections. The motivation for this work is based on an industry requirement ([3]) for a procedure which would permit the very accurate pre-cutting of steel plate sections greater than 50 feet in length to be used in the construction of developable hull steel ships. Previous approaches to hull plate expansion have involved the use of circular arcs generated from offset data ([2]) or the calculation of very fine surface envelope

[^84]plane sections ([3]) to define the mapping. The first of these approaches makes no use of the geodesic structure of developable surfaces and is a rough approximation at best. The second is computationally complex with the potential for serious error propagation problems. Neither has the capability for error control.

In what follows, a fast, accurate algorithm is derived for the isometric mapping of developable surfaces onto the plane. This simple algorithm is based on the relationship between the ruling lines $\vec{r}$ generating the developable surface $\vec{S}$ and one additional geodesic $\vec{g}(s)$ constructed within the surface. The algorithm defines a numerical procedure $\mathcal{M}$ for mapping the ruling lines $\vec{r}$ of $\vec{S}$ onto the corresponding plane coordinate lines $\vec{R}$ of the surface developed onto the plane $\mathcal{M}: \vec{r} \rightarrow \vec{R}$. Accuracy control is achieved through the application of a variable stepsize differential equation solving routine.
2. Preliminary definitions and results. Let $\mathscr{C}^{k}[a, b]$ denote the linear space

$$
\mathscr{C}^{k}[a, b] \equiv\{f(s) \mid f \text { is } k \text { times continuously differentiable for all } s \in[a, b]\} .
$$

$C$ will denote a curve in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
C: \vec{f}(s) & =f_{1}(s) \vec{i}+f_{2}(s) \vec{j}+f_{3}(s) \stackrel{\rightharpoonup}{k} \\
& =\left(f_{1}(s), f_{2}(s), f_{3}(s)\right)^{T}, \quad s \in[a, b],
\end{aligned}
$$

with components $f_{i}(s), i=1,2,3$, and Euclidean norm $|\vec{f}(s)| \equiv\left(f_{1}^{2}(s)+f_{2}^{2}(s)+f_{3}^{2}(s)\right)^{1 / 2}$. Here $T$ denotes the usual vector transpose and $\circ$ and $\times$ the scalar and vector products respectively.

A ruled surface can be thought of as the surface $\vec{S}$ generated by the continuous motion of a straight line along a curve $C$ (Fig. 1). It will be assumed here ([7]) that $\vec{S}$ has the representation (1.1), where:
(i) $f_{i}(s) \in \mathscr{C}^{2}[a, b], i=1,2,3$,
(ii) $\vec{r}(s)=\left(r_{1}(s), r_{2}(s), r_{3}(s)\right)^{T}$ with $r_{i}(s) \in \mathscr{C}^{2}[a, b], i=1,2,3$,
(iii) each point of $\vec{S}$ corresponds to only one ordered pair $(s, t)$,
(iv) $t \in[0,1]$ is the directed distance along $\vec{r}(s)$ from $\vec{f}(s)$.

The ruled surface (1.1) is developable if and only if ([7])

$$
\begin{equation*}
\operatorname{det}\left(\vec{f}^{\prime} \vec{r}^{\prime}\right)=0 \quad \text { for all } s \in[a, b] \tag{2.2}
\end{equation*}
$$

where ${ }^{\prime} \equiv d / d s$. This is equivalent to the requirement that the tangent planes at every point on a given ruling line must coincide or that the normals must be parallel (Fig. 1).

Let $g(s)=\left(g_{1}(s), g_{2}(s), g_{3}(s)\right)^{T}$ be a curve in $R^{3}$ with $g_{i}(s) \in \mathscr{C}^{2}[a, b], i=1,2,3$. The curvature $\kappa$ at $\vec{g}\left(s_{0}\right)$ on $C: \vec{g}(s), a \leqq s \leqq b$ is given by

$$
\kappa\left(s_{0}\right)=\left|\vec{K}\left(s_{0}\right)\right|=\left|\vec{T}\left(s_{0}\right)\right|=\left|\vec{T}^{\prime}\left(s_{0}\right)\right| /\left|\vec{g}^{\prime}\left(s_{0}\right)\right|
$$

where $\vec{T}\left(s_{0}\right)=\vec{g}^{\prime}\left(s_{0}\right) /\left|\vec{g}^{\prime}\left(s_{0}\right)\right|$. Thus the curvature vector $\vec{K}$ has the same or opposite direction as the principal unit normal $\vec{N}\left(s_{0}\right)=\vec{T}^{\prime}\left(s_{0}\right) /\left|\vec{T}^{\prime}\left(s_{0}\right)\right|$ to $C$ at $\vec{g}\left(s_{0}\right)$ when $\left|\vec{T}^{\prime}\left(s_{0}\right)\right|>0$. Here $\cdot \equiv d / d \sigma$ denotes differentiation with respect to the arclength parameter $\sigma$. The geodesic curvature $\kappa_{\vec{g}}$ of a curve $C: \vec{g}(s)$ in a surface $\vec{S}$ is given by

$$
\kappa_{\bar{g}}\left(s_{0}\right)=\operatorname{det}(\dot{\bar{g}} \dot{\vec{g}} \vec{n})
$$



Fig. 1. $\mathcal{M}: \vec{r} \rightarrow \vec{R}$.
where $\vec{n}$ is the unit normal to the surface $\vec{S}$ at $\vec{g}\left(s_{0}\right)$. Two important properties of geodesics $\vec{r}$ in a surface $\vec{S}$ are ([8]):
(i) $\vec{g}$ on $\vec{S}$ is a geodesic if and only if

$$
\begin{equation*}
\operatorname{det}\left(\vec{g}^{\prime} \vec{g}^{\prime \prime} \vec{n}\right)=\vec{g}^{\prime \prime} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)=0 ; \tag{2.3}
\end{equation*}
$$

(ii) If $\vec{S}$ is the developable surface given by (1.1), a geodesic $\vec{g}$ in $\vec{S}$ joining any two points of $\vec{S}$ not on the same generator can be represented in the form

$$
\begin{equation*}
\vec{g}(s)=\vec{f}(s)+t^{*}(s) \vec{r}(s), \quad t^{*}(s) \in \mathscr{C}^{2}[a, b] . \tag{2.4}
\end{equation*}
$$

Equation (2.3) is equivalent to the requirement that the plane of curvature of $\vec{g}$ (provided $\vec{N} \neq 0$ ) is orthogonal to the tangent plane to $\vec{S}$ (i.e. coincides with $\vec{N}$ ) at every point of $\vec{g}$ in $\vec{S}$. Equations (2.3) and (2.4) also ensure that $\vec{r} \circ\left(\vec{g}^{\prime} \times \vec{n}\right) \neq 0$ everywhere on $\vec{g}$ in $\vec{S}$.
3. The mapping $\boldsymbol{M}: \overrightarrow{\boldsymbol{r}} \rightarrow \overrightarrow{\boldsymbol{R}}$. Equation (2.3) gives

$$
\begin{aligned}
& \vec{g}^{\prime}(s)=\vec{f}^{\prime}(s)+t^{* \prime}(s) \vec{r}(s)+t^{*}(s) \vec{r}^{\prime}(s), \\
& g^{\prime \prime}(s)=\vec{f}^{\prime \prime}(s)+t^{* \prime \prime}(s) \vec{r}(s)+2 t^{* \prime}(s) \vec{r}^{\prime}(s)+t^{*}(s) \vec{r}^{\prime \prime}(s)
\end{aligned}
$$

for $s \in[a, b]$. Since $\vec{g}(s)$ must have geodesic curvature zero, it follows from (2.3) that $t^{*}(s)$ must satisfy the second order nonlinear ordinary differential equation

$$
\begin{align*}
t^{* \prime \prime}(s) & =-\left[\vec{f}^{\prime \prime} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)+t^{*} \vec{r}^{\prime \prime} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)+2 t^{*} \vec{r}^{\prime} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)\right] / \vec{r} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)  \tag{3.1}\\
& =F\left(t^{*}(s), t^{* \prime}(s)\right)
\end{align*}
$$

at each $s$ in $[a, b]$, where $\vec{n}(s)=\vec{r}(s) \times \vec{T}(s)$ is the normal to the developable surface $\vec{S}$ at $\vec{g}(s)$ and $\vec{T}(s)=\vec{f}^{\prime}(s) /\left|\vec{f}^{\prime}(s)\right|$. The equivalent first order system is given by

$$
\begin{align*}
& u_{1}^{\prime}(s)=u_{2}(s), \\
& u_{2}^{\prime}(s)=F\left(u_{1}(s), u_{2}(s)\right), \tag{3.2}
\end{align*} \quad a \leqq s \leqq b,
$$

for $u_{1}$ and $u_{2}$ on [ $a, b$ ], where $u_{1}(s)=t^{*}(s)$ and $u_{2}(s)=t^{* \prime}(s)$. The numerical solution of system (3.2) requires some starting values at $s=a$ and involves the computation of $\vec{f}, \vec{f}^{\prime}, \vec{f}^{\prime \prime}, \vec{r}, \vec{r}^{\prime}$ and $\vec{r}^{\prime \prime}$. For simplicity, the starting values employed here will be $u_{1}(0)=t^{*}(a)=.5$ and $u_{2}(a)=t^{* \prime}(a)=0$. Since the denominator of $\partial F / \partial u_{1}$ and $\partial F / \partial u_{2}$ is $\left[\vec{r} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)\right]^{2}$, these terms are bounded away from zero except near an edge of regression and $F$ satisfies a Lipschitz condition [4]. If $\vec{r}^{\circ}\left(\vec{g}^{\prime} \times \vec{n}\right)$ becomes small, it is only necessary to restart the solution of (3.2) with a new set of initial conditions. Thus, $t^{*}(s)$ and $t^{* \prime}(s)$ can be solved numerically to within a given specified accuracy $\varepsilon_{t^{*}}$ using a standard variable stepsize differential equation solving routine.

Let $P_{N}=\left\{a=s_{0}<s_{1}<s_{2}<\cdots<s_{N}=b\right\}$ be any partition of the parameter interval [ $a, b$ ] and let $\vec{h}(s)$ be defined by $\vec{h}(s)=\vec{S}(s, 1)=\vec{f}(s)+\vec{r}(s), s \in[a, b]$. The isometric mapping of the surface $\vec{S}(s, t)$ in (1.1), or more precisely the isometric mapping of the geodesics in $\vec{S}$, is accomplished as follows (Fig. 1). $\vec{g}(a)=f(a)+\left(\frac{1}{2}\right) \vec{r}(a)$ is mapped to the origin of the $x y$-plane, and computing

$$
\begin{align*}
& \vec{r}(a)=\vec{h}(a)-\vec{f}(a), \\
& \alpha_{0}=\beta_{0}=|\vec{r}(a)| / 2,  \tag{3.3}\\
& \vec{g}^{\prime}(a)=\vec{f}^{\prime}(a)+t^{* \prime}(a) \vec{r}(a)+t^{*}(a) \vec{r}^{\prime}(a), \\
& \theta_{0}=\cos ^{-1}\left(\left(\vec{g}^{\prime}(a) \circ \vec{r}(a)\right) /\left(\left|\vec{g}^{\prime}(a)\right||\vec{r}(a)|\right)\right)
\end{align*}
$$

gives

$$
\left(x_{0}, y_{0}\right)=\left(-\alpha_{0} \cos \theta_{0},-\alpha_{0} \sin \theta_{0}\right), \quad\left(u_{0}, v_{0}\right)=\left(\beta_{0} \cos \theta_{0}, \beta_{0} \sin \theta_{0}\right),
$$

and $\vec{R}_{0}=\left(u_{0}-x_{0}, v_{0}-y_{0}\right)$ is the isometric image of $\vec{r}_{0}=\vec{r}(a)$. More important, since $\vec{g}(s)$ is a geodesic in the developable surface $\vec{S}$, its image under the mapping must be a straight line in the plane and, by our choice of $\theta_{0}$, it must be that subinterval of the positive $x$-axis from zero to the point

$$
I_{N}=\int_{s_{0}}^{s_{N}}\left|\vec{g}^{\prime}(s)\right| d s
$$

That is, the coordinate in the $x y$-plane of the intercept $\vec{g}\left(s_{i}\right)$ of the ruling line $\vec{r}\left(s_{i}\right)$
and the geodesic $\vec{g}(s)$ is always given by $\left(I_{i}, 0\right)$, where

$$
\begin{align*}
I_{i} & =\int_{s_{0}}^{s_{i}}\left|\vec{g}^{\prime}(s)\right| d s \\
& =\int_{s_{0}}^{s_{i}} \sqrt{\left(f_{1}^{\prime}+t^{*} r_{1}^{\prime}+t^{* \prime} r_{1}\right)^{2}+\left(f_{2}^{\prime}+t^{*} r_{2}^{\prime}+t^{* \prime} r_{2}\right)^{2}+\left(f_{3}^{\prime}+t^{*} r_{3}^{\prime}+t^{* \prime} r_{3}\right)^{2}} d s \tag{3.4}
\end{align*}
$$

for every $i=1, \cdots, N$. To determine the image of $\vec{r}\left(s_{1}\right)$, we compute $I_{1}$ and

$$
\begin{align*}
& \alpha_{1}=\left|\vec{g}\left(s_{1}\right)-\vec{f}\left(s_{1}\right)\right|=t^{*}\left(s_{1}\right)\left|\vec{r}\left(s_{1}\right)\right|, \\
& \beta_{1}=\left|\vec{g}\left(s_{1}\right)-\vec{h}\left(s_{1}\right)\right|,  \tag{3.5}\\
& \theta_{1}=\cos ^{-1}\left(\left(\vec{g}^{\prime}\left(s_{1}\right) \circ \vec{r}\left(s_{1}\right)\right) /\left(\left|\vec{g}^{\prime}\left(s_{1}\right)\right|\left|\vec{r}\left(s_{1}\right)\right|\right)\right)
\end{align*}
$$

where for simplicity it is assumed that $\vec{g}$ always stays within the surface $\vec{S}$ (that is, that $0 \leqq t^{*}(s) \leqq 1$ for all $s$ in $\left.[a, b]\right)$. Then

$$
\begin{align*}
& \left(x_{1}, y_{1}\right)=\left(I_{1}-\alpha_{1} \cos \theta_{1},-\alpha_{1} \sin \theta_{1}\right), \\
& \left(u_{1}, v_{1}\right)=\left(I_{1}+\beta_{1} \cos \theta_{1}, \beta_{1} \sin \theta_{1}\right),  \tag{3.6}\\
& \vec{R}_{1}=\left(u_{1}-x_{1}, v_{1}-y_{1}\right)
\end{align*}
$$

and that portion of $\vec{S}$ bounded by $\vec{r}(a)$ and $\vec{r}\left(s_{1}\right)$ has been mapped isometrically onto the portion bounded by $\vec{R}_{0}$ and $\vec{R}_{1}$ in the plane. Replacing the subscript 1 by 2 in (3.5) and (3.6) and repeating the operation successively for $i=2, \cdots, N$ completes the isometric mapping of the surface.

The important calculation in this mapping procedure is the numerical evaluation of $I_{i}$ in (3.4). Consequently, it will be assumed here that a standard quadrature rule is to be used which is to satisfy a user-specified maximum error tolerance $\varepsilon_{I}$. This in turn induces a refinement $P_{\tilde{N}}=\left\{a=s_{0}=\tau_{0}<\tau_{1}<\cdots<\tau_{M_{1}}=s_{1}<\cdots<\tau_{M_{N}}=s_{N}=b\right\}$ of $P_{N}$ and imposes a maximum error tolerance $\varepsilon_{t^{*}}$ on the evaluation of $t^{*}$ and $t^{* \prime}$ at each point of $P_{\tilde{N}}$.
4. The algorithm. The following algorithm assumes that the geodesic $\vec{g}(s)$ does not encounter an edge of regression of the developable surface and hence that the system of differential equations (3.2) is solvable everywhere on [a,b]. One method for ensuring this is to restart the mapping procedure with new initial values at that point on $\vec{g}(s)$ where it crosses one of the boundary curves $\vec{f}$ and $\vec{h}$-that is, whenever $t^{*}\left(\tau_{j}\right)>1$ or $t^{*}\left(\tau_{j}\right)<0$ for some $j$.

Algorithm. ( $\mathcal{M}: \vec{r} \rightarrow \vec{R}$ ). Given a developable surface $\vec{S}$ satisfying (1.1) and (2.1):
(i) specify the error tolerance $\varepsilon_{I}$ and a partition $P_{N}=\left\{a=s_{0}<s_{1}<\cdots<s_{N}=b\right\}$ of $[a, b]$,
(ii) choose a quadrature method for evaluating $I_{i}$ in (3.4) and a refinement $P_{\tilde{N}}=\left\{a=\tau_{0}<\tau_{1}<\cdots<\tau_{M_{N}}=b\right\}$ of $P_{N}$ so that $I_{i}$ is computed accurately to $\varepsilon_{I}$ for each $i=1, \cdots, N$, provided $t^{*}$ and $t^{* \prime}$ are computed accurately to within $\varepsilon_{t^{*}}$,
(iii) solve the system of differential equations (3.2) for $t^{*}$ and $t^{* \prime}$ accurate to $\varepsilon_{t^{*}}$ on $P_{\tilde{N}}$,
(iv) compute $\alpha_{0}=\beta_{0}$ and $\theta_{0}$ in (3.3) to obtain

$$
\begin{aligned}
& \left(x_{0}, y_{0}\right)=\left(-\alpha_{0} \cos \theta_{0},-\alpha_{0} \sin \theta\right), \\
& \left(u_{0}, v_{0}\right)=\left(\beta_{0} \cos \theta_{0}, \beta_{0} \sin \theta_{0}\right)
\end{aligned}
$$

and
(v) for each $i=1, \cdots, N$ compute $I_{i}, \alpha_{i}, \beta_{i}$ and $\theta_{i}$ as in (3.5) and (3.6) to obtain the coordinates of the ruling-line endpoints of $\vec{S}$ mapped isometrically,

$$
\begin{aligned}
& \left(x_{i}, y_{i}\right)=\left(I_{i}-\alpha_{i} \cos \theta_{i},-\alpha_{i} \sin \theta_{i}\right), \\
& \left(u_{i}, v_{i}\right)=\left(I_{i}+\beta_{i} \cos \theta_{i}, \beta_{i} \sin \theta_{i}\right),
\end{aligned}
$$

onto the plane.
5. Discussion. The algorithm developed here has been applied successfully in the design and construction of developable hull steel ships and several improvements have already been proposed. Perhaps the most interesting suggestion has been to compute two geodesics $\vec{g}_{1}(s)$ and $\vec{g}_{2}(s)$ simultaneously. This would simplify the remaining calculations and provide an error check on the calculation of $\theta_{i}, i=1, \cdots, N$, which could be sensitive to error propagation. The restriction of $t^{*}$ to $[0,1]$ is imposed here for simplicity only. What is required in practice is a check on the stepsize calculation in the differential equation solver for (3.2) or on the magnitude of $\left|\vec{r} \circ\left(\vec{g}^{\prime} \times \vec{n}\right)\right|$ at each step. A detailed error analysis for the coupled integral-differential equations (3.4) and (3.2) is currently in progress.
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# ON THE DYNAMIC SHEAR FLOW PROBLEM FOR VISCOELASTIC LIQUIDS* 
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#### Abstract

Initial-boundary value problems for a third order nonlinear integro-differential equation describing dynamic simple shear flow for viscoelastic liquids are studied on bounded one-dimensional spatial domains. Local and global existence results for arbitrary forces and initial data are given under suitable assumptions on the constitutive relations. Conditions on the forces and on the constitutive equations are formulated that imply that solutions of the equations tend to a rest state, and the convergence rates are estimated in terms of the force decay and of dissipation rates that can be derived from the constitutive equations.
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Introduction. The purpose of this note is a study of unsteady simple shear flow for a class of non-Newtonian (viscoelastic) liquids. Using a general class of constitutive equations, the equations of motion reduce to a single third order partial integrodifferential equation for the displacement $u$ :

$$
\begin{equation*}
u_{t t}(x, t)-\eta \cdot u_{x x t}(x, t)=\int_{0}^{\infty}\left(g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right)_{x} d s+f(x, t)\right) . \tag{0.1}
\end{equation*}
$$

Here, $0 \leqq x \leqq 1, t>0, \eta>0$, and $g$ is function characterizing certain properties of the liquid. Details of the derivation of this equation are given in $\S 5$.

To solve (0.1), one has to prescribe the initial history of the flow (i.e. $u$ for $t \leqq 0$ ) and the initial velocity (i.e. $\left.u_{t}(x, 0)\right)$. At the boundary, the displacement is prescribed $\left(u(j, t)=f_{j}(t)\right)$, or traction forces act on the liquid $\left(\eta \cdot u_{x t}(j, t)+\right.$ $\left.\int_{0}^{\infty} g\left(s, u_{x}(j, t)-u_{x}(j, t-s)\right) d s=h_{j}(t)\right)$ for $j=0,1$.

The plan and contents of this paper are as follows: in § 1, we give conditions under which ( 0.1 ), together with displacement or traction type boundary conditions, has local (in time) unique solutions in various regularity classes. We show that certain a priori estimates on the solution will guarantee that it can be continued for all times and comment on the relations between regularity properties of the solution and of the data.

In § 2, conditions on the constitutive function $g$ are given under which the boundary displacement problem has a global classical solution for any choice of smooth data. If, e.g., $g(s, u)=a(s) \cdot g_{0}(u)$, then global existence will follow if $a(\cdot)$ is integrable over $\mathbb{R}^{+}$and nonincreasing, and if $g_{0}$ is nondecreasing (up to an affine function in $u$ ). These conditions reflect a "fading memory" assumption and imply that a certain natural functional for the potential energy has suitable positivity properties and satisfies a dissipation inequality. We then use a transformation introduced in [1] to apply pointwise comparison arguments for scalar integro-differential equations and deduce a priori estimates that imply global existence of solutions. In § 3, the same argument is carried out for the boundary traction problem. In this case, global existence can be shown under slightly weaker conditions.

[^85]In § 4, we use a "weighted" energy estimate, similar to an argument used in [8], to show that first time derivatives of the solution decay at essentially the same rate as the forces, provided this rate does not exceed the natural decay rate for Newtonian liquids with the same dynamic viscosity $\eta$ in shear flow or the decay rate of the kernel $a(\cdot)$.

In the last section, we show in some more detail how an equation of type (0.1) can be derived from rheological models and interpret the results. For the rheological background of this paper, we refer to the monographs [3] and [15]. A general local existence result for unsteady flows of weakly non-Newtonian liquids is given in [18]. Global solutions for extensional flows and small forces are studied in [20] in the case of a special constitutive equation. There is also a relation between the equations studied here and those describing longitudinal motions of one-dimensional viscoelastic bars (cf. [1], [10], [21]). Abstract parabolic integro-differential equations related to those discussed below have been studied by various authors; see, e.g., [12] and its bibliography. Finally, model equations for other one-dimensional motions of visco-elastic materials have been studied in [6], [13], [16].

Throughout this paper, we use the usual notation for Sobolev and Hölder spaces. Single bars $|\cdot|$ denote absolute values or matrix norms; double bars $\|\cdot\|$ indicate function norms. In the proofs, we shall sometimes use the same letter $C$ for various constants that may change from line to line.

1. Local existence of solutions. In this section, we want to give conditions under which the integro-differential equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x t}(x, t)=\int_{0}^{\infty} g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right)_{x} d s+f(x, t) \tag{1.1}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
u_{t}(x, 0)=u_{1}(x), u(x, t)=u_{0}(x, t) \quad \text { for } t \leqq 0 \tag{1.2}
\end{equation*}
$$

and boundary conditions

$$
\begin{align*}
& u(j, t)=f_{j}(t), \text { or }  \tag{1.3}\\
& u_{x t}(j, t)+\int_{0}^{\infty} g\left(s, u_{x}(j, t)-u_{x}(j, t-s)\right) d s=h_{j}(t) \tag{1.4}
\end{align*}
$$

has a unique local (in time) smooth solution. Here, $x \in I=[0,1]$ and $j \in\{0,1\}$. We write (1.1) resp. (1.4) in the abstract forms

$$
\begin{align*}
& u_{t t}(x, t)-u_{x x t}(x, t)=\mathbf{F}(u)(x, t), \quad \text { respectively, }  \tag{1.5}\\
& u_{x t}(j, t)=\mathbf{G}_{j}(u)(x, t), \tag{1.6}
\end{align*}
$$

assuming that $\mathbf{F}$ and $\mathbf{G}_{j}$ are defined for smooth functions $u: I \times(-\infty, T] \rightarrow \mathbb{R}$ for any $T<\infty$ and are of "Volterra-type," that is, for any $0 \leqq t \leqq T$

$$
\begin{equation*}
u=v \text { on } I \times(-\infty, t] \Rightarrow \mathbf{F}(u)=\mathbf{F}(v) \text { on } I \times[0, t], \mathbf{G}_{j}(u)=\mathbf{G}_{j}(v) \text { on }[0, t] . \tag{1.7}
\end{equation*}
$$

Also, since the unknown function $u$ is given on $I \times(-\infty, 0]$ and since it should be continuous across $t=0$, one can incorporate $u_{0}$ into the definition of $\mathbf{F}$ and $\mathbf{G}_{j}$ and assume that these operators are actually defined on a suitable subspace of $C(I \times$ $[0, T], \mathbb{R})$. The modified initial conditions for the problems (1.3), (1.5) resp. (1.5), (1.6) will then be

$$
\begin{equation*}
u_{t}(x, 0)=u_{1}(x), \quad u(x, 0)=u_{0}(x) \quad \text { for } x \in I . \tag{1.8}
\end{equation*}
$$

One has corresponding linear boundary value problems which have the form (after integrating once with respect to $t$ )

$$
\begin{align*}
& w_{t}-w_{x x}=\varphi \quad \text { on } I \times[0, T], \\
& w(j, t)=\psi_{j}(t) \quad(j=0,1), \quad w(x, 0)=w_{0}(x),  \tag{1.9}\\
& w_{t}-w_{x x}=\varphi \quad \text { on } I \times[0, T],  \tag{1.10}\\
& w_{x}(j, t)=\eta_{j}(t) \quad(j=0,1), \quad w(x, 0)=w_{0}(x) .
\end{align*}
$$

As is well known, these problems have unique solutions $w=\mathbf{L}_{1}\left(\varphi, \psi_{j}, w_{0}\right)$ (for (1.9)) and $w=\mathbf{L}_{2}\left(\varphi, \eta_{j}, w_{0}\right)$ (for (1.10)) in various classes of differentiable or integrable functions; $\mathbf{L}_{1}$ and $\mathbf{L}_{2}$ are in fact Volterra integral operators with weakly singular kernels (see [9], [14]). Therefore, (1.3), (1.5), (1.8), resp. (1.5), (1.6), (1.8), can be rewritten as integral equations. We shall first look for solutions of these integral equations and then show that in the situation studied here these "mild" solutions are in fact smooth functions, satisfying the original integro-differential equations (1.1)-(1.4). We abbreviate $C^{i, j}(T)=C^{i}\left([0, T], C^{j}(I, \mathbb{R})\right)$ and $C^{i}(T)=C^{i}([0, T], \mathbb{R})$ for various integer and noninteger values of $i$ and $j$ and write $\|u\|_{C^{i, j}(T)}$ etc. for the corresponding norms.

The main assumptions on $\mathbf{F}$ and $\mathbf{G}_{j}$ are
$\mathrm{F}: C^{0,2}(T) \rightarrow C^{0,0}(T)$ is uniformly Lipschitz-continuous on any bounded set in $C^{0,2}(T)$,
$\mathbf{G}_{j}: C^{0,2}(T) \rightarrow C^{0}(T)$ is uniformly Lipschitz-continuous on any bounded set in $C^{0,2}(T)$.

Theorem 1.1. Let $\mathbf{F}, \mathbf{G}_{0}, \mathbf{G}_{1}$ be Volterra-type operators with the Lipschitz properties (1.11), (1.12), and let $u_{0}, u_{1}: I \rightarrow \mathbb{R}, f_{0}, f_{1}:[0, T] \rightarrow \mathbb{R}$ be given functions.
(a) If $u_{0} \in C^{2}(I), u_{1} \in C(I), f_{j}^{\prime} \in C^{\alpha}(T)$ for some $0<\alpha<1$, and

$$
\begin{equation*}
u_{0}(j)=f_{j}(0), \quad u_{1}(j)=f_{j}^{\prime}(0) \quad \text { for } j=0,1, \tag{1.13}
\end{equation*}
$$

then there exists a number $t_{0}>0$ and a unique solution $u$ of

$$
\begin{equation*}
u_{t}(x, t)-u_{x x}(x, t)=\int_{0}^{t} \mathbf{F}(u)(x, s) d s+u_{1}(x)-u_{0}^{\prime \prime}(x) \tag{1.14}
\end{equation*}
$$

on $I \times\left[0, t_{0}\right]$ that attains the initial and boundary values (1.3), (1.8) and for which $u_{t}$ and $u_{x x}$ are still continuous on $I \times\left[0, t_{0}\right]$.
(b) If $u_{0} \in C^{2}(I), u_{1} \in C(I)$, then there exists a unique solution $u$ of (1.14) on some $I \times\left[0, t_{0}\right]$, satisfying (1.8) and the boundary conditions

$$
\begin{equation*}
u_{x}(j, t)=u_{0}^{\prime}(j)+\int_{0}^{t} \mathbf{G}_{j}(u)(s) d s, \quad j=0,1 \tag{1.15}
\end{equation*}
$$

and for which $u_{t}$ and $u_{x x}$ are continuous on $I \times\left[0, t_{0}\right]$.
The proof will be given by means of a standard fixed point argument. We first prepare a few well-known results concerning the solvability of the corresponding linear problems.

Lemma 1.2. Let $\mathbf{L}_{1}$ resp. $\mathbf{L}_{2}$ be the solution operators of the linear initial boundary value problems (1.9) resp. (1.10).
(a) If $\varphi \in C^{\alpha, 0}(T), 0<\alpha<1, \varphi(j, 0)=0$, then $\left\|\mathbf{L}_{1}(\varphi, 0,0)\right\|_{C^{0,2}(T)} \leqq C_{1} \cdot\|\varphi\|_{C^{\alpha, 0}(T)}$ and $\left[\mathbf{L}_{1}(\varphi, 0,0)\right]_{x x} \in C^{\beta, 0}(T)$ for any $\beta<\alpha$.
(b) If $\psi_{j}^{\prime} \in C^{\alpha}(T), \psi_{j}(0)=\psi_{j}^{\prime}(0)=0$, then for $w=\mathbf{L}_{1}\left(0, \psi_{j}, 0\right), w_{t}$ and $w_{x x}$ are Höldercontinuous in $I \times[0, T]$ (with exponents $\alpha$ with respect to $t, \min (2 \alpha, 1)$ with respect to $x)$.
(c) If $w_{0} \in C^{2}(I), w_{0}(j)=w_{0}^{\prime \prime}(j)=0$, then for $w=\mathbf{L}_{1}\left(0,0, w_{0}\right), w_{t}$ and $w_{x x}$ are continuous on $I \times[0, T]$ (and analytic for $t>0$ ).
(d) If for some $\alpha>0, \varphi \in C^{\alpha, 0}(T), \varphi(j, 0)=0$, then $\left[L_{2}(\varphi, 0,0)\right]_{x x} \in C^{\gamma, 0}(T)$ for any $\gamma<\alpha$, and $\left\|\mathbf{L}_{2}(\varphi, 0,0)\right\|_{C^{0,2}(T)} \leqq C_{2} \cdot\|\varphi\|_{C^{\alpha, 0}(T)}$.
(e) If for some $\beta>\frac{1}{2}, \eta_{j} \in C^{\beta}(T)$ and $\eta_{j}(0)=0$, then $\left[\mathbf{L}_{2}\left(0, \eta_{j}, 0\right)\right]_{x x} \in C^{\gamma, 0}(T)$ for $\gamma=2 \beta-1$ and $\left\|\mathbf{L}_{2}\left(0, \eta_{j}, 0\right)\right\|_{C^{0,2}(T)} \leqq C_{3} \cdot\left(\left\|\eta_{0}\right\|_{C^{\beta}(T)}+\left\|\eta_{1}\right\|_{C^{\beta}(T)}\right)$.
(f) If $w_{0} \in C^{2}(I), w_{0}^{\prime}(j)=0$, then for $w=\mathbf{L}_{2}\left(0,0, w_{0}\right), w_{t}$ and $w_{x x}$ are continuous on $I \times[0, T]$ (and analytic for $t>0$ ).

Here, the $C_{i}$ depend only on $T, \alpha$, and $\beta$.
These regularity results are neither optimal nor exhaustive, but they suffice for our purposes. Parts (a) and (d) follow from the representation formulae for inhomogeneous heat equations,

$$
\begin{aligned}
& \mathbf{L}_{j}(\varphi, 0,0)(x, t)=\int_{0}^{t} \int_{0}^{1} H_{j}(x, y, t-s) \varphi(y, s) d y d s \text { with } \\
& H_{1}(x, y, t)=(4 \pi t)^{-1 / 2} \sum_{-\infty}^{\infty}\left(\exp \left(-(x-y+2 k)^{2} / 4 t\right)-\exp \left(-(x+y+2 k)^{2} / 4 t\right)\right)
\end{aligned}
$$

and $H_{2}(x, y, t)=\int_{x}^{1} H_{1 y}(\zeta, y, t) d \zeta+1$ (see [9]), and from the facts that the solution semigroups $v \rightarrow S_{i}(t)(v), S_{i}(t)(v)(x)=\int_{0}^{1} H_{i}(x, y, t) v(y) d y$, map $C(I)$ into $C^{2}(I)$ with norms that can be estimated by $C \cdot t^{-1}$, as can be checked directly (see [1]).

The estimates in (a) and (d) then follow in a standard fashion, first for smooth $\varphi$ and then by approximation in the general case (this is where the compatibility condition in (a) is needed). Parts (b) and (e) are special cases of the general regularity theory for parabolic equations ([9], [14]). Part (c) and (f) again follow from the facts that $\mathbf{L}_{i}\left(0,0, w_{0}\right)(x, t)=S_{i}(t)\left(w_{0}\right)(x)$ and that the $S_{i}$ are suitable analytic semigroups.

Proof of Theorem 1.1. We abbreviate $\operatorname{JF}(u)(x, t)=\int_{0}^{t} \mathbf{F}(u)(x, s) d s$. To prove part (a), we look for a solution of (1.14) with the corresponding boundary conditions, i.e., for a solution $u$ of

$$
\begin{align*}
u & =\mathbf{L}_{1}\left(u_{1}-u_{0}^{\prime \prime}+\mathbf{J F}(u), f_{j}, u_{0}\right)  \tag{1.16}\\
& =\mathbf{L}_{1}\left(u_{1}-u_{0}^{\prime \prime}, f_{j}, u_{0}\right)+\mathbf{L}_{1}(\mathbf{J F}(u), 0,0)=v_{1}+\mathbf{L}_{1}(\mathbf{J F}(u), 0,0) .
\end{align*}
$$

Since $\quad v_{1}(x, t)=u_{0}(x)+t \cdot u_{2}(x)+\mathbf{L}_{1}\left(u_{1}-u_{2}, 0,0\right)+\mathbf{L}_{1}\left(0, g_{j}, 0\right)$, with $\quad u_{2}(x)=$ $(1-x) u_{1}(0)+x u_{1}(1), g_{j}(t)=f_{j}(t)-u_{0}(j)-t \cdot u_{1}(j)$, Lemma 1.2 shows that $v_{1} \in C^{0,2}(T)$, and we rewrite (1.16) with $v=u-v_{1}$ as

$$
\begin{equation*}
v=\mathbf{L}_{1}\left(\mathbf{J F}\left(v+v_{1}\right), 0,0\right) \tag{1.17}
\end{equation*}
$$

Fix $\gamma \in(0,1)$, let $M=\left\|v_{1}\right\|_{C^{0,2}(T)}$ and let $K$ be the Lipschitz constant for $F$ on the set $B_{0}=\left\{w \in C^{0,2}(T) \mid\|w\|_{C^{0,2}(T)} \leqq 2 M\right\}$. Let $t_{0}>0$ be so small that

$$
\begin{equation*}
C_{1} \cdot t_{0}^{1-\gamma}\left(\left\|\mathbf{L}_{1}\left(\mathbf{F}\left(v_{1}\right), 0,0\right)\right\|_{C^{0,0}(T)}+2 M\right) \leqq M, \tag{1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{1} \cdot t_{0}^{1-\gamma} K \leqq \frac{1}{2} \tag{1.19}
\end{equation*}
$$

where $C_{1}=C_{1}(\gamma, T)$ is as in Lemma 1.2(a). Then for $w_{1}, w_{2} \in B_{0}$

$$
\begin{align*}
\left\|\mathbf{L}_{1}\left(\mathbf{J F}\left(w_{1}\right), 0,0\right)-\mathbf{L}_{1}\left(\mathbf{J F}\left(w_{2}\right), 0,0\right)\right\|_{C^{0,2}\left(t_{0}\right)} & \leqq C_{1} \cdot\left\|J\left(\mathbf{F}\left(w_{1}\right)-\mathbf{F}\left(w_{2}\right)\right)\right\|_{C^{\beta, 0}\left(t_{0}\right)} \\
& \leqq C_{1} \cdot t_{0}^{1-\gamma}\left\|\mathbf{F}\left(w_{1}\right)-\mathbf{F}\left(w_{2}\right)\right\|_{C^{0,0}\left(t_{0}\right)}  \tag{1.20}\\
& \leqq C_{1} \cdot t_{0}^{1-\gamma} \cdot K \cdot\left\|w_{1}-w_{2}\right\|_{C^{0,2}\left(t_{0}\right)} .
\end{align*}
$$

Using (1.18) and (1.19), it follows that the operator $v \rightarrow \mathbf{L}_{1}\left(\mathbf{J F}\left(v_{1}+v\right), 0,0\right)$ is a contraction from the complete metric space $B_{1}=\left\{v \in C^{0,2}\left(t_{0}\right) \mid\|v\|_{C^{0,2}\left(t_{0}\right)} \leqq 2 M\right\}$ into itself. Therefore it has a unique fixed point $v$. By Lemma 1.2(a), $v_{t}$ and $v_{x x}$ are also continuous; therefore $u=v+v_{1}$ is the desired solution of (1.14) with the corresponding boundary conditions. To prove part (b), we look for a solution of

$$
\begin{aligned}
u & =\mathbf{L}_{2}\left(u_{1}-u_{0}^{\prime \prime}+\mathbf{J F}(u), u_{0}^{\prime}(j)+\mathbf{J G}_{j}(u), u_{0}\right) \\
& =\mathbf{L}_{2}\left(u_{1}-u_{0}^{\prime \prime}, u_{0}^{\prime}(j), u_{0}\right)+\mathbf{L}_{2}(\mathbf{J F}(u), 0,0)+\mathbf{L}_{2}\left(0, \mathbf{J G}_{j}(u), 0\right)
\end{aligned}
$$

and apply a similar argument, noting that $\mathbf{L}_{2}\left(u_{1}-u_{0}^{\prime \prime}, u_{0}^{\prime}(j), u_{0}\right)$ will again have continuous first time and second space derivatives in $I \times[0, T]$ by Lemma $1.2(\mathrm{~d})-(\mathrm{f})$.

It follows from the proofs that the solutions of both problems will exist on all $I \times[0, T]$ as soon as an a priori estimate in $C^{0,2}(T)$ is known, since the existence interval $\left[0, t_{0}\right]$ can then be fixed a priori and the solutions can successively be continued on $\left[t_{0}, 2 t_{0}\right],\left[2 t_{0}, 3 t_{0}\right]$, etc.

As a consequence, we obtain an existence-uniqueness theorem for the original integro-differential equations. Here, the general assumptions will be

$$
\begin{align*}
& g:(0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}, g_{t} \text { and } g_{u} \text { are jointly continuous on }(0, \infty) \times \mathbb{R},  \tag{1.21}\\
& g_{u}(\cdot, 0) \in L^{1}(0, \infty ; \mathbb{R}) ; \text { if }|v|,|w| \leqq R, \text { then, }  \tag{1.22}\\
& \left|g_{u}(t, v)-g_{u}(t, w)\right| \leqq a_{R}(t) \cdot|v-w| \text { with some } a_{R}(\cdot) \in L^{1}(0, \infty ; \mathbb{R}), \\
& u_{0} \text { and } u_{0, x x} \text { are bounded and continuous on } I \times(-\infty, 0] . \tag{1.23}
\end{align*}
$$

Theorem 1.3. (a) If $u_{1} \in C(I), f_{j}^{\prime} \in C^{\alpha}(T)$ for some $0<\alpha<1, f \in C^{0,0}(T)$, and if (1.13) holds, then there are a $t_{0}>0$ and a unique classical solution $u$ on $I \times\left[0, t_{0}\right]$ of

$$
\begin{align*}
u_{t}(x, t)-u_{x x}(x, t)= & u_{1}(x)-u_{0}^{\prime \prime}(x) \\
& +\int_{0}^{t}\left\{\int_{0}^{\infty} g\left(s-\tau, u_{x}(x, s)-u_{x}(x, s-\tau)\right)_{x} d \tau+f(x, s)\right\} d s \tag{1.24}
\end{align*}
$$

that satisfies the initial and boundary conditions (1.2), (1.3).
(b) If $u_{1} \in C(I), h_{j} \in C^{0}(T)$, then there are $t_{0}>0$ and a unique classical solution $u$ of (1.24) on $I \times\left[0, t_{0}\right]$ that satisfies the initial condition (1.3) and the boundary condition

$$
\begin{equation*}
u_{x}(j, t)+\int_{0}^{t} \int_{0}^{\infty} g\left(s-\tau, u_{x}(j, s)-u_{x}(j, s-\tau)\right) d \tau d s=u_{0}^{\prime}(j)+\int_{0}^{t} h_{j}(s) d s \tag{1.25}
\end{equation*}
$$

Proof. For $v \in C^{0,2}(T)$, define $\mathbf{F}(v)(x, t)=\int_{0}^{\infty} g\left(s-\tau, v_{x}(x, t)-v_{x}(x, t-\tau)\right)_{x} d \tau$ $+f(x, t)$, and $v(x, t)=u_{0}(x, t)$ for $t<0 ; v(x, t)=v(x, t)-v(x, 0)+u_{0}(x, 0)$ for $t \geqq 0$. One easily checks that all conditions in Theorem 1.1(a) are met, and part (a) follows. Part (b) is proved similarly by defining suitable operators $\mathbf{G}_{j}$.

One can use the quasilinear structure of (1.1) to deduce a $C^{0,2}(T)$-bound for the solution from a $C^{0,1}(T)$-bound.

Corollary 1.4. If in (1.22) $a_{R}(\cdot)$ can be chosen independently from $R$, then the solution found in Theorem 1.3 can be continued on all $I \times[0, T]$. In particular, if the derivative of a solution $u_{x}$ can be a priori bounded uniformly on any existence set $I \times\left[0, t_{0}\right]$, then $u$ exists as a solution on $I \times[0, T]$.

Proof. Carrying out the differentiation, one sees that (1.24) can be written as

$$
\begin{equation*}
u_{t}(x, t)-u_{x x}(x, t)=\int_{0}^{t} b(x, t, s) \cdot u_{x x}(x, s) d s+f_{2}(x, t) \tag{1.26}
\end{equation*}
$$

with a suitable $f_{2} \in C^{1,0}\left(T^{*}\right)$ and certain continuous coefficients $b$, both depending on the data $u_{0}$ and on the solution, where $I \times\left[0, T^{*}\right]$ is any existence set. Under the assumptions given above, both $b$ and $f_{2}$ will be uniformly bounded, with bounds depending only on the data. Abbreviating the integro-differential operator on the right-hand side of (1.24) by $\mathbf{K}$, we then have for all $1<p<\infty$ and all $t>0$ with $\|u\|_{L^{p}(t)}=\|u\|_{L^{p}(I \times[0, t])}$

$$
\begin{equation*}
\|\mathbf{K}(u)\|_{L^{p}(t)} \leqq C(p) \cdot \int_{0}^{t}\left\|u_{x x}\right\|_{L^{p}(s)} d s \tag{1.27}
\end{equation*}
$$

By standard regularity results for parabolic equations in $L^{p}$-spaces [14], it follows that for the solution of (1.2), (1.3), (1.24)

$$
\left\|u_{x x}\right\|_{L^{p}(t)}+\left\|u_{t}\right\|_{L^{p}(t)} \leqq C \cdot\left(1+\int_{0}^{t}\left\|u_{x x}\right\|_{L^{p}(s)} d s\right) .
$$

Gronwall's lemma implies bounds $\left\|u_{x x}\right\|_{L^{p}\left(T^{*}\right)}+\left\|u_{t}\right\|_{L^{p}\left(T^{*}\right)} \leqq C(p)$ on $I \times\left[0, T^{*}\right]$ and by standard imbedding theorems [14], $u_{x}$ is a priori bounded in $C^{\beta, 0}\left(T^{*}\right) \cap C^{0,2 \beta}\left(T^{*}\right)$ for any $0<\beta<\frac{1}{2}$. This implies that in (1.26) the derivatives $b_{t}$ are also uniformly Hölder-continuous in $x$ and $t$ and that $f_{2}$ is Hölder-continuous in $t$, with exponents and bounds depending only on the data. Therefore, we have estimates

$$
\begin{align*}
& \|\mathbf{K}(u)\|_{C^{1,0}(t)} \leqq C \cdot\left\|u_{x x}\right\|_{C^{0,0}(t)}  \tag{1.28}\\
& \|\mathbf{K}(u)\|_{C^{0,0}(t)} \leqq C \cdot \int_{0}^{t}\left\|u_{x x}\right\|_{C^{0,0}(s)} d s . \tag{1.29}
\end{align*}
$$

Hence by interpolation

$$
\begin{equation*}
\|\mathbf{K}(u)\|_{C^{\alpha, 0}(t)} \leqq \varepsilon \cdot\left\|u_{x x}\right\|_{C^{0,0}(t)}+C(\varepsilon) \cdot \int_{0}^{t}\left\|u_{x x}\right\|_{C^{0,0}(s)} d s \tag{1.30}
\end{equation*}
$$

for any $\varepsilon>0,0<\alpha<1$, with some $C(\varepsilon)>0$. Thus by Lemma 1.2(a)-(c)

$$
\begin{equation*}
\left\|u_{x x}\right\|_{C^{0,0}(t)} \leqq C^{*} \cdot\left(\varepsilon \cdot\left\|u_{x x}\right\|_{C^{0,0}(t)}+C(\varepsilon) \cdot \int_{0}^{t}\left\|u_{x x}\right\|_{C^{0,0}(s)} d s+1\right) \tag{1.31}
\end{equation*}
$$

with $C^{*}$ a universal constant. Choosing $C^{*} \cdot \varepsilon<\frac{1}{2}$ and using Gronwall's lemma, an a priori estimate for $u$ in $C^{0,2}\left(T^{*}\right)$ follows, which implies that the solution exists on $I \times[0, T]$.

A similar argument applies in case (b). In addition to (1.27), we use here that the boundary operators $J \mathbf{G}_{j}$ satisfy sublinear estimates as mappings from $L^{p}\left(0, T ; W^{2, p}(I)\right) \cap W^{1, p}\left([0, T], L^{p}(I)\right)$ into $C^{0}(T)$, if $p>3$ (cf. [14]), using first $L^{p}$ theory and then the regularity estimates of Lemma 1.2(d)-(f).

Finally, if $u_{x}$ is a priori uniformly bounded on any existence interval by, say, $R>0$, then $g(t, v)$ can be made constant for $|v|>R+1$ without changing the equation satisfied by $u$. Therefore, we can choose $a(\cdot)=a_{R+1}(\cdot)$ in (1.22) and the previous arguments imply a $C^{0,2}$-bound and the continuability for the solution.

We conclude this section with some remarks concerning the question under which additional assumptions the solutions found in Theorem 1.3 will actually satisfy (1.1) and (1.4).

First, since the right-hand side of (1.1) is always bounded for the solutions found above, (1.1) will hold a.e. (in fact, in any $\left.\left.L_{\mathrm{ioc}}^{p}(0,1) \times\left(\varepsilon, t_{0}\right)\right), p<\infty, \varepsilon>0\right)$. Also, if in case (a) the $f_{j}$ are in $C^{2}(T)$, then $u_{t t}$ and $u_{x x t}$ will still be in any $L^{p}\left((0,1) \times\left(\varepsilon, t_{0}\right)\right)$, $\varepsilon>0$. For such a result to be true in case (b), one will need that $h_{j}^{\prime} \in C^{1}(T)$, and one
can either assume more regularity for the data $u_{0}$ (e.g., $u_{0 x}(j, \cdot) \in C^{1 / 2}((-\infty, 0])$ will suffice), or more $t$-regularity for $g$, e.g.,

$$
\begin{align*}
& \int_{0}^{h}|g(s, v)| d s \leqq C_{R} \cdot h^{\gamma},  \tag{1.32}\\
& |g(t+h, v)-g(t, v)| \leqq b_{R}(t) \cdot h^{\gamma} \quad \text { if }|v| \leqq R, \tag{1.33}
\end{align*}
$$

for any small $h$, with some $\gamma \geqq \frac{1}{2}$.
To obtain classical solutions of (1.1) on all $I \times\left[0, t_{0}\right]$ in case (a), it will be sufficient to assume that also $u_{1}^{\prime \prime} \in C(I), f \in C^{\alpha, 0}(T), f_{j}^{\prime \prime} \in C^{\alpha}(T)$, and that either $u_{0, x x} \in$ $C^{\alpha}((-\infty, 0], C(I))$ or that (1.33) and (1.32) hold also for $g_{u}$ instead of $g$ with some $\gamma>0$. Also, the natural compatibility condition $f_{j}^{\prime \prime}(0)-u_{1}^{\prime \prime}(j)=\int_{0}^{\infty} g\left(s, u_{0 x}(j, 0)-\right.$ $\left.u_{0 x}(j,-s)\right)_{x} d s+f(j, 0)$ will be needed for $j=0,1$. Similarly, in case (b) we will have a classical solution of (1.1), (1.4), if $u_{1}^{\prime \prime} \in C(I), f \in C^{\alpha, 0}(T), h_{j} \in C^{\gamma}(T)$ with $\gamma>\frac{1}{2}$, and if corresponding conditions hold that guarantee that the right-hand side of (1.1) is in $C^{\alpha, 0}(T)$ and the right-hand side of (1.4) is in $C^{\gamma}(T)$ with some $\gamma>\frac{1}{2}$. We omit the details, which are similar to the conditions in case (a). All arguments leading to these conditions are straightforward applications of the regularity theory for parabolic equations.
2. Global existence for the boundary displacement problem. In this section conditions are given under which problem (1.1)-(1.3) has global solutions for arbitrary forces $f$, initial histories $u_{0}$ and boundary displacements $f_{j}$. We assume without loss of generality that $g(t, 0)=0$ and define

$$
\begin{equation*}
G(t, u)=\int_{0}^{u} g(t, v) d v \quad \text { for } t>0, \quad u \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

We shall obtain pointwise a priori estimates on the displacement gradient $u_{x}$, based on
(i) a natural energy estimate, using the variational structure of the integral operator in (1.1);
(ii) a comparison argument for scalar integro-differential equations, using a technique from [1].

We always assume in this and the following sections that $t \cdot G_{t}(t, u)$ is still integrable for $0<t \leqq 1$; more precisely, it will be assumed that for all $t>0,|u| \leqq R$, $\left|G_{t}(t, u) \cdot \min (1, t)\right| \leqq d_{R}(t)$, with $d_{R}(\cdot) \in L^{1}(0, \infty)$. Also, the $L^{2}$-norm on the interval $I$ will be abbreviated by $\|\cdot\|$, and we write $\langle\cdot, \cdot\rangle$ for the inner product on $L^{2}(I)$.

To carry out the first step, the key assumption on the integral operator is the following.
(H1) There exist $C_{0} \geqq 0, C_{1} \in L^{1}\left(0, \infty ; \mathbb{R}^{+}\right)$such that for all $t>0, u \in \mathbb{R}$,

$$
\begin{align*}
& G(t, u) \geqq-C_{1}(t) \cdot\left(u^{2}+1\right), \quad G_{t}(t, u) \leqq C_{0} \cdot\left(G(t, u)+C_{1}(t) \cdot\left(u^{2}+1\right)\right),  \tag{2.2}\\
& |g(t, u)| \leqq C_{0} \cdot\left(G(t, u)+C_{1}(t) \cdot\left(u^{2}+1\right)\right) . \tag{2.3}
\end{align*}
$$

Lemma 2.1. Let $g$ satisfy (H1) and the assumptions from Theorem 1.3, let $u_{0}, u_{1}$ and $f$ be as in Theorem 1.3 and let $f_{1}, f_{2} \in C^{2}(T)$. Then there exists a constant $C^{*}>0$, depending only on the data, $T, C_{0}$, and $C_{1}$, such that for any solution $u$ of the integrated equations (1.2), (1.3), (1.24) on $I \times\left[0, T_{0}\right]$ and for any $0 \leqq t \leqq T_{0}$

$$
\begin{equation*}
\left\|u_{t}(\cdot, t)\right\|^{2}+\int_{0}^{\infty} \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s+\int_{0}^{t}\left\|u_{x t}(\cdot, s)\right\|^{2} d s \leqq C^{*} \tag{2.4}
\end{equation*}
$$

Proof. We can assume that $f_{j}(t)=w(j, t)$ and $w_{x}$ is $x$-independent. Define

$$
\begin{align*}
& E(t)=\left\|u_{t}(\cdot, t)-w_{t}(\cdot, t)\right\|^{2} / 2+\int_{0}^{\infty} \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s,  \tag{2.5}\\
& E_{1}(t)=E(t)+\int_{0}^{\infty} C_{1}(s)\left\{\left\|u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right\|^{2}+1\right\} d s \tag{2.6}
\end{align*}
$$

for $0 \leqq t \leqq T_{0}$. Note that $E_{1}(t) \geqq 0$ by (2.2).
The remarks following Corollary 1.4 show that (1.1) will hold in any $L^{p}\left(I \times\left(\varepsilon, T_{0}\right)\right)$, $\varepsilon>0, p$ finite. Consequently, $u_{x t}$ is still continuous in any $I \times\left(\varepsilon, T_{0}\right]$, and by the integrability assumption for $t \cdot G_{t}(t, u), E(\cdot)$ is absolutely continuous on any $\left(\varepsilon, T_{0}\right]$. Differentiating (2.5) then gives, for a.e. $t$

$$
\begin{aligned}
& d / d t E(t)=\left\langle u_{t}(\cdot, t)\right. \\
&-\left.w_{t}(\cdot, t), u_{t t}(\cdot, t)-w_{t t}(\cdot, t)\right\rangle \\
&+\int_{0}^{\infty} \int_{I} G_{s}\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s \\
&+\int_{0}^{\infty}\left\langle g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right), u_{x t}(\cdot, t)\right\rangle d s \\
& \leqq\left\langle u_{t}(\cdot, t)-w_{t}(\cdot, t), u_{t t}(\cdot, t)\right\rangle+C \cdot\left(E_{1}(t)+1\right) \\
&+\int_{0}^{\infty}\left\langle g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right), u_{x t}(\cdot, t)-w_{x t}(\cdot, t)\right\rangle d s \\
&=\left\langle u_{t}(\cdot, t)-w_{t}(\cdot, t), u_{t t}(\cdot, t)-\int_{0}^{\infty} g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right)_{x} d s\right\rangle \\
&+C \cdot\left(E_{1}(t)+1\right),
\end{aligned}
$$

using an integration by parts. Inserting (1.1) into the last estimate, integrating the product $\left\langle u_{t}-w_{t}, u_{x x t}\right\rangle$ by parts and estimating further we obtain

$$
\begin{align*}
d / d t E(t) & \leqq-\left\langle u_{x t}(\cdot, t)-w_{x t}(\cdot, t), u_{x t}(\cdot, t)\right\rangle+C \cdot\left(E_{1}(t)+1\right)  \tag{2.8}\\
& \leqq-\frac{1}{2}\left\|u_{x t}(\cdot, t)\right\|^{2}+C \cdot\left(E_{1}(t)+1\right) .
\end{align*}
$$

Integrating (2.8) from $\varepsilon$ to $t$ and sending $\varepsilon$ to 0 , we obtain

$$
\begin{align*}
E_{1}(t) & +\frac{1}{2} \int_{0}^{t}\left\|u_{x t}(\cdot, s)\right\|^{2} d s \\
& \leqq C \cdot\left(\int_{0}^{t} E_{1}(s) d s+1\right)+\int_{0}^{\infty} C_{1}(s)\left\{\left\|u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right\|^{2}+1\right\} d s  \tag{2.9}\\
& \leqq K \cdot\left(\int_{0}^{t} E_{1}(s) d s+\left\|u_{x}(x, t)\right\|^{2}+1\right)+2 \int_{0}^{t} C_{1}(t-s) \cdot\left\|u_{x}(\cdot, s)\right\|^{2} d s
\end{align*}
$$

with $K>0$. Now, for any $\delta$ and some constant $C_{\delta}$ (depending also on $u_{0}$ )

$$
\left\|u_{x}(\cdot, t)\right\|^{2} \leqq \delta \cdot \int_{0}^{t}\left\|u_{x s}(\cdot, s)\right\|^{2} d s+C_{\delta} \cdot\left(\int_{0}^{t} \int_{0}^{s}\left\|u_{x s}(\cdot, \tau)\right\|^{2} d \tau d s+1\right) .
$$

Pick $\delta$ such that $K \cdot \delta=\frac{1}{4}$; then (2.9) implies an estimate of the form

$$
\begin{align*}
E_{1}(t) & +\frac{1}{4} \int_{0}^{t}\left\|u_{x t}(\cdot, s)\right\|^{2} d s \\
& \leqq C \cdot\left(1+\int_{0}^{t}\left(1+C_{1}(t-s)\right) \cdot\left(E_{1}(s)+\int_{0}^{s}\left\|u_{x t}(\cdot, \tau)\right\|^{2} d \tau\right) d s\right) . \tag{2.10}
\end{align*}
$$

This implies a bound for $E_{1}(t)$, and (2.4) follows.
We now deduce a uniform a priori estimate for $u_{x}$, if additionally
(H2) $g(t, u)=g_{0}(t, u)+L(t) u$, with $L(\cdot) \in L^{1}(0, \infty ; \mathbb{R})$ and $g_{0}$ nondecreasing.
Theorem 2.2. Assume that $u_{0}, u_{1}$, and fare as in Theorem 1.3, that $f_{0}, f_{1} \in C^{2}(T)$, and that $g$ satisfies the assumptions of Theorem 1.3 as well as (H1) and (H2). Let $u$ be a solution of (1.2), (1.3), (1.24) on some set $I \times\left[0, T_{0}\right]$. Then there exists a constant $C^{*}$, depending only on the data and on $T$, but not on $T_{0}$, such that

$$
\begin{equation*}
\left|u_{x}(x, t)\right| \leqq C^{*} \quad \text { on } I \times\left[0, T_{0}\right], \tag{2.11}
\end{equation*}
$$

and thus $u$ can be extended as a solution on $I \times[0, T]$.
Proof. We use a version of a technique introduced in [1]. For fixed ( $x, t$ ), integrate (1.1) (which holds a.e.) from $y \in[0,1]$ to $x$ and then from 0 to 1 with respect to $y$. Using the abbreviation

$$
\begin{equation*}
p(x, t)=\int_{0}^{1} \int_{y}^{x} u_{t}(\zeta, t) d \zeta d y \tag{2.12}
\end{equation*}
$$

we get the identity (valid for all $(x, t)$ due to the regularity of $u$ )

$$
\begin{align*}
& \left(u_{x}(x, t)-p(x, t)\right)_{t}+\int_{0}^{\infty} g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d s \\
& =\int_{0}^{\infty} \int_{I} g\left(s, u_{x}(y, t)-u_{x}(y, t-s)\right) d y d s+f_{1}(t)-f_{0}(t)  \tag{2.13}\\
& \quad-\int_{0}^{1} \int_{y}^{x} f(\zeta, t) d \zeta d y=: k(x, t)
\end{align*}
$$

Now from Lemma $2.1|p(x, t)|$ is bounded independently of $x$ and $t$, and (2.3) and (2.4) imply that also $|k(x, t)|$ is uniformly bounded. Dropping the $x$-dependence and using (H2), we obtain

$$
\begin{align*}
w^{\prime}(t) & +\int_{0}^{t} g_{0}(t-s, w(t)-w(s)+p(t)-p(s)) d s+L_{0} \cdot w(t) \\
& +\int_{0}^{\infty} g_{0}\left(t+s, w(t)+p(t)-k_{0}(s)\right) d s=k_{1}(t)+\int_{0}^{\infty} L(t-s) w(s) d s \tag{2.14}
\end{align*}
$$

with $w(t)=u_{x}(x, t)-p(x, t), L_{0}=\int_{0}^{\infty} L(s) d s$, and suitable functions $k_{0}, k_{1}$ that are a priori bounded. Also, $|w(0)| \leqq\left\|u_{0, x}\right\|_{C(I)}+\left\|u_{1}\right\|_{C(I)}=M_{0}$. Assume now that for some minimal $t>0$ and all $0 \leqq s<t,|w(t)|=\left(1+M_{0}\right) \cdot e^{M t},|w(s)|<\left(1+M_{0}\right) \cdot e^{M s}$, where $M$ is some arbitrary constant. If, e.g., $w(t)>0$, then consequently $w^{\prime}(t) \geqq$ $\left(1+M_{0}\right) \cdot M \cdot e^{M t}=M \cdot w(t)$, and for $0 \leqq s<t, w(s) \leqq|w(s)| \leqq e^{M(t-s)} w(t)$. Then (2.14)
implies

$$
\begin{align*}
&\left(1+M_{0}\right) \cdot M \cdot e^{M t} \leqq\left|L_{0}\right| \cdot\left(1+M_{0}\right) \cdot e^{M t}+\int_{0}^{t}|L(s)| e^{-M s} d s \cdot\left(1+M_{0}\right) \cdot e^{M t} \\
&+\left|k_{1}(t)\right|+\left|\int_{0}^{t} g_{0}(t-s, p(t)-p(s)) d s\right| \\
&+\left|\int_{0}^{\infty} g_{0}\left(t+s, p(t)-k_{0}(s)\right) d s\right|  \tag{2.15}\\
& \leqq C+\left(1+M_{0}\right) \cdot e^{M t} \cdot\left(\left|L_{0}\right|+\int_{0}^{\infty}|L(s)| \cdot e^{-M s} d s\right)
\end{align*}
$$

with some fixed constant $C$. It is clear that (2.15) can never hold if $M>$ $\left(C+\left|L_{0}\right|+\int_{0}^{\infty}|L(s)| \cdot e^{-M s} d s\right)$. A similar contradiction can be derived if $w(t)=$ $-\left(1+M_{0}\right) \cdot e^{M t}$ and $M$ is sufficiently large. Therefore, $|w(t)| \leqq\left(1+M_{0}\right) \cdot e^{M t}$ for all $t$, which gives the desired a priori bound for $u_{x}$. Corollary 1.4 then implies that the solution $u$ exists on all $I \times[0, T]$.

In [1] the second order equation $u_{t t}=u_{x x t}+\sigma\left(u_{x}\right)_{x}$ is treated, and a differential equation (instead of an integro-differential equation) is derived for $w$, which allows us to find a $t$-independent a priori bound. It is not clear how to do this in our situation. However, under suitable assumptions (that are satisfied in the setting of §4), an a priori bound for $\left|u_{x}(x, t)\right|$ can be deduced that grows linearly in $t$.

Corollary 2.3. Assume that in (2.4) $C^{*}$ does not depend on $T$, that $f, f_{0}^{\prime}$ and $f_{1}^{\prime}$ are uniformly bounded, that in $(\mathrm{H} 2) L=0$, and that also $\left\|u_{x}(\cdot, t)\right\| \leqq C^{*}$, independent of $t$. Then there exists a constant $K>0$, dependent only on the data, such that for all $(x, t) \in I \times[0, \infty)$

$$
\left|u_{x}(x, t)\right| \leqq K \cdot(1+t) .
$$

Proof. Using the same arguments as in the proof above, one deduces (2.13) and observes that the assumptions imply that the right-hand side of (2.13) is bounded, independent of $x$ and $t$. Thus (2.14) follows with $L_{0}=0=L(\cdot)$ and with uniformly bounded functions $k_{0}, k_{1}$ and $p$. Denote again by $M_{0}$ a common bound for $|w(0)|$; for arbitrary $M>0$, we then assume that for some $t>0,|w(t)|=\left(1+M_{0}\right) \cdot(1+M \cdot t)$ and $|w(s)|<\left(1+M_{0}\right) \cdot(1+M \cdot s)$ for $s<t$. An inequality similar to (2.15) follows which leads to a contradiction, if $M$ is too big. This proves the corollary.
3. Global solutions for the boundary traction problem. In this section, conditions are given under which the problem (1.1), (1.2), (1.4) has global solutions for arbitrary forces $f, h_{j}$ and for arbitrary initial histories $u_{0}$. Again, we assume that $g(t, 0)=0$ and define $G(t, u)$ as in (2.1). Instead of (H1), we shall use the weaker assumption
(H1') There exist $C_{0} \geqq 0, C_{1} \in L^{1}\left(0, \infty ; \mathbb{R}^{+}\right)$such that for all $t>0, u \in \mathbb{R}$,

$$
\begin{align*}
& G(t, u) \geqq-C_{1}(t) \cdot\left(u^{2}+1\right),  \tag{3.1}\\
& G_{t}(t, u) \leqq C_{0} \cdot\left(G(t, u)+C_{1}(t) \cdot\left(u^{2}+1\right)\right) . \tag{3.2}
\end{align*}
$$

We also assume the same integrability properties for $G_{t}(t, u)$ and the same abbreviations as in the previous section.

Theorem 3.1. Let $g$ satisfy the assumptions of Theorem 1.3, (H1') and (H2). Let $u_{0}, u_{1}, f$ and $h_{j}$ be as in Theorem 1.3, $h_{j} \in C^{1}(T)$, and assume that $u_{0, x}(j, \cdot) \in$ $C^{1 / 2}((-\infty, 0], \mathbb{R})$ for $j=0,1$. Then there exists a solution $u$ of the integrated equations (1.24), (1.25), (1.3) on all $I \times[0, T]$.

Proof. We use an energy estimate as in Lemma 2.1 and a comparison argument as in the proof of Theorem 2.2. Define

$$
\begin{align*}
& E(t)=\left\|u_{t}(\cdot, t)\right\|^{2} / 2+\int_{0}^{\infty} \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s,  \tag{3.3}\\
& E_{1}(t)=E(t)+\int_{0}^{\infty} C_{1}(s) \cdot\left(\left\|u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right\|^{2}+1\right) d s \tag{3.4}
\end{align*}
$$

By the same arguments as in the proof of Lemma 2.1, $E(\cdot)$ is absolutely continuous on any interval $\left[\varepsilon, T_{0}\right]$, and by differentiating we obtain (cf. (2.7))

$$
\begin{aligned}
& d / d t E(t) \leqq\left\langle u_{t}(\cdot, t), u_{t t}(\cdot, t)\right\rangle+C_{0} \cdot E_{1}(t) \\
&+\left\langle u_{x t}(\cdot, t), \int_{0}^{\infty} g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right) d s\right\rangle
\end{aligned}
$$

Note that the assumptions imply that $u_{t t}$ and $u_{x x t}$ exist in $L^{p}\left(I \times\left(\varepsilon, T_{0}\right)\right)$. Integrating the last integral on the right-hand side by parts with respect to $x$, inserting the equation and integrating by parts again gives

$$
\begin{aligned}
d / d t E(t) \leqq & -\left\|u_{x t}(\cdot, t)\right\|^{2}+\left\langle u_{t}(\cdot, t), f(\cdot, t)\right\rangle \\
& +u_{t}(1, t) \cdot h_{1}(t)-u_{t}(0, t) \cdot h_{0}(t)+C_{0} \cdot E_{1}(t) .
\end{aligned}
$$

Since the boundary power terms can be estimated by, e.g.,

$$
\left|u_{t}(1, t) \cdot h_{1}(t)\right| \leqq \frac{1}{4}\left\|u_{x t}(\cdot, t)\right\|^{2}+C \cdot\left(1+\left\|u_{t}(\cdot, t)\right\|^{2}\right),
$$

we obtain an estimate

$$
d / d t E(t) \leqq-\left\|u_{x t}(\cdot, t)\right\|^{2} / 2+C \cdot\left(E_{1}(t)+1\right) .
$$

The rest of the argument is as in the proof of Lemma 2.1, and therefore

$$
\begin{equation*}
\left\|u_{t}(\cdot, t)\right\|^{2} \leqq C^{*}(t), \tag{3.5}
\end{equation*}
$$

where the locally bounded function $C^{*}(\cdot)$ depends only on the data. Integrating now (1.1) (which holds locally in the $L^{p}$-sense) from $y=0$ to $y=x$ and abbreviating $q(x, t)=\int_{0}^{x} u_{t}(y, t) d y$, we obtain (for all $(x, t)$ )

$$
\begin{align*}
& \left(u_{x}(x, t)-q(x, t)\right)_{t}+\int_{0}^{\infty} g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d s \\
& \quad=h_{0}(t)-\int_{0}^{x} f(y, t) d y=k(x, t) \tag{3.6}
\end{align*}
$$

Since (3.5) implies that $q$ is uniformly bounded, we can use the same argument as in the proof of Theorem 2.2 to infer that $w=u_{x}-q$ is a priori bounded, which implies the theorem.

We note that the argument given here still applies in the case where one of the boundary conditions is of traction type and the displacement is prescribed on the other boundary. Obviously a local existence result and the same continuability properties as in § 1 will hold for such a problem. If, e.g., $u(1, t)=f_{1}(t)$ is prescribed (with traction forces $h_{0}$ acting at $x=0$ ), then one defines the energy

$$
E(t)=\left\|u_{t}(\cdot, t)-f_{1}^{\prime}(t)\right\|^{2} / 2+\int_{0}^{\infty} \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s
$$

and uses the same arguments as above to arrive at the estimate (3.5). The comparison argument remains unchanged.

Also, $\left|u_{x}(x, t)\right|$ can be shown to grow linearly in $t$ (uniformly in $x$ ) by using an argument that is similar to the one in Corollary 2.3 under the weaker assumptions that in (H2) L( $\cdot$ ) =0, that $h_{0}$ and $f$ are uniformly bounded, and that in (3.5) $C^{*}(\cdot)$ does not depend on $t$ (cf. the following section). Finally, by examining the proof of Theorem 3.1, one notices that both the estimates (3.5) and the bound on $w$ depend only on the supremum norms of the $h_{j}$ and of $u_{0}$ and $u_{0, x}$. Therefore, we can approximate any smooth $h_{j}$ and any $u_{0}$ which is only continuous together with its second space derivatives by Hölder-continuous data and still obtain uniformly bounded solutions on all $I \times$ [ $0, T$ ] which will approximate the solution of the original problem (by uniqueness). Consequently, we have the following corollary.

Corollary 3.2. The statement of Theorem 3.1 remains true if only $h_{j} \in C^{0}(T)$ and $u_{0}$ and $u_{0, x x}$ are bounded and continuous on $I \times(-\infty, 0]$.
4. Asymptotic behavior of solutions. In this section we show decay estimates for the derivatives of the solutions of (1.1)-(1.4) which imply their convergence to a steady state $u_{\infty}$. Instead of (1.1), the equation

$$
\begin{equation*}
u_{t t}(x, t)-\eta \cdot u_{x x t}(x, t)=\int_{0}^{\infty} g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right)_{x} d s+f(x, t) \tag{4.1}
\end{equation*}
$$

will be studied with $\eta>0$, and (1.4) will be replaced by

$$
\begin{equation*}
\eta \cdot u_{x t}(j, t)+\int_{0}^{\infty} g\left(s, u_{x}(j, t)-u_{x}(j, t-s)\right) d s=h_{j}(t) . \tag{4.2}
\end{equation*}
$$

Of course, (4.1) and (4.2) are equivalent to (1.1) and (1.4) by rescaling; here we want to display the dependence of the estimates on the "viscosity" $\eta$.

The key hypothesis for $g$ in addition to (H1), (H1'), (H2) for both the boundary displacement and the boundary traction problems will be

$$
\begin{equation*}
0=G(t, 0) \leqq G(t, u) \quad \text { for all } u \in \mathbb{R}, \quad t>0 ; \tag{H3}
\end{equation*}
$$

there is a constant $\delta>0$ such that for all $u \in \mathbb{R}, t>0$

$$
\begin{equation*}
G_{t}(t, u)+\delta \cdot G(t, u) \leqq 0 . \tag{4.3}
\end{equation*}
$$

Theorem 4.1. Let $g$ satisfy the general assumptions of § 1 as well as (H1), (H2), (H3). Let $u_{0}, u_{1}$ and fbe as in Theorem 1.3(a) and assume that $f_{0}$ and $f_{1}$ are $t$-independent. Let $b:[0, \infty) \rightarrow[0, \infty)$ be continuously differentiable, $b(0)=1$, and assume that $0 \leqq b^{\prime}(t) \leqq$ $\kappa \cdot b(t)$ for some $\kappa \leqq \delta, \kappa<2 \eta \pi^{2}$. Then for all $t>0$ and for any solution of (1.2), (1.3),

$$
\begin{align*}
\left\|u_{t}(\cdot, t)\right\| \cdot b^{1 / 2}(t) \leqq & C\left(u_{0}, u_{1}\right)^{1 / 2}+\int_{0}^{t}\|f(\cdot, s)\| \cdot b^{1 / 2}(s) d s  \tag{4.4}\\
\int_{0}^{t} b(s) \cdot\left\|u_{x t}(\cdot, s)\right\|^{2} d s \leqq & 2 \pi^{2}\left(2 \eta \pi^{2}-\kappa\right)^{-1} \\
& \cdot\left\{C\left(u_{0}, u_{1}\right)+\left(\int_{0}^{t}\|f(\cdot, s)\| \cdot b^{1 / 2}(s) d s\right)^{2}\right\}
\end{align*}
$$

where $C\left(u_{0}, u_{1}\right)=\left\|u_{1}(\cdot)\right\|^{2}+2 \cdot \int_{0}^{\infty} \int_{I} G\left(s, u_{0, x}(x, 0)-u_{0, x}(x,-s)\right) d x d s$.

Corollary 4.2. Under the assumptions of Theorem 4.1, and if

$$
\begin{align*}
& \int_{0}^{\infty}\|f(\cdot, s)\| \cdot b^{1 / 2}(s) d s<\infty  \tag{4.6}\\
& \int_{0}^{\infty} b^{-1}(s) d s<\infty \tag{4.7}
\end{align*}
$$

then there exists $u_{\infty} \in W^{1,2}(I, \mathbb{R})$ with $u_{\infty}(j)=f_{j}(j=0,1)$ such that

$$
\begin{equation*}
\left\|u_{x}(\cdot, t)-u_{\infty x}(\cdot)\right\|^{2}=O\left(\int_{t}^{\infty} b^{-1}(s) d s\right) \quad \text { as } t \rightarrow \infty \tag{4.8}
\end{equation*}
$$

Proof of the corollary. For $0<t<s$ we have

$$
\begin{align*}
\left\|u_{x}(\cdot, t)-u_{x}(\cdot, s)\right\|^{2} & \leqq \int_{t}^{s} u_{x t}(\cdot, \tau) d \tau \|^{2} \\
& \leqq \int_{t}^{s}\left\|u_{x t}(\cdot, \tau)\right\|^{2} \cdot b(\tau) d \tau \cdot \int_{t}^{s} b^{-1}(\tau) d \tau \leqq C \cdot \int_{t}^{s} b^{-1}(\tau) d \tau \tag{4.9}
\end{align*}
$$

Then (4.5) and (4.7) imply that $t \rightarrow u(\cdot, t)$ has a limit in $W^{1,2}(I, \mathbb{R})$, as $t \rightarrow \infty$. Sending $s \rightarrow \infty$ in (4.9), the convergence estimate (4.8) follows.

In the case $g=0$ (where (4.1) reduces to the heat equation), the existence of $u_{\infty}$ already follows if (4.6) holds with $b(t)=1$; thus the convergence result certainly is not optimal. Also, we do not quite recover the "optimal" convergence rate $\left\|u(\cdot, t)-u_{\infty}\right\| \sim$ $\exp \left(-\eta \pi^{2} t\right)$ for $g=0$ and $f=0$.

For the case of the boundary traction problem (4.1), (4.2), (1.2) we introduce some additional notation: Let $u$ be a solution. Define the mean displacement $U(t)=$ $\int_{I} u(x, t) d x$ and $u^{*}(x, t)=u(x, t)-U(t)$. Then $U$ can be computed from the equation; we have

$$
\begin{equation*}
U(t)=\int_{I} u_{0}(x) d x+t \cdot \int_{I} u_{1}(x) d x+\int_{0}^{t}(t-s)\left(F(s)+h_{1}(s)-h_{0}(s)\right) d s, \tag{4.10}
\end{equation*}
$$

where $F(t)=\int_{I} f(x, t) d x$ is the mean body force. Also, define $f^{*}(x, t)=f(x, t)-F(t)$. Then $u^{*}$ will again satisfy (4.1) and (4.2), with $f$ replaced by $f^{*}$, and additionally, $\int_{I} u^{*}(x, t) d x=0$ for all $t$.

Theorem 4.3. Let $g$ satisfy the assumptions of § 1 , as well as ( $\mathrm{H} 1^{\prime}$ ), (H2) and (H3). Let $u_{0}, u_{1}, f$ and $h_{j}$ be as in Theorem 1.3(b), and let b be as in Theorem 4.1. Then there is a constant $C_{1}>0$ such that for all $t>0$ and any solution $u$ of (1.2), (4.1), (4.2)

$$
\begin{align*}
& b(t) \cdot\left\|u_{t}^{*}(\cdot, t)\right\|^{2}+\int_{0}^{t} b(s) \cdot\left\|u_{x t}(\cdot, s)\right\|^{2} d s \\
& \leqq C_{1}\left\{\left(\left(\int_{0}^{t}\|f(\cdot, s)\|+\left|h_{0}(s)\right|+\left|h_{1}(s)\right|\right) \cdot b^{1 / 2}(s) d s\right)^{2}\right.  \tag{4.11}\\
& \left.\quad \quad+\int_{0}^{t} b(s) \cdot\left(h_{0}^{2}(s)+h_{1}^{2}(s)\right) d s+C\left(u_{0}, u_{1}\right)\right\}
\end{align*}
$$

where $C\left(u_{0}, u_{1}\right)$ is as in Theorem 4.1.
Corollary 4.4. If

$$
\begin{equation*}
\|f(x, \cdot)\| \cdot b^{1 / 2}(\cdot) \in L^{1}(0, \infty ; \mathbb{R}) \quad \text { and } \quad h_{j}(\cdot) \cdot b^{1 / 2}(\cdot) \in L^{1} \cap L^{2}(0, \infty ; \mathbb{R}), \tag{4.12}
\end{equation*}
$$

and if (4.7) holds, then there is a $u_{\infty} \in W^{1,2}(I, \mathbb{R}), \int_{I} u_{\infty}(x) d x=0$, so that

$$
\begin{equation*}
\left\|u(\cdot, t)-U(t)-u_{\infty}\right\|_{w^{1,2}}=O\left(\int_{t}^{\infty} b^{-1}(s) d s\right) \quad \text { as } t \rightarrow \infty \tag{4.13}
\end{equation*}
$$

The proof is similar to the one of Corollary 4.2.
In both convergence results, we are not able to deduce equations for the rest state $u_{\infty}$. This reflects the fact that any $t$-independent function satisfies the equation (4.1), if $f=0$. The only exception seems to be the case of a linear $g$, in which (4.1) is equivalent to a convolution equation (with a first time derivative), for which an equation for the rest state can be deduced: If $g(s, v)=a(s) \cdot v$ with $a(t) \geqq 0 \geqq a^{\prime}(t)+\delta \cdot a(t)$ and $a(\cdot) \in$ $L^{1}(0, \infty)$ (reflecting (H1) and (H3)), then (4.1) is equivalent to

$$
\begin{equation*}
u_{t}(x, t)-\eta \cdot u_{x x}(x, t)=\int_{0}^{\infty} a_{0}(s) \cdot u_{x x}(x, t-s) d s+f_{0}(x, t) \tag{4.14}
\end{equation*}
$$

with $a_{0}(t)=\int_{t}^{\infty} a(s) d s$ and $f_{0}(\cdot, t)=u_{1}(\cdot)-\eta \cdot u_{0, x x}(\cdot, 0)-\int_{0}^{\infty} a_{0}(s) u_{0, x x}(\cdot,-s) d s+$ $\int_{0}^{t} f(\cdot, s) d s$. Since (H1) and (H3) imply that $0 \leqq a_{00}=\int_{0}^{\infty} a_{0}(s) d s<\infty$, the limit $u_{\infty}$ then satisfies

$$
\begin{equation*}
\left(\eta+a_{00}\right) \cdot u_{\infty, x x}+u_{1}+\int_{0}^{\infty} f(\cdot, s) d s=\eta u_{0, x x}(\cdot, 0)+\int_{0}^{\infty} a_{0}(s) u_{0, x x}(\cdot,-s) d s \tag{4.15}
\end{equation*}
$$

This shows that $u_{\infty} \in W^{2,2}(I)$ in the case of a linear equation and suggests that the same should also be true for solutions of general nonlinear equations; however, it is not clear how to show this. A certain improvement is possible if a sublinear growth bound for $\left|u_{x}(x, t)\right|$ is known.

Corollary 4.5. Under the assumptions of Corollary 4.2, and if in $(\mathrm{H} 2) L(\cdot)=0$, then $b^{-1}(t)=O\left(t^{-\alpha}\right)$ for some $\alpha>1$ implies that

$$
\begin{equation*}
\left\|u(\cdot, t)-u_{\infty}(\cdot)\right\|_{W^{1, p}}=O\left(t^{-\beta}\right) \tag{4.16}
\end{equation*}
$$

for any $2<p<\alpha+1$, with $\beta=(\alpha+1-p) / p$. Similarly, $b^{-1}(t)=O\left(e^{-\gamma t}\right)$ implies

$$
\begin{equation*}
\left\|u(\cdot, t)-u_{\infty}(\cdot)\right\|_{w^{1}, p}=O\left(e^{-\beta t}\right) \tag{4.17}
\end{equation*}
$$

for any $2<p<\infty$ and any $\beta<\gamma / p$.
Proof. The assumptions and conclusions of Corollary 4.2 together with the additional assumption $L(\cdot)=0$ allow us to use Corollary 2.3 to conclude that $\left|u_{x}(x, t)\right| \leqq$ $K \cdot(1+t)$ for all $(x, t)$, with $K>0$ depending on the data. Now let $0<t<s<\infty$, and let $k \geqq 0$ be such that $2^{k} t \leqq s<2^{k+1} t$. Then for $2<p$, writing $\|\cdot\|_{p}$ for the $L^{p}(I)$-norm and abbreviating $v=u_{x}$, we have

$$
\begin{align*}
\|v(\cdot, t)-v(\cdot, s)\|_{p} \leqq & \sum_{1 \leqq j \leqq k}\left\|v\left(\cdot, 2^{j-1} t\right)-v\left(\cdot, 2^{j} t\right)\right\|_{p}+\left\|v\left(\cdot, 2^{k} t\right)-v(\cdot, s)\right\|_{p} \\
\leqq & \begin{array}{l}
\sum_{1 \leqq j \leqq k}\left(\left\|v\left(\cdot, 2^{j-1} t\right)-v\left(\cdot, 2^{j} t\right)\right\|_{\infty}\right)^{1-2 / p}\left(\left\|v\left(\cdot, 2^{j-1} t\right)-v\left(\cdot, 2^{j} t\right)\right\|_{2}\right)^{2 / p} \\
\\
\\
+\left(\left\|v\left(\cdot, 2^{k} t\right)-v(\cdot, s)\right\|_{\infty}\right)^{1-2 / p}\left(\left\|v\left(\cdot, 2^{k} t\right)-v(\cdot, s)\right\|_{2}\right)^{2 / p} \\
\leqq C \cdot \sum_{1 \leqq j \leqq k+1}\left(2^{j} t\right)^{1-2 / p}\left(\int_{2^{j-1} t}^{2^{j} t} b^{-1}(s) d s\right)^{1 / p},
\end{array}
\end{align*}
$$

using Hölder's inequality, the $L^{\infty}$-estimate for $u_{x}$ and (4.9). A direct calculation then shows that $u_{x}(\cdot, t)$ has a limit in $L^{p}(I)$ with the convergence rates given in (4.16) and (4.17).

Proof of Theorem 4.1. Recall that under our assumptions, (4.1) still holds in any $L^{p}\left(I \times\left(T_{0}, T_{1}\right)\right)$ for any finite $p, T_{0}, T_{1}$, and that $u_{t t}$ and $u_{x x t}$ are in these $L^{p}$-spaces. Also, by Theorem 2.2, $u_{x}$ is uniformly bounded on any $I \times[0, T]$. Multiply (4.1) by $b(t) \cdot u_{t}(x, t)$, and integrate over $I \times[0, T]$. After an integration by parts with respect to $x$, this gives the identity

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(b(t) \cdot\left\|u_{t}(\cdot, t)\right\|^{2}\right)-\frac{1}{2} b^{\prime}(t) \cdot\left\|u_{t}(\cdot, t)\right\|^{2} \\
& \quad \begin{aligned}
&19) \quad+\eta b(t) \cdot\left\|u_{x t}(\cdot, t)\right\|^{2}+\int_{0}^{\infty} b(t) \cdot\left\langle g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right), u_{x t}(\cdot, t)\right\rangle d s \\
& \quad=b(t) \cdot\left\langle f(\cdot, t), u_{t}(\cdot, t)\right\rangle .
\end{aligned} . \tag{4.19}
\end{align*}
$$

We now note that for $t>0, t \rightarrow \int_{0}^{\infty} b(t) \cdot \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s$ is absolutely continuous in $t$ (since $u_{x t}$ is still bounded on any $I \times\left[T_{0}, T_{1}\right], 0<T_{0}<T_{1}$ ) and that for a.e. $t$

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{\infty} b(t) \cdot \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s \\
& \quad \leqq \int_{0}^{\infty} b(t) \cdot\left\langle g\left(s, u_{x}(\cdot, t)-u_{x}(\cdot, t-s)\right), u_{x t}(\cdot, t)\right\rangle d s \tag{4.20}
\end{align*}
$$

due to (H3), the assumptions on $b^{\prime}$ and the behavior of $G_{t}$ near $t=0$. Also, since $u_{t}$ vanishes at the endpoints of $I$, by Poincaré's inequality

$$
\begin{align*}
& -\frac{1}{2} b^{\prime}(t) \cdot\left\|u_{t}(\cdot, t)\right\|^{2}+\eta \cdot b(t) \cdot\left\|u_{x t}(\cdot, t)\right\|^{2} \\
& \quad \geqq b(t) \cdot\left(\eta \cdot\left\|u_{x t}(\cdot, t)\right\|^{2}-\frac{1}{2} \kappa \cdot\left\|u_{t}(\cdot, t)\right\|^{2}\right)  \tag{4.21}\\
& \quad \geqq b(t) \cdot\left(2 \pi^{2} \eta-\kappa\right)\left(2 \pi^{2}\right)^{-1} \cdot\left\|u_{x t}(\cdot, t)\right\|^{2} .
\end{align*}
$$

Substituting (4.20) and (4.21) into (4.19), integrating over $[\varepsilon, t]$ and sending $\varepsilon$ to 0 , we obtain with $c=\left(2 \pi^{2} \eta-\kappa\right)\left(2 \pi^{2}\right)^{-1}$

$$
\begin{align*}
& \frac{1}{2} b(t) \cdot\left\|u_{t}(\cdot, t)\right\|^{2}+c \cdot \int_{0}^{t} b(s) \cdot\left\|u_{x t}(\cdot, s)\right\|^{2} d s \\
& \quad+\int_{0}^{\infty} b(t) \cdot \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s  \tag{4.22}\\
& \leqq \frac{1}{2} C\left(u_{0}, u_{1}\right)+\int_{0}^{t}\|f(x, s)\| \cdot b^{1 / 2}(s) \cdot\left\|u_{t}(\cdot, s)\right\| \cdot b^{1 / 2}(s) d s .
\end{align*}
$$

We now drop the second integral on the left-hand side of (4.22) and apply Bihari's inequality [4]; then (4.4) follows. Inserting this estimate into the right-hand side of (4.22) and dropping the first and third integral on the left-hand side gives (4.5).

Proof of Theorem 4.3. By an approximation argument similar to the one leading to Corollary 3.2, we can assume that the $h_{j}$ and the data $u_{0}$ are so regular that (4.1) holds in any $L_{\text {loc }}^{p}$, that $u_{t}$ and $u_{x x t}$ are locally in $L^{p}$ and that (4.2) holds pointwise for $t>0$. Recall that (4.1) and (4.2) also hold for $u^{*}$, with $f^{*}$ instead of $f$. Multiply the
equation for $u^{*}$ with $b(t) \cdot u_{t}^{*}$, integrate with respect to $x$ and use (4.20) to obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(b(t) \cdot\left\|u_{t}^{*}(\cdot, t)\right\|^{2}\right)-\frac{1}{2} b^{\prime}(t) \cdot\left\|u_{t}^{*}(\cdot, t)\right\|^{2} \\
& \begin{aligned}
\text { 4.23) } \quad & +\eta b(t) \cdot\left\|u_{x t}(\cdot, t)\right\|^{2}+d / d t \int_{0}^{\infty} b(t) \cdot \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s \\
& \leqq b(t) \cdot\left(\left\langle f^{*}(\cdot, t), u_{t}^{*}(\cdot, t)\right\rangle+\left(h_{0}(t) \cdot u^{*}(0, t)-h_{1}(t) \cdot u^{*}(1, t)\right)\right) .
\end{aligned}
\end{aligned}
$$

Since $\int_{I} u^{*}(x, t) d x=0$, Poincaré's inequality implies again

$$
\begin{equation*}
-\frac{1}{2} b^{\prime}(t) \cdot\left\|u_{t}^{*}(\cdot, t)\right\|^{2}+\eta \cdot b(t) \cdot\left\|u_{x t}(\cdot, t)\right\|^{2} \geqq b(t) \cdot c \cdot\left\|u_{x t}(\cdot, t)\right\|^{2} \tag{4.24}
\end{equation*}
$$

with $c=\left(2 \pi^{2} \eta-\kappa\right)\left(2 \pi^{2}\right)^{-1}$. Also, for any $\gamma>0$ there exists $C_{\gamma}>0$ such that

$$
\begin{align*}
\left|h_{j}(t) \cdot u_{t}^{*}(j, t) \cdot b(t)\right| \leqq & \gamma \cdot b(t) \cdot\left\|u_{x t}(\cdot, t)\right\|^{2}+b(t) \cdot h_{j}^{2}(t) \\
& +C_{\gamma} \cdot b(t) \cdot\left|h_{j}(t)\right| \cdot\left\|u_{t}^{*}(\cdot, t)\right\|, \tag{4.25}
\end{align*}
$$

due to the compactness of the imbedding $\left\{u^{*} \in W^{1,2} \mid \int_{I} u^{*} d x=0\right\}$ into $C(I)$. Picking $\gamma=C / 4$, inserting (4.24) and (4.25) into (4.23), and integrating with respect to $t$ then gives again (4.11) as before.

Finally, it should be noted that the arguments above also give estimates

$$
\begin{equation*}
b(t) \cdot \int_{0}^{\infty} \int_{I} G\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right) d x d s \leqq C(t) \tag{4.26}
\end{equation*}
$$

where $C(t)$ is the right-hand side in (4.4) resp. in (4.11). If, e.g., (2.3) is satisfied with $C_{1}(t)=0$, then (4.26) implies that the right-hand side of (1.1) still decays in a certain sense in $W^{-1,2}(I)$. This, together with suitable asymptotic results for weak solutions of inhomogeneous heat equations, can be used to show that $u_{x x t}(\cdot, t)$ and $u_{t t}(\cdot, t)$ decay to zero in $W^{-1,2}(I)$, as $t \rightarrow \infty$.
5. Simple shear flow for viscoelastic liquids. In this section, we apply the previous results to a class of equations that model a certain unsteady flow for certain nonNewtonian liquids. Typical examples for such liquids are polymer solutions, such as glues, paints, engine fuels with polymer additives or protein mixtures. The liquid is assumed to occupy a reference configuration at time $t=-\infty$ with a Lagrangian coordinate system $\boldsymbol{\xi}=\left(\xi^{1}, \xi^{2}, \xi^{3}\right)$. Let $\mathbf{y}(\boldsymbol{\xi}, t)$ denote the position of the fluid particle $\boldsymbol{\xi}$ at time $t>-\infty$, let $\mathbf{T}(\xi, t)$ denote the Cauchy stress at $\boldsymbol{\xi}$ and $t$ (i.e. the stress measured with respect to the deformed configuration), and let

$$
\mathbf{F}(\boldsymbol{\xi}, t)=\mathbf{F}=\left(\frac{\partial y^{i}}{\partial \xi^{j}}\right)_{i j}
$$

be the deformation gradient. Assuming that the material is incompressible (i.e. $\operatorname{det} \mathbf{F}=1$ ) and has density $\rho$, the equations of motion are

$$
\begin{equation*}
\rho \cdot \mathbf{y}_{t t}=\operatorname{div}_{\mathbf{\xi}}\left(\mathbf{T} \cdot \mathbf{F}^{-T}\right)+\mathbf{f} \tag{5.1}
\end{equation*}
$$

where $\mathbf{f}$ denotes body forces and the superscript ${ }^{-T}$ indicates the operation of taking the inverse of the transpose of a matrix (see [11]). It is customary to write constitutive equations for elastic liquids in terms of the "upper convected stress" $\pi=\mathbf{F}^{-1} \cdot \mathbf{T} \cdot \mathbf{F}^{-\boldsymbol{T}}$ and the Cauchy strains $\boldsymbol{\gamma}(\boldsymbol{\xi}, t)=\mathbf{F}^{T}(\boldsymbol{\xi}, t) \cdot \mathbf{F}(\boldsymbol{\xi}, t)$. Using the relative strain invariants

$$
\begin{equation*}
I_{1}(\xi, t, s)=\operatorname{tr}\left(\gamma(\xi, t) \cdot \gamma^{-1}(\xi, s)\right), \quad I_{2}(\xi, t, s)=\operatorname{tr}\left(\gamma^{-1}(\xi, t) \cdot \gamma(\xi, s)\right) \tag{5.2}
\end{equation*}
$$

a wide class of constitutive equations can then be written as

$$
\begin{align*}
\pi(t)=- & p(t) \gamma^{-1}(t)-\eta \cdot \partial_{t} \gamma^{-1}(t) \\
& +\int_{0}^{\infty} W_{1}\left(s, I_{1}(t, t-s), I_{2}(t, t-s)\right) \cdot \gamma^{-1}(t-s) d s  \tag{5.3}\\
& -\int_{0}^{\infty} W_{2}\left(s, I_{1}(t, t-s), I_{2}(t, t-s)\right) \cdot \gamma^{-1}(t) \cdot \gamma(t-s) \cdot \gamma^{-1}(t) d s
\end{align*}
$$

where $W_{i}: \mathbb{R}^{+} \times[3, \infty)^{2} \rightarrow \mathbb{R}$ are suitable functions, $p(t)$ is an undetermined (reactive) pressure and $\eta \geqq 0$ is (Newtonian) dynamic viscosity. The dependence on the particle $\boldsymbol{\xi}$ has been suppressed. Special cases include viscous ( $\eta>0$ ) and inviscid ( $\eta=0$ ) Newtonian fluids ( $W_{i}=0$ ); various "rubberlike liquid" models, in which typically $W_{i}\left(t, I_{1}, I_{2}\right)=a_{i}(t)$ (cf. [3], [15] and the literature given there); the "K-BKZ-model" [2] in which $W_{j}=\partial_{I_{j}} W\left(t, I_{1}, I_{2}\right)$ for some scalar function $W$; in particular the "DoiEdwards" model [7], which is a K-BKZ-model [5], derived from molecular considerations, with the separable structure $W\left(t, I_{1}, I_{2}\right)=a(t) \cdot W_{0}\left(I_{1}, I_{2}\right)$; and various empirical models, in which one often assumes a semi-separable structure

$$
\begin{equation*}
W_{j}\left(t, I_{1}, I_{2}\right)=\sum_{k \leqq N} a_{k j}(t) \cdot g_{k j}\left(I_{1}, I_{2}\right) \tag{5.4}
\end{equation*}
$$

(see, e.g., [17]). Some of these models have originally been proposed for the case of vanishing dynamic viscosity $\eta$ (corresponding to, e.g., concentrated polymer solutions or polymer melts); we shall, however, always assume that $\eta>0$.

We want to study simple shear flow between two parallel infinite plates (parallel to the $y^{1}-y^{2}$-plane) of unit separation (in the $y^{3}$-direction). Using Lagrangian coordinates $\boldsymbol{\xi}$ that agree with the spatial coordinates $\mathbf{y}$, we are thus looking for a motion of the special form $y^{1}(\xi, t)=\xi^{1}+u\left(\xi^{3}, t\right), y^{i}(\xi, t)=\xi^{i}$ for $i=2,3$, with volume forces acting only in the $y^{1}$-direction and depending only on $t$ and $\xi^{3}$. It turns out that such an ansatz is consistent with the equations of motion and with the constitutive assumption (5.3). One finds that in this situation $I_{1}(\xi, t, s)=I_{2}(\xi, t, s)=3+\left|u_{x}(x, t)-u_{x}(x, s)\right|^{2}$ (writing $x$ for $\xi^{3}$ ), and (5.1) becomes, assuming constant density $\rho=1$,

$$
\begin{equation*}
u_{t t}(x, t)=\eta \cdot u_{x x t}(x, t)+\int_{0}^{\infty} g\left(s, u_{x}(x, t)-u_{x}(x, t-s)\right)_{x} d s+f(x, t), \tag{5.5}
\end{equation*}
$$

where $g(s, v)=\left(W_{1}\left(s, 3+v^{2}, 3+v^{2}\right)+W_{2}\left(s, 3+v^{2}, 3+v^{2}\right)\right) \cdot v$ and $f$ is the sum of the force component $f^{1}$ and a contribution from the pressure gradient in the flow direction.

If the liquid adheres to the plates which move parallel to the flow direction, one obtains the boundary conditions (1.2); if traction forces of magnitude $h_{1}(t)$ and $-h_{0}(t)$ in the $y^{1}$-direction act on the liquid at the plates, boundary conditions (1.4) arise. In applications, one frequently has $h_{j}=0$, which means that there is a lubricant between the plates and the liquid. We do not discuss friction type boundary conditions, although similar results could be shown with the methods employed above. The flow history for $t \leqq 0$ is given by $u_{0} ; u_{1}$ is the flow velocity at $t=0$ (which is allowed to have a jump across $t=0$ ). The results obtained in the previous section then have the following interpretations:
(i) For smooth flow histories and smooth forces and displacements, (5.1) with the corresponding boundary conditions has a unique local (in time) solution. This
holds in fact for completely general flows and for a much wider class of constitutive equations, as was shown in [18].
(ii) One has global existence for arbitrary forces and initial histories, if, e.g., in (5.4) the $a_{k i}$ are nonincreasing, $C^{1}$-smooth for $t>0$ and integrable on $(0, \infty)$ and if the $g_{k i}$ satisfy $\partial / \partial v\left(g_{k i}\left(3+v^{2}, 3+v^{2}\right) \cdot v\right) \geqq-M$ for all $v \in \mathbb{R}$ and some constant $M$. This class of functions includes polynomially growing functions and the case in which the $g_{k i}$ are rational functions of their arguments that vanish at $\infty$ (see [17]) or, as in the Doi-Edwards model, derivatives of certain elliptic integrals (see [5]). The first assumption would describe a "shear-thickening" liquid, the last two correspond to liquids that show a "shear-thinning" behavior (which is commonly observed). We note that in this latter case, the integral operator in (5.5) satisfies a global Lipschitz condition, such that the arguments of $\S \S 2$ and 3 will in fact not be needed. Also, our assumptions allow weakly singular kernels $a_{k j}$, which are predicted by some molecular theories (see [7]).
(iii) If, e.g., in (5.4) for some $\delta>0$

$$
\begin{equation*}
a_{k i}^{\prime}(t)+\delta \cdot a_{k i}(t) \leqq 0 \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{v} g_{k i}\left(3+r^{2}, 3+r^{2}\right) \cdot r d r \geqq 0 \quad \text { for all } v \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

then forces that decay like $e^{-\gamma t}$ with $\gamma<\min \left(\delta, 2 \eta \pi^{2}\right)$ give a displacement $u$ in a boundary traction experiment that reaches a steady state at the same rate. This will also hold for flows with prescribed boundary displacement, if the plates are kept fixed after a certain finite time. If the forces decay at a weaker (e.g. algebraic) rate, the flow velocity will again decay at a comparable rate. It is not claimed that these rates are optimal, but they show the interplay between the force decay (measured by $\gamma$ ), the Newtonian dissipation mechanism (given by $\eta$ ) and the dissipation due to the history dependence in the constitutive law (expressed by $\delta$ ). Also, no ellipticity conditions are needed for the differential operators under the integrals in (5.5); such conditions will rather play a role in the case of vanishing Newtonian viscosity $\eta$ (see [19]) or for the study of steady flows. Assumptions (5.6) and (5.7) are always true for various "rubber-like liquid" models as well as for the Doi-Edwards model with additional Newtonian viscosity. Finally, using (4.22), one can also show that for decaying volume forces, space averages of shear stresses and of normal stress differences will decay at the same rate.
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#### Abstract

The Cauchy problem for the Korteweg-deVries equation is considered with initial profile integrable against $(1+|x|) d x$ on $\mathbb{R}$ and against $(1+|x|)^{N} d x$ on $\mathbb{R}^{+}$. Classical solutions are constructed for $N \geqq 11 / 4$. Under mild additional hypotheses the solution evolves in $L^{2}(\mathbb{R})$.
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1. Introduction and summary of results. This paper considers the initial value problem for the Korteweg-deVries equation (KdV),

$$
\begin{align*}
& u_{t}-6 u u_{x}+u_{x x x}=0,  \tag{1.1}\\
& u(x, 0)=U(x) \tag{1.2}
\end{align*}
$$

under the hypothesis that

$$
\begin{align*}
& \int_{-\infty}^{\infty}|U(x)|(1+|x|) d x<\infty  \tag{1.3a}\\
& \int_{0}^{\infty}|U(x)|(1+|x|)^{N} d x<\infty \tag{1.3b}
\end{align*}
$$

No differentiability is assumed at all. The goal is to find the range of $N$ such that the problem (1.1), (1.2) has a solution. Our existence theorem is based on a construction suggested by the inverse scattering method. We show that if $N \geqq 11 / 4$, then a classical solution exists in $t>0$ which approaches its initial profile in an appropriate distribution sense as $t \rightarrow 0^{+}$.

These results improve considerably on earlier work of the first author [3], which required that $U$ be at least piecewise $C^{1}$ as well as that $U$ be integrable against $(1+|x|)^{N} d x$ on $\mathbb{R}$ for large enough $N$. By using Kappeler's new $L^{2}$ inverse scattering result [8], we are also able to get control over our solution as $x \rightarrow-\infty$, at least for $U$ satisfying a rather mild additional hypothesis. These results also improve on work of Sachs [14], who requires that $U(x)$ be integrable against $(1+|x|)^{N} d x$ on all of $\mathbb{R}$ with $N>11 / 4$ rather than only on $\mathbb{R}^{+}$with $N \geqq 11 / 4$. Sachs claims convergence to initial profile in a weighted $L^{1}$ norm on each halfline $[a,+\infty)$; it appears that his proof of this point is flawed.

There is no direct comparison between our results and the very interesting paper of Kruzhkov and Faminskii [11], in which they prove the existence of a weak solution to KdV with arbitrary $L^{2}$ initial data, and show that the solution is classical if the datum is not only $L^{2}$ on $\mathbb{R}$ but also $L^{2}$ with respect to $(1+|x|)^{3} d x$ on $\mathbb{R}^{+}$. While Sachs' paper uses a different inverse scattering construction from ours (Deift and Trubowitz [5] rather than Faddeev [6]), Kruzhkov and Faminskii use a different approach altogether: they cut off and mollify their initial profile, apply results of Yakupov [19] and Shabat [16] solving KdV with data in $C_{0}^{\infty}(\mathbb{R})$, and then take limits.

[^86]In their pioneering paper [7], Gardner, Greene, Kruskal and Miura showed that if $u(x, t)$ solved KdV and evolved in the Schwartz class $\mathscr{\mathscr { S }}$, then the scattering data of the Schrödinger equation

$$
\begin{equation*}
-y^{\prime \prime}+u(x, t) y=k^{2} y \tag{1.4}
\end{equation*}
$$

evolved according to simple first order linear o.d.e.'s in the variable $t$. By appealing to Faddeev's inverse scattering theory [6], they showed that $u(x, t)$ for $t>0$ could be recovered from $u(x, 0)$. This idea has been the basis for a succession of existence theorems [17], [3], [13], [14] employing progressively weaker hypotheses on the initial profile $U$.

Rather than give a detailed exposition of the forward scattering theory of (1.4) we refer the reader to Cohen's paper [4].

In § 2 we analyze the scattering data associated to (1.4) under the hypothesis $U \in L_{N}^{1}(\mathbb{R})$, i.e., $U$ is integrable with respect to $\left(1+|x|^{N}\right) d x$, with $N \geqq 1$. The main result is Proposition 2.5 which says that generically the reflection coefficient $R_{+}$is in $C^{N-1}(\mathbb{R}) \cap C^{N}(\mathbb{R} \sim\{0\})$ and $\lim _{k \rightarrow 0} k R_{+}{ }^{(N)}(k)$ exists-but that if $U$ is exceptional, then $R_{+}$is only in $C^{N-2}(\mathbb{R}) \cap C^{N-1}(\mathbb{R} \sim\{0\})$ and $\lim _{k \rightarrow 0} k R_{+}{ }^{(N-1)}(k)$ exists.

In § 3 we analyze the kernels $\Omega_{+}(x, t)$ and $\Omega_{-}(x, t)$ used in the Marchenko equations

$$
\begin{align*}
& B_{+}(x, y, t)+\Omega_{+}(x+y, t)+\int_{0}^{\infty} B_{+}(x, z, t) \Omega_{+}(x+y+z, t) d z=0,  \tag{M+}\\
& B_{-}(x, y, t)+\Omega_{-}(x+y, t)+\int_{-\infty}^{0} B_{-}(x, z, t) \Omega_{-}(x+y+z, t) d z=0 . \tag{M-}
\end{align*}
$$

What Gardner, Green, Kruskal and Miura showed was that if $u(x, t)$ solves KdV, and $\Omega_{ \pm}$are as defined below, then

$$
u(x, t)=-\partial_{x} B_{+}(x, 0, t)=+\partial_{x} B_{-}(x, 0, t) .
$$

The kernels are defined as follows:

$$
\Omega_{+}(x, t)=F_{+}(x, t)+2 \sum c_{+j} \exp \left(-2 \kappa_{j} x+8 \kappa_{j}^{3} t\right)
$$

where

$$
F_{+}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{+}(k) \exp \left(2 i k x+8 i k^{3} t\right) d k
$$

and

$$
\Omega_{-}(x, t)=F_{-}(x, t)+2 \sum c_{-j} \exp \left(2 \kappa_{j} x-8 \kappa_{j}^{3} t\right)
$$

where

$$
F_{-}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{-}(k) \exp \left(-2 i k x-8 i k^{3} t\right) d k .
$$

Clearly the existence, regularity and decay of the $B_{ \pm}(x, y, t)$ depend on the regularity and decay of the $\Omega_{ \pm}$. In § 3, we show that for each fixed $t>0, \partial_{x}^{\nu} \Omega_{+}(x, t)$ is continuous for $0 \leqq \nu \leqq 2 N+3 / 2$ and establish algebraic decay rates as $x \rightarrow+\infty$ for these derivatives. We also analyze the decay and regularity of $\Omega_{+}(x, t)$ using the properties of $R_{+}$proved in Proposition 2.5. To study $F_{-}$, we note just that $R_{-}$is quite similar to $R_{+}$in its regularity and decay. Then we see that the decay of $\Omega_{-}$is controlled by that of $F_{-}$ and that the integral for $F_{-}$has stationary points when $x<0$. Nonetheless we find that
if $U \in L_{N}^{1}, N \geqq 5$, and $R_{-}^{(n)}(k)=O\left(k^{-\lambda}\right)$ for $\lambda \geqq 5 / 2$, then $\partial_{x} \Omega_{-}(x, t)=O\left(|x|^{-\lambda / 2+1 / 4}\right)$ as $x \rightarrow-\infty$.

In § 5 we prove sharper versions of the following results.
Result 1 . Suppose $U$ satisfies (1.3a) and (1.3b) with $N \geqq 11 / 4$. Then there is a classical solution $u(x, t)$ of KdV in $t>0$ such that

$$
u(x, t) \rightarrow U(x) \quad \text { in } H^{-1}(+\infty)
$$

Result 2. Suppose that $U \in L_{5}^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ and that $R_{+}^{(n)}(k)=O\left(|k|^{-\lambda}\right)$ as $k \rightarrow \pm \infty$ for some $\lambda>5 / 2$, and $n=0,1,2$. Then the solution given by Result 1 evolves in $L^{2}(\mathbb{R})$ for $t>0$.

Result 3. Suppose that $N \geqq 3$ and that $U \in L_{N}^{1}(\mathbb{R})$ if $U$ is generic but that $U \in$ $L_{N+1}^{1}(\mathbb{R})$ if $U$ is nongeneric. Suppose further that $(1+|x|)^{N-1} U(x)$ is in $L^{2}(\mathbb{R})$. If $u(x, t)$ is the solution to KdV given by Result 1 , then $x^{\alpha} u(x, t) \rightarrow x^{\alpha} U(x)$ in $L^{2}(+\infty)$ as $t \rightarrow 0$ for $\alpha=0$ and $\alpha=N-1$.

We should also remark that the question of uniqueness is still largely open. Uniqueness is known for the initial value problem for KdV if the initial profile is in $H^{s}$ with $s \geqq 3 / 2$ [2], [10], [15]. Uniqueness is also known within the class of solutions $u(x, t)$ such that $u(x, t)$ and $u_{x}(x, t)$ go to 0 as $x \rightarrow \pm \infty$ and $u_{x x}(x, t)$ is bounded as $x \rightarrow \pm \infty$ [12]. Kruzhkov and Faminskii [11] have shown that the problem (1.1), (1.2) is well posed in the class of functions $U$ which are $L^{2}$ on $\mathbb{R}$ and $L^{2}$ with respect to a weight on $\mathbb{R}^{+}$. Unless we add to our minimal hypotheses we cannot show that our solution $u(x, t)$ evolves in a class where either of these uniqueness theorems applies.

Notational conventions. The operator $\partial_{x}$ denotes the partial derivative with respect to the subscript variable.

$$
f^{*}(x, k)=\text { the complex conjugate of } f(x, k)
$$

In dealing with functions of $x$ and $k$, prime (') always denotes the $x$-derivative and $\operatorname{dot}(\cdot)$ always denotes the $k$-derivative; thus

$$
f^{\prime}(x, k)=\partial_{x} f(x, k), \quad f(x, k)=\partial_{k} f(x, k)
$$

The space $L_{N}^{1}(+\infty)$ consists of functions $g(x)$ such that

$$
\int_{X}^{\infty}|g(x)|(1+|x|)^{N} d x<\infty \quad \text { for all finite } X
$$

The space $L^{2}(+\infty)$ consists of functions $g(x)$ such that

$$
\int_{X}^{\infty}|g(x)|^{2} d x<\infty \quad \text { for all finite } X
$$

We use $a V b$ to denote $\max \{a, b\}$.

## 2. Analysis of the initial scattering data.

2.1. The Jost functions. Suppose that $U(x)$ belongs to $L_{N}^{1}(\mathbb{R})$ with $N \geqq 1$. Then the Jost functions for

$$
\begin{equation*}
-y^{\prime \prime}+U(x) y=k^{2} y \tag{2.1}
\end{equation*}
$$

are the solutions $f_{+}(x, k)$ and $f_{-}(x, k)$ with the asymptotic behavior

$$
\begin{equation*}
f_{+}(x, k) \sim e^{+i k x} \quad \text { as } x \rightarrow+\infty, \quad f_{-}(x, k) \sim e^{-i k x} \quad \text { as } x \rightarrow-\infty . \tag{2.2}
\end{equation*}
$$

These exist for $\operatorname{Im} k \geqq 0$ and can be represented as

$$
\begin{equation*}
f_{+}(x, k)=e^{i k x} h_{+}(x, k), \quad f_{-}(x, k)=e^{-i k x} h_{-}(x, k) \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{+}(x, k)=1+\int_{0}^{\infty} B_{+}(x, y) e^{2 i k y} d y, \quad h_{-}(x, k)=1+\int_{-\infty}^{0} B_{-}(x, y) e^{-2 i k y} d y \tag{2.4}
\end{equation*}
$$

where, in turn,

$$
\begin{aligned}
& B_{ \pm}(x, \cdot) \in L^{1}\left(\mathbb{R}^{ \pm}\right) \cap L^{\infty}\left(\mathbb{R}^{ \pm}\right) \subset L^{2}\left(\mathbb{R}^{ \pm}\right) \\
& B_{ \pm}(x, y) \text { is continuous on } \mathbb{R} \times \mathbb{R}^{ \pm}
\end{aligned}
$$

Here $\mathbb{R}^{+}=[0, \infty)$ and $\mathbb{R}^{-}=(-\infty, 0]$. Moreover, the maps $x \rightarrow B_{ \pm}(x, \cdot)$ are absolutely continuous and Fréchet differentiable from $\mathbb{R}$ to $L^{1}\left(\mathbb{R}^{ \pm}\right)$. The following estimates are valid since $U \in L_{1}^{1}(\mathbb{R})$ :

$$
\begin{align*}
& \left|B_{ \pm}(x, y)\right| \leqq\left[\exp \left\{\int_{x}^{\infty}(t-x)|U(t)| d t\right\}\right] \int_{x+y}^{\infty}|U(t)| d t  \tag{2.5+}\\
& \left|\partial_{x} B_{+}(x, y)+U(x+y)\right| \\
& \quad \leqq\left[\exp \left\{\int_{x}^{\infty}(t-x)|U(t)| d t\right\}\right] \int_{x}^{\infty}|U(t)| d t \int_{x+y}^{\infty}|U(s)| d s  \tag{2.6+}\\
& \left|\partial_{y} B_{+}(x, y)+U(x+y)\right|  \tag{2.7+}\\
& \quad \leqq 2\left[\exp \left\{\int_{x}^{\infty}(t-x)|U(t)| d t\right\}\right] \int_{x}^{\infty}|U(t)| d t \int_{x+y}^{\infty}|U(s)| d s
\end{align*}
$$

Analogous bounds (2.5-), (2.6-) and (2.7-) hold for $B_{-}(x, y), \partial_{x} B_{-}(x, y)-U(x+y)$ and $\partial_{y} B_{-}(x, y)-U(x+y)$ in terms of integrals over left-half-lines. See [1], [3]-[6] for details. Applying these bounds to the forms (2.3), (2.4), one obtains the following.

Proposition 2.1. For any fixed $x$, the functions $y^{n} B_{+}(x, y), y^{n} \partial_{x} B_{+}(x, y)$, and $y^{n} \partial_{y} B_{+}(x, y)$ are integrable over $0<y<\infty$ for $0 \leqq n \leqq N-1$. Similar results hold for $B_{-}$ with integrability over $-\infty<y<0$.

It follows that $h_{+}(x, k)$ and $\partial_{x} h_{+}(x, k)$ are $(N-1)$ times continuously differentiable with respect to $k$. Indeed, if $1 \leqq n \leqq N-1$ and $\operatorname{Im} k \geqq 0$, then

$$
\begin{equation*}
\partial_{k}^{n}\left[h_{+}(x, k)\right]=\int_{0}^{\infty}(2 i y)^{n} B_{+}(x, y) e^{2 i k y} d y \tag{2.8}
\end{equation*}
$$

If in addition $k \neq 0$, then an integration by parts yields

$$
\partial_{k}^{n}\left[h_{+}(x, k)\right] \frac{-1}{2 i k} \int_{0}^{\infty}\left[n(2 i y)^{n-1} B_{+}(x, y)+(2 i y)^{n} \partial_{y} B_{+}(x, y)\right] e^{2 i k y} d y
$$

Further

$$
\begin{equation*}
\partial_{k}^{n} \partial_{x}^{1}\left[h_{+}(x, k)\right]=\int_{0}^{\infty}(2 i y)^{n} \partial_{x} B_{+}(x, y) e^{2 i k y} d y \tag{2.9}
\end{equation*}
$$

Thus for $1 \leqq n \leqq N-1$ and for each finite $X, k \partial_{k}^{n} h_{+}(x, k)$ and $\partial_{k}^{n} \partial_{x}^{1} h_{+}(x, k)$ are uniformly bounded on $\{(x, k): x \geqq X$ and $\operatorname{Im} k \geqq 0\}$.

It is possible to get better information about the regularity of $h_{+}(x, k)$ by using the approach of Deift and Trubowitz [5, p. 130]. Let

$$
\begin{equation*}
D_{k}(y)=\int_{0}^{y} e^{2 i k t} d t=\left(e^{2 i k y}-1\right) / 2 i k \tag{2.10}
\end{equation*}
$$

Deift and Trubowitz show that $h_{+}(x, k)=1+\int_{x}^{\infty} D_{k}(t-y) U(t) h_{+}(t, k) d t$. The next several propositions are similar to results in [4]-[6].

Proposition 2.2. Assume that $U \in L_{N}^{1}(\mathbb{R})$ with $N \geqq 1$. As functions of $k$ with $x$ fixed in $\mathbb{R}, h_{+}(x, k)$ and $\partial_{x} h_{+}(x, k)$ are $C^{N-1}$ on $\{k: \operatorname{Im} k \geqq 0\}$ and $C^{N}$ on $\{k: \operatorname{Im} k \geqq$ $0, k \neq 0\}$. Further $k \partial_{k}^{N} h_{+}(x, k)$ and $k \partial_{k}^{N} \partial_{x} h_{+}(x, k)$ extend continuously to $k=0$. Moreover there are nonincreasing functions $K(x)$ such that for $0 \leqq n \leqq N, \operatorname{Im} k \geqq 0$, and $x \leqq t<\infty$
(i) $\left|k \partial_{k}^{n} h_{+}(t, k)\right| \leqq K(x)$,
(ii) $\frac{|k|}{|k|+1}\left|\partial_{k}^{n} \partial_{t}^{1} h_{+}(t, k)\right| \leqq K(x)$, and
(iii) $k \partial_{k}^{n}\left[h_{+}(x, k)\right] \rightarrow 0$ and $\partial_{k}^{n} \partial_{x}^{1}\left[h_{+}(x, k)\right] \rightarrow 0$ as $|k| \rightarrow \infty$, uniformly in $\operatorname{Im} k \geqq 0$.

Proof. We have already noted the claimed regularity on $\{k: \operatorname{Im} k \geqq 0\}$. To get the $N$ th derivative away from $k=0$, we differentiate (2.10) $N$ times formally and multiply by $k$. Thus if $\partial_{k}^{N} h_{+}(x, k)$ exists then $w \equiv k \partial_{k}^{N} h_{+}(x, k)$ satisfies the integral equation

$$
\begin{equation*}
(\mathbf{I}-\mathbf{T}) w=r \tag{2.11}
\end{equation*}
$$

where

$$
\mathrm{T}[g](x) \equiv \int_{x}^{\infty} D_{k}(t-x) U(t) g(t) d t
$$

and

$$
r(x) \equiv \sum_{\nu=1}^{N} C_{\nu} \int_{x}^{\infty} k \partial_{k}^{\nu}\left[D_{k}(t-x)\right] U(t) \partial_{k}^{N-\nu} h_{+}(t, k) d t
$$

for easily computable $C_{\nu}$. For any finite $X, T$ is a bounded operator on $L^{\infty}(X, \infty)$; indeed for $m \in \mathbb{N}$

$$
\left\|\mathbf{T}^{m} g\right\| \leqq\|g\|\left(\int_{X}^{\infty}|U(t)| d t /|k|\right)^{m}
$$

Since $\left|k \partial_{k}^{\nu}\left[D_{k}(y)\right]\right| \leqq|2 y|^{\nu}$ for all $\nu \geqq 0$, it follows that

$$
\|r\| \leqq \sum_{\nu=1}^{N} C_{\nu} \int_{x}^{\infty}|2(t-x)|^{\nu}|U(t)| A(x) d t
$$

where

$$
A(x)=\sup \left\{\left|\partial_{k}^{\mu} h_{+}(t, k)\right|: \operatorname{Im} k \geqq 0,0 \leqq \mu \leqq N-1, x \leqq t \leqq \infty\right\} .
$$

Note that $A(x)$ is finite and nonincreasing. One can also verify that

$$
\int_{x}^{\infty}|2(t-x)|^{\nu}|U(t)| d t \leqq K_{\nu}(x) \quad \text { for } 1 \leqq \nu \leqq N
$$

where $K_{\nu}$ is the nonincreasing function

$$
K_{\nu}(x)= \begin{cases}\int_{-\infty}^{\infty}|2 t|^{\nu}|U(t)| d t+|2 x|^{\nu} \int_{x}^{\infty}|U(t)| d t & \text { if } x<0 \\ \int_{-\infty}^{\infty}|2 t|^{\nu}|U(t)| d t & \text { if } x \geqq 0\end{cases}
$$

So $\|r\|$ in $L^{\infty}(X, \infty)$ is bounded by a nonincreasing function $B(X)=K(X) \sum_{1}^{N} C_{\nu} K_{\nu}$. It follows that the solution of (2.11) is given by

$$
w=\sum_{m=0}^{\infty} \mathbf{T}^{m} r
$$

and that $w$ is continuous in $x$ and $k$ in $\mathbb{R} \times\{\operatorname{Im} k \geqq 0\}$. Further analysis reveals that $w(x, k) / k$ is indeed $\partial_{k}^{N} h_{+}(x, k)$ and that

$$
\left|k \partial_{k}^{N} h_{+}(x, k)\right| \leqq \exp \left(\int_{x}^{\infty}|U(t)| d t /|k|\right) B(x) .
$$

Continuing in this vein one finds that $k \partial_{k}^{N} h_{+}(x, k)$ has a derivative with respect to $x$ in distribution sense, and then that $\partial_{x}^{1}\left[k \partial_{k}^{N} h_{+}(x, k)\right]$ is a classical derivative as well, and satisfies (ii) and (iii).

Remark. The factor $(1+|k|)^{-1}$ in (ii) is necessary because the term with $n=N$ in the sum for $r(x)$ involves $k h_{+}(x, k)$, which grows like $|k|$ as $|k| \rightarrow \infty$.
2.2. Regularity and decay of $W\left[f_{-}, f_{+}\right]$and $W\left[f_{+}^{*}, f_{-}\right]$. Let $W(k)$ and $V(k)$ be defined on $\operatorname{Im} k \geqq 0$ by $W(k)=W\left[f_{-}, f_{+}\right]$and $V(k)=W\left[f_{+}^{*}, f_{-}\right]$. Since $f_{-}, f_{+}$, and $f_{+}^{*}$ solve (2.1), these Wronskians are independent of $x$. Evaluating at $x=0$, we get

$$
\begin{equation*}
W(k)=h_{-}(0, k) h_{+}^{\prime}(0, k)-h_{-}^{\prime}(0, k) h_{+}(0, k)+2 i k h_{-}(0, k) h_{+}(0, k) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
V(k)=h_{+}^{*}(0, k) h_{-}^{\prime}(0, k)-h_{-}(0, k) h_{+}^{* \prime}(0, k) . \tag{2.13}
\end{equation*}
$$

Where ambiguity is possible we reserve prime $\left(^{\prime}\right)$ for $\partial / \partial x$ and $\operatorname{dot}(\cdot)$ for $\partial / \partial k$.
The following propositions follow immediately from the results of $\S 2.1$.
Proposition 2.3. Assume $U \in L_{N}^{1}(\mathbb{R})$ with $N \geqq$. Then $W \in C^{N-1}(\mathbb{R}) \cap C^{N}(\mathbb{R} \sim$ $\{0\}$ ). Moreover $k \partial_{k}^{N}[W(k)]$ extends continuously to $k=0$. For all $n$ with $0 \leqq n \leqq N$, $\lim _{|k| \rightarrow \infty} \partial_{k}^{n}[W(k)-2 i k]=0$.

Proposition 2.4. Assume $U \in L_{N}^{1}(\mathbb{R})$ with $N \geqq 1$. Then $V \in C^{N-1}(\mathbb{R}) \cap C^{N}(\mathbb{R} \sim$ $\{0\}) ; k \partial_{k}^{N}[V(k)]$ extends continuously to $k=0$; and $\lim _{|k| \rightarrow \infty} \partial_{k}^{n}[V(k)]=0$ for $0 \leqq n \leqq N$.
2.3. Regularity and decay of $\boldsymbol{R}_{+}(\boldsymbol{k}), \boldsymbol{R}_{-}(\boldsymbol{k})$. Recall that the reflection coefficients $R_{+}$and $R_{-}$are defined for $k \neq 0$ by

$$
R_{+}(k)=\frac{V(k)}{W(k)}, \quad R_{-}(k)=\frac{V^{*}(k)}{W(k)}
$$

We concentrate on $R_{+}(k) ; R_{-}(k)$ can be analyzed by the same methods. Note that

$$
W(k) R_{+}(k)=V(k)
$$

so that formally

$$
\begin{equation*}
W(k) R_{+}^{(n)}(k)=V^{(n)}(k)-\sum_{\nu=0}^{n-1}\binom{n}{\nu} R_{+}^{(\nu)}(k) W^{(n-\nu)}(k) . \tag{2.14}
\end{equation*}
$$

Proposition 2.5. Assume that $U \in L_{N}^{1}(\mathbb{R})$ with $N \geqq 1$. Then $R_{+} \in C^{N}(\mathbb{R} \sim\{0\})$ and $\lim _{|k| \rightarrow \infty} k R_{+}^{(n)}(k)=0$ for $0 \leqq n \leqq N$.

Furthermore
(A) If $U$ is of generic type, then $R_{+} \in C^{N-1}(\mathbb{R})$ and $k R_{+}^{(N)}(k)$ extends continuously to $k=0$.
(B) If $U$ is of exceptional type and $N \geqq 2$, then $R_{+} \in C^{N-2}(\mathbb{R})$ and both $k R_{+}^{(N-1)}(k)$ and $k^{2} R_{+}^{(N)}(k)$ extend continuously to $k=0$.

Proof. The regularity away from $k=0$ and the decay as $k \rightarrow \pm \infty$ follow from Propositions 2.3 and 2.4.

If $U$ is generic then $W(k)$ is nonzero on $\mathbb{R}$ and (A) follows by an induction using (2.14). Suppose next that $U$ is exceptional and that $N \geqq 2$. Then instead of treating $R_{+}$as the ratio $V / W$ we treat $R_{+}$as the quotient of $V / k$ and $W / k$. In this case it is
known that $W / k$ is continuous on $\mathbb{R}$ and never zero. Since $V / k$ and $W / k$ are $C^{N-2}$ on $\mathbb{R}$, so is $R_{+}$. Using (2.14) it is easy to complete the proof of (B).

We now turn to results involving $L^{2}$ hypotheses as well as $L^{1}$ assumptions on $U$.
Lemma 2.6. Suppose that $y^{\nu} U(y) \in L^{2}(\mathbb{R})$ and $U(y) \in L_{\nu+1}^{1}(\mathbb{R})$ for $0 \leqq \nu \leqq n$. Then $V^{(\nu)} \in L^{2}$ for $0 \leqq \nu \leqq n$.

Proof. Deift and Trubowitz [5, p. 159] have proved that

$$
V(k)=\int_{-\infty}^{\infty} \Pi_{1}(y) e^{-2 i k y} d y
$$

where there is a constant $K$ such that

$$
\left|\Pi_{1}(y)\right| \leqq|U(y)|+K L(y)
$$

for

$$
L(y)=\int_{y}^{\infty}|U(t)| d t \quad \text { if } y \geqq 0, \quad L(y)=\int_{-\infty}^{y}|U(t)| d t \quad \text { for } y<0 .
$$

To show that $V^{(\nu)} \in L^{2}$, it suffices to show that $y^{\nu} \Pi_{1}(y) \in L^{2}$. Since

$$
\left|\Pi_{1}(y)\right|^{2} \leqq\left(1+K^{2}\right)\left(|U(y)|^{2}+L(y)^{2}\right)
$$

it follows that

$$
\int_{0}^{\infty}\left|y^{\nu} \Pi_{1}(y)\right|^{2} d y \leqq\left(1+K^{2}\right) \int_{0}^{\infty}\left|y^{\nu} U(y)\right|^{2} d y+\left(1+K^{2}\right) \int_{0}^{\infty} y^{2 \nu} L(y)^{2} d y
$$

The first term is finite since $y^{\nu} U(y) \in L^{2}$. Further

$$
\begin{aligned}
\int_{0}^{\infty} y^{2 \nu} L(y)^{2} d y & =\int_{y=0}^{\infty}\left(y^{\nu} \int_{s=y}^{\infty}|U(s)| d s\right)\left(y^{\nu} \int_{t=y}^{\infty}|U(t)| d t\right) d y \\
& \leqq \int_{y=0}^{\infty}\left(\int_{s=0}^{\infty} s^{\nu}|U(s)| d s\right)\left(y^{\nu} \int_{t=y}^{\infty}|U(t)| d t\right) d y \\
& =\int_{s=0}^{\infty} s^{\nu}|U(s)| d s \int_{t=0}^{\infty} \frac{t^{\nu+1}}{\nu+1}|U(t)| d t<\infty .
\end{aligned}
$$

Thus $y^{\nu} \Pi_{1}(y)$ is in $L^{2}$ on $\mathbb{R}^{+}$; the proof that it is in $L^{2}$ on $\mathbb{R}^{-}$is similar.
Proposition 2.7. Suppose that $U \in L_{N}^{1}(\mathbb{R})$ and that $y^{n} U(y) \in L^{2}(\mathbb{R})$ for $0 \leqq n \leqq M$.
(A) If $U$ is of generic type, then $R_{+}^{(n)} \in L^{1}(\mathbb{R})$ and $k R_{+}^{(n)}(k) \in L^{2}(\mathbb{R})$ for $0 \leqq n \leqq$ $\min \{M, N-1\}$.
(B) If $U$ is of exceptional type, then $R_{+}^{(n)} \in L^{1}(\mathbb{R})$ and $k R_{+}^{(n)}(k) \in L^{2}(\mathbb{R})$ for $0 \leqq n \leqq$ $\min \{M, N-2\}$.

Proof. The proof is an induction based on the formula

$$
R_{+}^{(n)}(k)=\left[V^{(n)}(k)-\sum_{\nu=1}^{n}\binom{n}{\nu} R_{+}^{(n-\nu)}(k) W^{(\nu)}(k)\right] / W(k) .
$$

We discuss (A) first. Since $W(k)$ is continuous, never zero, and grows like $|k|$ at $\pm \infty$ it follows that $1 / W$ is in $L^{2}$ and that $k / W \in L^{\infty}$. Since $V \in L^{2}$, it follows that $R_{+}=V / W$ is both $L^{1}$ and $L^{2}$, and that $k R_{+} \in L^{2}$.

Keep $0 \leqq n \leqq \min \{M, N-1\}$. We then know that $V^{(n)} \in L^{2}$ and that $W^{(\nu)} \in L^{\infty}$ for $1 \leqq \nu \leqq n$, then $R_{+}^{(n)} \in L^{1} \cap L^{2}$ and $k R_{+}^{(n)} \in L^{2}$. Result (A) now follows by induction.

The induction for result (B) is similar, except that in the exceptional case we have only $R_{+} \in C^{N-2}$.
3. Regularity and decay of $\Omega_{+}(x, t)$ and $\Omega_{-}(x, t)$ for $t>0$.
3.1. Properties of $\boldsymbol{F}_{+}(\boldsymbol{x}, \boldsymbol{t})$. Recall from the introduction that the kernel of the Marchenko equation $(M+)$ is

$$
\Omega_{+}(x, t)=F_{+}(x, t)+G_{+}(x, t)
$$

where

$$
F_{+}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{+}(k) \exp \left(2 i k x+8 i k^{3} t\right) d k
$$

and

$$
G_{+}(x, t)=2 \sum_{j \in J} c_{+j} \exp \left(-2 \kappa_{j} x+8 \kappa_{j}^{3} t\right) .
$$

Since $G_{+}(x, t)$ is $C^{\infty}$ and decays exponentially as $x \rightarrow+\infty$ for fixed $t>0$, we need to concentrate on the properties of $F_{+}$. In the first part of this subsection we use a representation of $F_{+}(x, t)$ in terms of $F_{+}(x)$ and the Airy function to find out as much as possible about $F_{+}(x, t)$ without using differentiability of $R_{+}(k)$. Later we report on what can be said of $F_{+}(x, t)$ using derivatives of $R_{+}(k)$ by a careful extension of the methods of Cohen in [3]. For convenience, we set

$$
F_{+}(x):=F_{+}(x, 0)=\pi^{-1} \int_{-\infty}^{\infty} R_{+}(k) e^{2 i k x} d k
$$

Lemma 3.1. If $U(x) \in L_{1}^{1}(\mathbb{R})$, then $R_{+}(k) \in L^{2}(\mathbb{R})$ and $F_{+}(x) \in L^{2}(\mathbb{R})$.
Proof. These results are well known; see [5].
Lemma 3.2. Suppose $U(x) \in L_{1}^{1}(\mathbb{R}) \cap L_{N}^{1}\left(\mathbb{R}^{+}\right)$for some $N$ with $N \geqq 11 / 4$. Then
(a)

$$
\begin{aligned}
& \int_{0}^{\infty}\left|F_{+}(x)\right|(1+x)^{N-1} d x<\infty, \\
& \int_{0}^{\infty}\left|\partial_{+} F_{+}(x)\right|(1+x)^{N} d x<\infty .
\end{aligned}
$$

(b)

Proof. Because of the exponential decay of $G_{+}(x, 0)$ as $x \rightarrow+\infty$, it is enough to prove the analogues of (a) and (b) for $\Omega_{+}$. By Faddeev [6, p. 155], we know that

$$
\begin{equation*}
\left|\Omega_{+}(x)\right| \leqq C(x) \int_{x}^{\infty}|U(z)| d z \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\partial_{x} \Omega_{+}(x)-U(x)\right| \leqq C(x)\left[\int_{x}^{\infty}|U(z)| d z\right]^{2} \tag{3.2}
\end{equation*}
$$

where each $C(x)$ is a nonincreasing function of $x$. Now by (3.1)

$$
\begin{aligned}
\int_{0}^{\infty}\left|\Omega_{+}(x)\right| x^{N-1} d x & \leqq \int_{x=0}^{\infty} C(0) \int_{x}^{\infty}|U(z)| d z x^{N-1} d x \\
& =C(0) \int_{z=0}^{\infty}|U(z)| \int_{x=0}^{z} x^{N-1} d x d z \\
& =C(0) N^{-1} \int_{z=0}^{\infty}|U(z)| z^{N} d z<\infty
\end{aligned}
$$

Thus (a) follows. For (b), use (3.2):

$$
\int_{0}^{\infty}\left|\partial_{+} \Omega_{+}(x)\right| x^{N} d x \leqq \int_{0}^{\infty}|U(z)| x^{N} d x+\int_{0}^{\infty} C(x)\left[\int_{x}^{\infty}|U(z)| d z\right]^{2} x^{N} d x
$$

The first term is finite by hypothesis. For the second,

$$
\begin{aligned}
\int_{x=0}^{\infty}\left[\int_{x}^{\infty}|U(z)| d z\right]^{2} x^{N} d x & \leqq \int_{x=0}^{\infty}\left[x \int_{x}^{\infty}|U(z)| d z\right]\left[x^{N-1} \int_{x}^{\infty}|U(z)| d z\right] d x \\
& \leqq \int_{x=0}^{\infty}\left[\int_{x}^{\infty} z|U(z)| d z\right]\left[x^{N-1} \int_{z=x}^{\infty}|U(z)| d z\right] d x \\
& \leqq \int_{0}^{\infty}|U(z)| z d z \int_{x=0}^{\infty} x^{N-1}\left[\int_{z=x}^{\infty}|U(z)| d z\right] d x \\
& \leqq \int_{0}^{\infty}|U(z)| z d z\left[\int_{z=0}^{\infty}|U(z)| \int_{z=0}^{\infty} x^{N-1} d x d z\right] \\
& \leqq\left[\int_{0}^{\infty}|U(z)| z d z\right] N^{-1}\left[\int_{z=0}^{\infty}|U(z)| z^{N} d z\right] \\
& <\infty
\end{aligned}
$$

since each factor is finite.
By Lemmas 3.1 and 3.2 we know that $F_{+}(x)$ is a real valued function such that

$$
F_{+}(x) \in L^{2}(\mathbb{R}) \cap L_{N-1}^{1}\left(\mathbb{R}^{+}\right), \quad \partial_{x} F_{+}(x) \in L_{\mathrm{loc}}^{1}(\mathbb{R}) \cap L_{N}^{1}\left(\mathbb{R}^{+}\right)
$$

To analyze $F_{+}(x, t)$ with $t>0$, we use the observation [13] that $F_{+}(x, t)$ is essentially a convolution of $F_{+}(x)$ with an Airy function:

$$
\begin{equation*}
F_{+}(x, t)=(3 t)^{-1 / 3} \int_{-\infty}^{\infty} F_{+}(y) \mathrm{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y \tag{3.3}
\end{equation*}
$$

We use the following properties of the Airy function [13]:

$$
\begin{align*}
& |\mathrm{Ai}(z)|<1 \quad \forall z \text { in } \mathbb{R},  \tag{3.4}\\
& \mathrm{Ai}(z) \in C^{\infty}(\mathbb{R}) \text { and } \mathrm{Ai}^{\prime \prime}(z)=z \mathrm{Ai}(z),  \tag{3.5}\\
& \left|\mathrm{Ai}^{(n)}(z)\right| \leqq C_{n}^{-}(1+|z|)^{n / 2-1 / 4} \quad \text { as } z \rightarrow-\infty,  \tag{3.6}\\
& \left|\mathrm{Ai}^{(n)}(z)\right| \leqq C_{n}^{+}(1+|z|)^{n / 2-1 / 4} \exp \left(-2|z|^{3 / 2} / 3\right) \quad \text { as } z \rightarrow+\infty .
\end{align*}
$$

Because of the different behavior at $+\infty$ and $-\infty$, it is convenient to divide the integral in (3.3) into pieces. To this end let $\zeta_{1}(x)$ denote a nonincreasing $C^{\infty}$ function such that

$$
\zeta_{1}(x)=1 \quad \text { on }-\infty<x \leqq \frac{1}{3}, \quad \zeta_{1}(x)=0 \quad \text { on } \frac{2}{3} \leqq x<\infty .
$$

Let $\zeta_{2}(x):=1-\zeta_{1}(x)$. Next set $F_{i}(x)=F_{+}(x) \zeta_{i}(x)$ for $i=1,2$. Next set

$$
F_{i}(x, t)= \begin{cases}(3 t)^{-1 / 3} \int_{-\infty}^{\infty} F_{i}(y) \mathrm{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y & \text { if } t>0  \tag{3.7}\\ F_{i}(x) & \text { if } t=0\end{cases}
$$

Note that $F_{+}(x, t)=F_{1}(x, t)+F_{2}(x, t)$.
Lemma 3.3.
(a) $F_{1}(x, t)$ is $C^{\infty}$ in $\mathbb{R} \times \mathbb{R}^{+}$;
(b) $\lim _{x \rightarrow+\infty} x^{n} \partial_{x}^{j} F_{1}(x, t)=0$ for nonnegative integers $n, j$;
(c) $\int_{0}^{\infty}\left|\partial_{x}^{j} F_{1}(x, t)\right| x^{m} d x<\infty \quad$ for all $j, m$.

Proof. Part (c) follows immediately from (a) and (b). The regularity (a) follows from (3.7), the rapid decay of all $\mathrm{Ai}^{(j)}(z)$ as $z \rightarrow+\infty$, and the fact that supp $F_{1} \subseteq(-\infty, 1]$. Now

$$
\partial_{x}^{j} F_{1}(x, t)=(3 t)^{-1 / 3} \int_{-\infty}^{\infty} F_{1}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)(3 t)^{-j / 3} d y
$$

and

$$
\left|\partial_{x}^{j} F_{1}(x, t)\right| \leqq(3 t)^{-(j+1) / 3}\left[\int_{-\infty}^{1}\left|F_{1}(y)\right|^{2} d y\right]^{1 / 2}\left[\int_{-\infty}^{1}\left|\mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right|^{2} d y\right]^{1 / 2}
$$

Setting $\xi=(x-y) /(3 t)^{1 / 3}$ we see that the second integral is

$$
I(x, t)=\int_{(x-1)(3 t)^{-1 / 3}}^{\infty}\left|\mathrm{Ai}^{(j)}(\xi)\right|^{2}(3 t)^{1 / 3} d \xi .
$$

Since $\mathrm{Ai}^{(j)}(\xi)$ decays faster than exponentially as $\xi \rightarrow+\infty$, it follows that $I(x, t)$ decays at least exponentially fast as $x \rightarrow+\infty$, and (b) follows.

We next analyze $F_{2}(x, t)$. Note that supp $F_{2} \subseteq[0,+\infty]$ and that $\mathrm{Ai}\left((x-y) /(3 t)^{1 / 3}\right)$ is less well behaved as $y \rightarrow+\infty$. A technical remark precedes the analysis.

Lemma 3.4. There is a constant $C$ such that

$$
|\operatorname{Ai}(-\xi)| \leqq C(1 \vee \xi)^{-1 / 4} \quad \text { for all real } \xi .
$$

Proof. We know that $|\operatorname{Ai}(z)|<1$ for all $z$, and that there is a $K$ such that

$$
|\mathrm{Ai}(z)| \leqq K(1+|z|)^{-1 / 4} \quad \text { for all } z \leqq 0 .
$$

Choose $C=\max \{1, K\}$. If $\xi \leqq 1$, then $(1 \vee \xi)=1$ and

$$
|\mathrm{Ai}(-\xi)| \leqq 1=(1 \vee \xi)^{-1 / 4} \leqq C(1 \vee \xi)^{-1 / 4} .
$$

If $\xi>1$, then $(1 \vee \xi)=\xi$ and

$$
|\mathrm{Ai}(-\xi)| \leqq K(1+\xi)^{-1 / 4} \leqq C(1 \vee \xi)^{-1 / 4}
$$

since $(1 \vee \xi) /(1+\xi) \leqq 1$ for $\xi>1$.
Lemma 3.5. (a) $F_{2}(x, t)$ is continuous in $\mathbb{R} \times(0, \infty)$.
(b) If $0 \leqq n \leqq N-1$, then $F_{2}(x, t)=o\left(x^{-n}\right)$ as $x \rightarrow+\infty$.
(c) If $0 \leqq n \leqq N-7 / 4$, then $\int_{0}^{\infty} x^{n}\left|F_{2}(x, t)\right| d x<\infty$.

Proof. Because of the support of $F_{2}(x)$ we have

$$
\begin{equation*}
F_{2}(x, t)=(3 t)^{-1 / 3} \int_{0}^{\infty} F_{2}(y) \mathrm{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y . \tag{3.8}
\end{equation*}
$$

The integrand is continuous in $(x, t) \in \mathbb{R} \times \mathbb{R}^{+}$for each $y$. By its definition, $F_{2}(y) \in L^{1}(\mathbb{R})$. By (3.4) the integrand is bounded by $\left|F_{2}(y)\right|$. Thus (a) follows by Lebesgue's dominated convergence theorem.

For (b) we assume $0 \leqq n \leqq N-1$, keep $x \geqq 2$, and fix $t>0$. Let $A(x, t)$ denote the part of the integral in (3.8) over $[0, x / 2]$, and $B(x, t)$, the part over $[x / 2, \infty)$. We need to show that $x^{n} A(x, t)$ and $x^{n} B(x, t)$ go to 0 as $x \rightarrow+\infty$. Now

$$
\begin{aligned}
x^{n} A(x, t) & =x^{n} \int_{0}^{x / 2} F_{2}(y) \operatorname{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y \\
& =x^{n} \int_{x / 2(3 t)^{1 / 3}}^{x /(3 t)^{1 / 3}} \operatorname{Ai}(\xi) F_{2}\left(x-(3 t)^{1 / 3} \xi\right)(3 t)^{1 / 3} d \xi .
\end{aligned}
$$

Note $\xi>x / 2(3 t)^{1 / 3}$ implies $x \leqq 2(3 t)^{1 / 3} \xi$. So

$$
\begin{aligned}
\left|x^{n} A(x, t)\right| & \leqq 2^{n}(3 t)^{(n+1) / 3} \int_{x / 2(3 t)^{1 / 3}}^{x /(3 t)^{1 / 3}} \xi^{n}\left|\operatorname{Ai}(\xi) F_{2}\left(x-(3 t)^{1 / 3} \xi\right)\right| d \xi \\
& \leqq 2^{n}(3 t)^{(n+1) / 3}\left[\int_{-\infty}^{\infty}|F(s)|^{2} d s\right]^{1 / 2}\left[\int_{x / 2(3 t)^{1 / 3}}^{x /(3 t)^{1 / 3}} \xi^{2 n}|\operatorname{Ai}(\xi)|^{2} d \xi\right]^{1 / 2}
\end{aligned}
$$

The decay rate (3.6) of Ai at $+\infty$ is such that $\xi^{2 n}|\mathbf{A i}(\xi)|^{2}$ is integrable on $\mathbb{R}^{+}$. Thus $x^{n} A(x, t) \rightarrow 0$ as $x \rightarrow+\infty$.

Next, since $|\operatorname{Ai}(s)| \leqq 1$ for all $s$,

$$
\left|x^{n} B(x, t)\right|=\left|x^{n} \int_{x / 2}^{\infty} F_{2}(y) \mathrm{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y\right| \leqq 2^{n} \int_{x / 2}^{\infty} y^{n}\left|F_{2}(y)\right| d y .
$$

Since $F \in L_{N-1}^{1}\left(\mathbb{R}^{+}\right)$and $n \leqq N-1, x^{n} B(x, t) \rightarrow 0$ as $x \rightarrow+\infty$. Thus (b) is proved. For (c) note that

$$
\begin{aligned}
\int_{0}^{\infty} x^{n}\left|F_{2}(x, t)\right| d x= & \int_{0}^{\infty} x^{n}\left|(3 t)^{-1 / 3} \int_{y=0}^{\infty} F_{2}(y) \operatorname{Ai}\left(\frac{y-x}{(3 t)^{1 / 3}}\right) d y\right| d x \\
\leqq & (3 t)^{-1 / 3} \int_{x=0}^{\infty} x^{n} \int_{y=x}^{\infty}\left|F_{2}(y)\right|\left|\operatorname{Ai}\left(\frac{y-x}{(3 t)^{1 / 3}}\right)\right| d y d x \\
& +(3 t)^{-1 / 3} \int_{x=0}^{\infty} x^{n} \int_{y=0}^{x}\left|F_{2}(y)\right|\left|\operatorname{Ai}\left(\frac{y-x}{(3 t)^{1 / 3}}\right)\right| d y d x .
\end{aligned}
$$

Call these terms $T_{1}$ and $T_{2}$. It suffices to show $T_{1}$ and $T_{2}$ are finite. Now by Lemma 3.4

$$
\begin{aligned}
T_{1} & \leqq(3 t)^{-1 / 3} \int_{x=0}^{\infty} x^{n} \int_{y=x}^{\infty}\left|F_{2}(y)\right| C\left(1 \vee\left\{\frac{y-x}{(3 t)^{1 / 3}}\right\}\right)^{-1 / 4} d y d x \\
& =C(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}(y)\right| \int_{x=0}^{y} x^{n}\left(1 \vee \frac{y-x}{(3 t)^{1 / 3}}\right)^{-1 / 4} d x d y \\
& \leqq C(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}(y)\right| \int_{0}^{y} x^{n}\left(\frac{y-x}{(3 t)^{1 / 3}}\right)^{-1 / 4} d x d y .
\end{aligned}
$$

It is easy to prove by induction on $n$ that

$$
\int_{0}^{y} x^{n}\left(\frac{y-x}{(3 t)^{1 / 3}}\right)^{-1 / 4} d x \leqq(3 t)^{-1 / 12} K_{n} y^{n+3 / 4}
$$

Thus there is a function $C=C(t)$ such that

$$
T_{1} \leqq C(t) \int_{y=0}^{\infty}\left|F_{2}(y)\right| y^{n+3 / 4} d y
$$

Since $n+\frac{3}{4} \leqq N-1$ and $F_{2} \in L_{N-1}^{1}\left(\mathbb{R}^{+}\right), T_{1}<\infty$. Next

$$
T_{2}=(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}(y)\right| \int_{x=y}^{\infty} x^{n}\left|\operatorname{Ai}\left(\frac{y-x}{(3 t)^{1 / 3}}\right)\right| d x d y
$$

Consider the inside integral $I(y)$ and let $\xi=(x-y) /(3 t)^{1 / 3}$. Thus

$$
\begin{aligned}
I(y) & =\int_{\xi=0}^{\infty}\left(y+(3 t)^{1 / 3} \xi\right)^{n}|\operatorname{Ai}(\xi)|(3 t)^{1 / 3} d \xi \\
& \leqq 2^{n}(3 t)^{1 / 3} \int_{\xi=0}^{\infty}\left(y^{n}+(3 t)^{n / 3} \xi^{n}\right)|\operatorname{Ai}(\xi)| d \xi \leqq C_{1}(t) y^{n}+C_{2}(t)
\end{aligned}
$$

for positive functions $C_{1}(t), C_{2}(t)$, since $\xi^{j}|\operatorname{Ai}(\xi)| \in L^{1}\left(\mathbb{R}^{+}\right)$for all $j \geqq 0$. Now

$$
T_{2} \leqq(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}(y)\right|\left(C_{2}(t)+y^{n} C_{1}(t)\right) d y<\infty
$$

because $n \leqq N-7 / 4<N-1$ and $F_{2} \in L_{N-1}^{1}\left(\mathbb{R}^{+}\right)$.
Lemma 3.6. Suppose $0 \leqq j \leqq 2 N+1 / 2$. Then
(a) $\partial_{x}^{j} \partial_{x} F_{2}(x, t)$ is continuous in $\mathbb{R} \times(0, \infty)$,
(b) $\partial_{x} F_{2}(x, t)=o\left(x^{-n}\right)$ as $x \rightarrow+\infty$ for $0 \leqq n \leqq N$. If $j \geqq 1$, then $\partial_{x}^{j} \partial_{x} F_{2}(x, t)=o\left(x^{-n}\right)$ as $x \rightarrow+\infty$ for $0 \leqq n \leqq N+\frac{1}{4}-j / 2$,
(c) $\int_{0}^{\infty} x^{n}\left|\partial_{x}^{j} \partial_{x} F_{2}(x, t)\right| d x<\infty$ for $0 \leqq n \leqq N-\frac{3}{4}-j / 2$.

Proof. From (3.3) we see

$$
\begin{equation*}
\partial_{x} F_{2}(x, t)=(3 t)^{-2 / 3} \int_{0}^{\infty} F_{2}(y) \mathrm{Ai}^{\prime}\left(\frac{y-x}{(3 t)^{1 / 3}}\right) d y . \tag{3.9}
\end{equation*}
$$

The continuity of $\partial_{x} F_{2}(x, t)$ follows from the Lebesgue dominated convergence theorem and the facts $F_{2}(y) \in L_{N-1}^{1}$ with $N \geqq 11 / 4$ and $\mathrm{Ai}^{\prime}(\xi)=O\left(|\xi|^{+1 / 4}\right)$ as $\xi \rightarrow-\infty$. To show continuity of $\partial_{x}^{j} \partial_{x} F_{2}$ with $j \geqq 1$, we integrate by parts in (3.9) getting

$$
\begin{equation*}
\partial_{x} F_{2}(x, t)=+(3 t)^{-1 / 3} \int_{0}^{\infty} F_{2}^{\prime}(y) \operatorname{Ai}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y . \tag{3.10}
\end{equation*}
$$

Now fix $j \geqq 1$

$$
\begin{equation*}
\partial_{x}^{j} F_{2}(x, t)=(3 t)^{-(j+1) / 3} \int_{0}^{\infty} F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) d y . \tag{3.11}
\end{equation*}
$$

We need to show the continuity of $\partial_{x}^{j} \partial_{x} F_{2}$ at $x_{0} \in \mathbb{R}, t_{0}>0$. We keep $x \geqq x_{0}-1, t \geqq t_{0} / 3$. The integrand is continuous in ( $x, t$ ) for almost all $y$. Further it is uniformly bounded for $x \geqq x_{0}-1$ :

$$
\begin{aligned}
\left|F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right| & \leqq C\left|F_{2}^{\prime}(y)\right|\left(1 \vee\left\{\frac{y-x}{(3 t)^{1 / 3}}\right\}\right)^{j / 2-1 / 4} \\
& \leqq C\left|F_{2}^{\prime}(y)\right|\left(1 \vee\left\{\frac{y+1-x_{0}}{t_{0}^{1 / 3}}\right\}\right)^{j / 2-1 / 4}
\end{aligned}
$$

since $j / 2-\frac{1}{4}>0$ when $j \geqq 1$. Further this bound is integrable on $\mathbb{R}^{+}$since $F_{2}^{\prime} \in L_{N}^{1}$ and the hypothesis on $j$ implies $j / 2-\frac{1}{4} \leqq N$. This completes (a).

For the remainder of the proof fix $j$ so $0 \leqq j \leqq 2 N+\frac{1}{2}$. For part (b) we pick $n$ so $0 \leqq n \leqq N+\frac{1}{4}-j / 2$ and keep $x \geqq 2$. From (3.11) we get

$$
\left|x^{n} \partial_{x}^{j} \partial_{x} F_{2}(x, t)\right| \leqq(3 t)^{-(j+1) / 3} x^{n} \int_{0}^{\infty}\left|F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right| d y
$$

Let $J_{1}$ and $J_{2}$ be the two terms obtained by splitting the integral at $y=x / 2$. Note that $y>x / 2$ implies $x^{n} \leqq 2^{n} y^{n}$.

$$
\begin{aligned}
J_{1} & =(3 t)^{-(j+1) / 3} x^{n} \int_{0}^{x / 2}\left|F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right| d y \\
& =(3 t)^{-j / 3} x^{n} \int_{\xi=x / 2(3 t)^{1 / 3}}^{x /(3 t)^{1 / 3}}\left|F_{2}^{\prime}\left(x-(3 t)^{1 / 3} \xi\right) \mathrm{Ai}^{(j)}(\xi)\right| d \xi
\end{aligned}
$$

after setting $\xi=(x-y) /(3 t)^{1 / 3}$. Note $0 \leqq y \leqq x / 2$ implies $x^{n} \leqq 2^{n}(3 t)^{n / 3} \xi^{n}$. Thus

$$
J_{1} \leqq(3 t)^{-(n-j) / 3} 2^{n} \int_{x / 2(3 t)^{1 / 3}}^{x /(3 t)^{1 / 3}} \xi^{n}\left|F_{2}^{\prime}\left(x-(3 t)^{1 / 3} \xi\right) \mathrm{Ai}^{(j)}(\xi)\right| d \xi
$$

By (3.6) we can find a constant $K$ such that $\left|\xi^{n} \mathrm{Ai}^{(j)}(\xi)\right| \leqq K \mathrm{e}^{-\xi}$ for $\xi \geqq 0$ and in particular $\left|\xi^{n} \mathrm{Ai}^{(j)}(\xi)\right| \leqq K \exp \left(-x / 2(3 t)^{1 / 3}\right)$ for $\xi \geqq x / 2(3 t)^{-1 / 3}$. Thus

$$
J_{1} \leqq(3 t)^{(j-n) / 2} 2^{n} K \mathrm{e}^{-x / 2(3 t)^{1 / 3}} \int_{0}^{x / 2}\left|F_{2}^{\prime}(y)\right| d y
$$

Since $F_{2}^{\prime} \in L^{1}\left(\mathbb{R}^{+}\right), J_{1} \rightarrow 0$ as $x \rightarrow+\infty$.
It remains to deal with

$$
J_{2}=J_{2, j}(x)=(3 t)^{-(j+1) / 3} x^{n} \int_{x / 2}^{\infty}\left|F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right| d y
$$

If $j=0$ and $0 \leqq n \leqq N$, then

$$
J_{2,0}(x) \leqq(3 t)^{-1 / 3} 2^{n} \int_{y / 2}^{\infty} y^{n}\left|F_{2}^{\prime}(y)\right| d y
$$

which goes to 0 as $x \rightarrow+\infty$ because $F_{2}^{\prime} \in L_{N}^{1}$.
Note that (3.6) implies that there is a constant $A_{j}$ such that

$$
\left|\mathrm{Ai}^{(j)}(-\xi)\right| \leqq A_{j}(1 \vee \xi)^{j / 2-1 / 4}
$$

for real $\xi$. Thus when $j \geqq 1$ we get

$$
\begin{aligned}
J_{2, j}(x) & \leqq(3 t)^{-(j+1) / 3} 2^{n} \int_{x / 2}^{\infty} y^{n}\left|F_{2}^{\prime}(y)\right| A_{j}\left(1 \vee \frac{y-x}{(3 t)^{1 / 3}}\right)^{j / 2-1 / 4} d y \\
& \leqq C_{1}(t) \int_{x / 2}^{x+(3 t)^{1 / 3}} y^{n}\left|F_{2}^{\prime}(y)\right| d y+C_{2}(t) \int_{x+(3 t)^{1 / 3}}^{\infty} y^{n}\left|F_{2}^{\prime}(y)\right|(y-x)^{j / 2-1 / 4} d y
\end{aligned}
$$

where $C_{1}(t)$ and $C_{2}(t)$ are positive functions of $t$. The first integral goes to 0 as $x \rightarrow+\infty$ because $n \leqq N-\frac{1}{4}<N$. In the second integral note $(y-x)^{j / 2-1 / 4}$ is a decreasing function of $x$ since $j \geqq 1$. Keeping $x \geqq 1$, the second integral is bounded by

$$
\int_{x+(3 t)^{1 / 3}}^{\infty} y^{n}\left|F_{2}^{\prime}(y)\right|(y-1)^{j / 2-1 / 4} d y
$$

which goes to zero as $x \rightarrow+\infty$ since we assume $n+j / 2-\frac{1}{4} \leqq N$ and know $F_{2}^{\prime} \in L_{N}^{1}$. This finishes (b).

We finally turn to part (c). Keep $0 \leqq n \leqq N-\frac{3}{4}-j / 2$ and note $n<N$ for all $j \geqq 0$. Now

$$
\int_{0}^{\infty} x^{n}\left|\partial_{x}^{j} \partial_{x} F_{2}(x, t)\right| d x \leqq \int_{x=0}^{\infty} x^{n}\left(\int_{y=0}^{x}+\int_{y=x}^{\infty}\right)(3 t)^{-(j+1) / 3}\left|\mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right) F_{2}^{\prime}(y)\right| d y d x .
$$

Let $K_{1}$ denote the integral $\int_{x=0}^{\infty} \int_{y=0}^{x} \cdots d y d x$, and let $K_{2}$ denote the other. Set $\xi=$ $(x-y) /(3 t)^{1 / 3}$ in $K_{1}$. We get

$$
\begin{aligned}
& K_{1}=(3 t)^{-j / 3} \int_{x=0}^{\infty} x^{n}\left(\int_{\xi=0}^{x /(3 t)^{1 / 3}}\left|\mathrm{Ai}^{(j)}(\xi) F_{2}^{\prime}\left(x-(3 t)^{1 / 3} \xi\right)\right| d \xi\right) d x \\
&=(3 t)^{-j / 3} \int_{\xi=0}^{\infty}\left|\mathrm{Ai}^{(j)}(\xi)\right| \int_{x=(3 t)^{1 / 3} \xi}^{\infty} x^{n}\left|F_{2}^{\prime}\left(x-(3 t)^{1 / 3} \xi\right)\right| d x d \xi \\
&=(3 t)^{-j / 3} \int_{\xi=0}^{\infty}\left|\mathrm{Ai}^{(j)}(\xi)\right| \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right|\left(y+(3 t)^{1 / 3} \xi\right)^{n} d y d \xi \\
& \leqq(3 t)^{-j / 3} 2^{n}\left[\int_{\xi=0}^{\infty}\left|\mathrm{Ai}^{(j)}(\xi)\right| \int_{y=0}^{\infty} y^{n}\left|F_{2}^{\prime}(y)\right| d y d \xi\right. \\
&\left.\quad+(3 t)^{n / 3} \int_{\xi=0}^{\infty}\left|\mathrm{Ai}^{(j)}(\xi)\right| \xi^{n} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right| d y\right]<\infty
\end{aligned}
$$

since $F_{2}^{\prime} \in L_{N}^{1}$ with $N \geqq 11 / 4$ and $\mathrm{Ai}^{(j)}(\xi)$ has faster than exponential decay as $\xi \rightarrow+\infty$, and $\left|y+(3 t)^{1 / 3} \xi\right|^{n} \leqq 2^{n}\left(y^{n}+(3 t)^{n / 3} \xi^{n}\right)$.

$$
K_{2}=(3 t)^{-(j+1) / 3} \int_{x=0}^{\infty} x^{n} \int_{y=x}^{\infty}\left|F_{2}^{\prime}(y) \mathrm{Ai}^{(j)}\left(\frac{x-y}{(3 t)^{1 / 3}}\right)\right| d y d x .
$$

By (3.6)

$$
\begin{aligned}
K_{2} & \leqq(3 t)^{-(j+1) / 3} \int_{x=0}^{\infty} x^{n} \int_{y=x}^{\infty}\left|F_{2}^{\prime}(y)\right| C_{j}^{+}\left(1+\frac{y-x}{(3 t)^{1 / 3}}\right)^{-j / 2-1 / 4} d y d x \\
& \leqq C_{j}^{+}(3 t)^{-(j+1) / 3} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right| \int_{x=0}^{y} x^{n}\left(1+\frac{y-x}{(3 t)^{1 / 3}}\right)^{j / 2-1 / 4} d x d y .
\end{aligned}
$$

In case $j \geqq 1$ we have $j / 2-\frac{1}{4}>0$. So for $x \geqq 1$

$$
\begin{aligned}
K_{2} & \leqq C_{j}^{+}(3 t)^{-(j+1) / 3} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right| \int_{x=0}^{y} x^{n}\left(1+\frac{y-1}{(3 t)^{1 / 3}}\right)^{j / 2-1 / 4} d x d y \\
& \leqq C(3 t)^{-(j+1) / 3} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right|(1+y)^{n+1+j / 2-1 / 4} d y<\infty
\end{aligned}
$$

since $n+\frac{3}{4}-j / 2 \leqq N$. If $j=0$, then $j / 2-\frac{1}{4}<0$ and this argument fails. However, if $j=0$ we get

$$
K_{2} \leqq C_{j}^{+}(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right| \int_{x=0}^{y} x^{n}\left(1+\frac{y-x}{(3 t)^{1 / 3}}\right)^{-1 / 4} d x d y
$$

By induction one shows that the inner integral is $O\left(y^{n+(3 / 4)}\right)$. Thus

$$
K_{2} \leqq C(3 t)^{-1 / 3} \int_{y=0}^{\infty}\left|F_{2}^{\prime}(y)\right|(1+y)^{n+3 / 4} d y<\infty
$$

since we are assuming $n \leqq N-\frac{3}{4}$ when $j=0$.
The results of Lemmas 3.5 and 3.6 rely on the fact that $\partial_{x} F_{+}(x, 0)$ is in $L^{1}(+\infty)$. By contrast our next result does not use estimates on $\partial_{x} F_{+}(x, 0)$. The next result is used by Kappeler in [9] where he considers KdV with certain measures as initial data. Up to this point we have used the Airy function strenuously; the rest of our results in this section rely on the type of analysis found in Cohen's paper [3]. Also by way of contrast, note that the distinction between generic and nongeneric data does not arise in the Airy function approach, whereas it does arise using the method of [3].

Proposition 3.7. Suppose that $U \in L_{M}^{1}(\mathbb{R})$ with $M \geqq 3$. If $U$ is generic, set $N=M$; otherwise, set $N=M-1$. Let $R_{+}$be the reflection coefficient of $U(x)$. Then a function

$$
F_{+}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{+}(k) \exp \left(2 i k x+8 i k^{3} t\right) d k
$$

may be well defined on $\mathbb{R} \times(0, \infty)$ as an improper Riemann integral. Further for each fixed $t>0, F_{+}(x, t)$ is $(2 N-1)$-times continuously differentiable with respect to $x$. Moreover for arbitrarily small $\varepsilon(0<\varepsilon \ll 1 / 2)$ there are functions $K_{0, N}(t)$ and $K_{1, N}(t)$ such that

$$
\begin{aligned}
& \left|F_{+}(x, t)\right| \leqq K_{0, N}(t) x^{-N+1+\varepsilon}, \\
& \left|\partial_{x}^{j} F_{+}(x, t)\right| \leqq K_{j, N}(t) x^{-N+j / 2+\varepsilon} \quad \text { for } 1 \leqq j \leqq 2 N-1
\end{aligned}
$$

whenever $x>12 t>0 . K_{j, N}(t)$ can be chosen nonincreasing, bounded as $t \uparrow+\infty$, and $O\left(t^{-j / 2-\varepsilon}\right)$ as $t \downarrow 0$.

Proof. Use Proposition 2.7 and a careful adaptation of the methods of [3].
3.2. Properties of $\boldsymbol{F}_{-}(\boldsymbol{x}, \boldsymbol{t})$. Recall that the crucial term in the kernel of the left-side Marchenko equation is

$$
F_{-}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{-}(k) \exp \left(-2 i k x-8 i k^{3} t\right) d k
$$

Since $R_{-}(-k)=R_{-}^{*}(k)$, this may be rewritten as

$$
F_{-}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{-}^{*}(k) \exp \left(2 i k x+8 i k^{3} t\right) d k
$$

Because $R_{-}^{*}(k)=V^{*}(k) / W(k)$, the analysis of $R_{+}$is easily adapted to $R_{-}$and the regularity of $F_{-}$is the same as that of $F_{+}$. The decay of $F_{-}$and its derivatives as $x \rightarrow-\infty$ requires different treatment because there will be stationary points when $x<0$, namely $k= \pm(|x| / 12 t)^{1 / 2}$.

The purpose of this subsection is to identify conditions on $R_{-}(k)$ sufficient to verify the hypotheses on $F_{-}$in Kappeler's $L^{2}$ inverse scattering theorem [8]. The crucial point is to see when $\partial_{x}^{j} F_{-}(x, t)$ and $|x|^{1 / 2} \partial_{x}^{j} F_{-}(x, t)$ are in $L^{2}(-\infty, X)$ for finite $X$ and $j=0,1, \cdots, 4$. We formulate the results in two ways to allow some flexibility as to whether we ask $R_{-}$to have many derivatives of slower decay or fewer derivatives of faster decay.

This subsection will not be used until late in § 5 .
Lemma 3.8. Suppose the function $g$ has property $A(\lambda, N)$, namely

$$
\begin{aligned}
& g \in C^{N}(\mathbb{R}) \quad \text { for } N \geqq 2, \\
& g^{(n)}(k)=O\left(|k|^{-\lambda}\right) \quad \text { as }|k| \rightarrow \infty \text { for } n=0,1,2, \\
& g^{(n)}(k)=O\left(|k|^{-\lambda(n)}\right) \quad \text { as }|k| \rightarrow \infty \text { for } 3 \leqq n \leqq N
\end{aligned}
$$

where

$$
\lambda \geqq 1, \quad \lambda(n) \geqq \max \{1, \lambda-n\} \quad \text { and } \quad \lambda \geqq \lambda(3) \geqq \cdots \geqq \lambda(N) .
$$

Let $G(x, t)$ be defined by

$$
G(x, t)=\int_{-\infty}^{\infty} g(k) e^{8 i k^{3} t+2 i k x} d k
$$

If $N \geqq \lambda+3 / 2$, then for $t>0$
(i) $\partial_{x}^{j} G(x, t)=O\left(|x|^{-(\lambda-j) / 2-1 / 4}\right)$ as $x \rightarrow-\infty$ for $j=0,1,2$.

If $N>(\lambda+1) / 2$, then for $t>0$ there is a $\delta$ such that $0<\delta \ll 1$ and
(ii) $\partial_{x}^{j} G(x, t)=O\left(|x|^{-1 / 2(\lambda-j)-\delta}\right)$ as $x \rightarrow-\infty, j=0,1,2$.

Proof. This proof requires the careful extension and correction of the Appendix B of [13], i.e., a careful analysis by the method of stationary phase.

Remark. Result (ii) gets a weaker result but requires less regularity in $g$ for fixed $\lambda$. The following applications will be used in discussion of the $L^{2}$ inverse scattering problem in § 5 .

Application 1(i). Suppose $g$ satisfies $A(\lambda, N)$ with $5 / 2<\lambda \leqq 7 / 2, N=5$, and $\lambda(n)=1$ for $3 \leqq n \leqq 5$. Then $N \geqq \lambda+3 / 2$. Part (i) of Lemma 3.8 tells us that for $t>0$

$$
\partial_{x} G(x, t)=O\left(|x|^{-(\lambda-1) / 2-1 / 4}\right)=O\left(|x|^{-\lambda / 2+1 / 4}\right) \quad \text { as } x \rightarrow-\infty .
$$

Since $-\lambda / 2+\frac{1}{4}<-1$, it follows that both $\partial_{x} G(x, t)$ and $|x|^{1 / 2} \partial_{x} G(x, t)$ are in $L^{2}(-\infty)$.

Application 1(ii). Suppose $g$ satisfies $A(\lambda, N)$ with $\lambda=3, N=3, \lambda(3)=1$. This requires more decay but fewer derivatives than the previous application. Note that $N>(\lambda+1) / 2$. By part (ii) of Lemma 3.8, if $t>0$, then

$$
\partial_{x} G(x, t)=O\left(|x|^{-(\lambda-1) / 2-\delta}\right)=O\left(|x|^{-1-\delta}\right)
$$

for some very small positive $\delta$. Thus, in this case also, both $\partial_{x} G(x, t)$ and $|x|^{1 / 2} \partial_{x} G(x, t)$ are in $L^{2}(-\infty)$.

Application 2(i). Suppose that $g \in C^{8}(\mathbb{R})$ and that

$$
\begin{aligned}
& g^{(n)}(k)=O\left(|k|^{-\lambda_{0}}\right) \quad \text { as }|k| \rightarrow \infty \text { for } n=0,1,2, \\
& g^{(n)}(k)=O\left(|k|^{-\lambda_{0}(n)}\right) \quad \text { as }|k| \rightarrow \infty \text { for } 3 \leqq n \leqq 8
\end{aligned}
$$

where

$$
\begin{aligned}
& \lambda_{0}=\frac{11}{2}+\varepsilon, \quad 0<\varepsilon<\frac{1}{2}, \\
& \lambda_{0}(n) \geqq \max \left\{1, \lambda_{0}-n\right\} \quad \text { for } 3 \leqq n \leqq 8, \\
& 4=\lambda_{0}(3) \geqq \lambda_{0}(4) \geqq \cdots \geqq \lambda_{0}(8) .
\end{aligned}
$$

Let $g_{0}=g$ and $g_{1}=g^{\prime}$. Then it is easy to see that $g_{0}$ satisfies $A(\lambda, N)$ with $\lambda=\lambda_{0}$ and $N=8$. One can also verify that $g_{1}$ satisfies $A(\lambda, N)$ with $\lambda=\lambda_{1}=4$ and $N=7$. Since $8>\lambda_{0}+3 / 2$ we can apply Lemma 3.8(i) to get

$$
\partial_{x}^{j} G_{0}(x, t)=O\left(|x|^{-\left(\lambda_{0}-j\right) / 2-1 / 4}\right) \quad \text { as } x \rightarrow-\infty, \quad j=0,1,2 .
$$

Since $7>\lambda_{1}+3 / 2$, we can also obtain

$$
\partial_{x}^{j} G_{1}(x, t)=O\left(|x|^{-\left(\lambda_{1}-j\right) / 2-1 / 4}\right) \quad \text { as } x \rightarrow-\infty, \quad j=0,1,2 .
$$

Recall that

$$
\begin{aligned}
& \partial_{x}^{2} G_{0}(x, t)=\frac{1}{6 i t} G_{1}(x, t)+\frac{x}{3 t} G_{0}(x, t), \\
& \partial_{x}^{3} G_{0}(x, t)=\frac{1}{6 i t} \partial_{x}^{1} G_{1}(x, t)+\frac{1}{3 t} G_{0}(x, t)+\frac{x}{3 t} \partial_{x} G_{0}(x, t), \\
& \partial_{x}^{4} G_{0}(x, t)=\frac{1}{6 i t} \partial_{x}^{2} G_{1}(x, t)+\frac{2}{3 t} G_{0}(x, t)+\frac{x}{3 t} \partial_{x}^{2} G_{0}(x, t) .
\end{aligned}
$$

It follows that

$$
\partial_{x}^{3} G_{0}(x, t)=O\left(|x|^{-1-(3 / 4)}\right) \quad \text { as } x \rightarrow-\infty
$$

and

$$
\partial_{x}^{4} G_{0}(x, t)=O\left(|x|^{-1-\varepsilon / 2}\right) \quad \text { as } x \rightarrow-\infty .
$$

We can conclude that for $j=0,1, \cdots, 4$ both $\partial_{x}^{j} G(x, t)$ and $|x|^{1 / 2} \partial_{x}^{j} G(x, t)$ belong to $L^{2}(-\infty)$.

Application 2(ii). Suppose that $g$ satisfies $A(\lambda, N)$ with $\lambda=6, N=4, \lambda(3)=4$, and $\lambda(4)=2$. Then since $4>(6+1) / 2$, Lemma 3.8(ii) gives us

$$
\partial_{x}^{j} G_{1}(x, t)=O\left(|x|^{-(6-j) / 2-\delta}\right) \quad \text { as } x \rightarrow-\infty, \quad j=0,1,2
$$

for some small positive $\delta$. Also $g^{\prime}$ satisfies $A(\lambda, N)$ with $\lambda=4$ and $N=3$. Since $3>(4+1) / 2$, Lemma 3.8(i) gives us

$$
\partial_{x}^{j} G_{1}(x, t)=O\left(|x|^{-(4-j) / 2-1 / 4}\right) \quad \text { as } x \rightarrow-\infty, \quad j=0,1,2 .
$$

Thus

$$
\begin{aligned}
& \partial_{x}^{j} G(x, t)=O\left(|x|^{-3+j / 2-\delta}\right) \quad \text { as } x \rightarrow-\infty, \quad j=0,1,2, \\
& \partial_{x}^{3} G(x, t)=O\left(|x|^{-3 / 2-\delta}\right) \quad \text { as } x \rightarrow-\infty, \\
& \partial_{x}^{4} G(x, t)=O\left(|x|^{-1-\delta}\right) \quad \text { as } x \rightarrow-\infty .
\end{aligned}
$$

It follows that for $j=0,1, \cdots, 4$ both $\partial_{x}^{j} G(x, t)$ and $|x|^{1 / 2} \partial_{x}^{j} G(x, t)$ are in $L^{2}(-\infty)$.
4. The regularity of the solutions of the Marchenko equation. The right-hand side Marchenko equation is

$$
\begin{equation*}
B_{+}(x, y)+\Omega_{+}(x+y)+\int_{0}^{\infty} B_{+}(x, z) \Omega_{+}(x+y+z) d z=0 . \tag{4.1}
\end{equation*}
$$

It is well known [1], [6] that if $\Omega_{+} \in L^{1}(+\infty) \cap L^{\infty}(+\infty)$ and if $\Omega_{+}^{\prime} \in L_{1}^{1}(+\infty)$, then $\Omega_{+}$ generates a compact operator from $L^{1}\left(\mathbb{R}^{+}\right)$to $L^{1}\left(\mathbb{R}^{+}\right)$and from $L^{2}\left(\mathbb{R}^{+}\right)$to $L^{2}\left(\mathbb{R}^{+}\right)$for each $x$ by

$$
\mathbf{\Omega}_{+x}[f](y)=\int_{0}^{\infty} f(z) \Omega_{+}(x+y+z) d z
$$

Theorems 4.1 and 4.2 are similar to results in [4]-[6]. They are stated here in the form used later.

Theorem 4.1. Suppose $n \geqq 1$. Suppose that $\Omega_{+} \in C^{n+1}(\mathbb{R})$ and that for all finite $X$
(i) $\int_{X}^{\infty}\left|\Omega_{+}^{\prime}(s)\right|(1+|s|) d s<\infty$;
(ii) If $0 \leqq k \leqq n$, then $\int_{X}^{\infty}\left|\Omega_{+}^{(k)}(s)\right| d s<\infty$;
(iii) If $0 \leqq k \leqq n+1$, then $\sup \left\{\left|\Omega_{+}^{(k)}(X+s)\right|: s \geqq 0\right\}<\infty$;
(iv) $\int_{X}^{\infty}\left|\Omega_{+}^{(n+1)}(s)\right|^{2} d s<\infty$.

Then (4.1) has a unique solution $B_{+}(x, \cdot)$ in $L^{1}\left(\mathbb{R}^{+}\right) \cap L^{2}\left(\mathbb{R}^{+}\right)$. Further $x \mapsto B_{+}(x, \cdot)$ is ( $n+1$ )-times Frechet-differentiable as a function from $\mathbb{R}$ to $L^{2}\left(\mathbb{R}^{+}\right)$. Moreover $\partial_{x}^{k} B_{+}(x, y)$ is continuous in $\mathbb{R} \times[0, \infty)$ for $k \leqq n+1$. Finally if $k \leqq n$, then $\partial_{x}^{k} B_{+}(x, \cdot) \in$ $L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$.

Proof. Consider first the case $n=1$ :
The existence of $B_{+}(x, \cdot)$ in $L^{1}\left(\mathbb{R}^{+}\right)$is well known [1], [6]. We need to show (a) that $x \mapsto B_{x}(x, \cdot)$ is twice differentiable as a function from $\mathbb{R}$ to $L^{2}\left(\mathbb{R}^{+}\right)$, (b) that $\partial_{x}^{k} B_{+}(x, y)$ is continuous on $\mathbb{R} \times \mathbb{R}^{+}$for $k=0,1,2$, and (c) that $\partial_{x}^{k} B_{+}(x, \cdot) \in L^{1}\left(\mathbb{R}^{+}\right)$for $k=0,1$.

Since $\Omega_{+} \in L^{1}(+\infty)$ it is easy to check that $x \mapsto \boldsymbol{\Omega}_{+x}$ is continuous in the uniform operator norm on both $L^{1}\left(\mathbb{R}^{+}\right)$and $L^{\infty}\left(\mathbb{R}^{+}\right)$. Thus $\left(\mathbf{I}+\boldsymbol{\Omega}_{+x}\right)^{-1}$ also depends continuously on $x$ in the uniform norm in $\mathscr{L}\left(L^{1}\left(\mathbb{R}^{+}\right)\right)$. It is also easy to see that $\boldsymbol{\Omega}_{+x}$ maps $L^{1}\left(\mathbb{R}^{+}\right)$ into $L^{\infty}\left(\mathbb{R}^{+}\right)$:

$$
\sup _{y \geqq 0}\left|\Omega_{+x}[g](y)\right| \leqq \sup _{y \geqq 0} \int_{0}^{\infty}|g(z)|\left|\Omega_{+}(x+y+z)\right| d z \leqq \sup _{s>x}\left|\Omega_{+}(s)\right| \cdot \int_{z=0}^{\infty}|g(z)| d z .
$$

It now follows from (4.1) that $B_{+}(x, \cdot)$ is in $L^{\infty}\left(\mathbb{R}^{+}\right)$as well as in $L^{1}\left(\mathbb{R}^{+}\right)$. To see the continuity of $B_{+}(x, y)$ we note

$$
\begin{aligned}
B_{+}\left(x_{1}, y_{1}\right)-B_{+}\left(x_{2}, y_{2}\right)= & -\Omega_{+}\left(x_{1}, y_{1}\right)+\Omega_{+}\left(x_{2}, y_{2}\right) \\
& -\int_{0}^{\infty} B_{+}\left(x_{1}, z\right)\left\{\Omega_{+}\left(x_{1}+y_{1}+z\right)-\Omega_{+}\left(x_{2}+y_{2}+z\right)\right\} d z \\
& -\int_{0}^{\infty}\left\{B_{+}\left(x_{1}, z\right)-B_{+}\left(x_{2}, z\right)\right\} \Omega_{+}\left(x_{2}+y_{2}+z\right) d z .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left|B_{+}\left(x_{1}, y_{1}\right)-B_{+}\left(x_{2}, y_{2}\right)\right| \leqq \mid \Omega_{+} & \left(x_{1}+y_{1}\right)-\Omega_{+}\left(x_{2}+y_{2}\right) \mid \\
& +\sup _{s \geqq s_{0}}\left|\Omega_{+}^{\prime}(s)\right|\left|x_{1}+y_{1}-x_{2}-y_{2}\right|\left\|B_{+}\left(x_{1}, \cdot\right)\right\|_{L^{1}} \\
& +\sup _{s \geqq s_{0}}\left|\Omega_{+}(s)\right| \cdot\left\|B_{+}\left(x_{1}, \cdot\right)-B_{+}\left(x_{2}, \cdot\right)\right\|_{L^{1}}
\end{aligned}
$$

where $s_{0} \leqq \min \left\{x_{1}+y_{1}, x_{2}+y_{2}\right\}$. The continuity of $B_{+}(x, y)$ as a map $\mathbb{R} \times \mathbb{R}^{+} \rightarrow R$ now follows easily.

For the rest of this section we will omit the subscripts "+" from $B_{+}, \Omega_{+}$, and $\boldsymbol{\Omega}_{+}$. Where we intend $B_{-}$and $\Omega_{-}$, the subscript "-" will appear.

Next we ask whether $x \mapsto B(x, \cdot)$ is differentiable as a map $\mathbb{R} \mapsto L^{1}\left(\mathbb{R}^{+}\right)$.
For $h \neq 0$, set

$$
\Phi_{h}(x, y)=\frac{\Omega(x+y+h)-\Omega(x+y)}{h}+\int_{z=0}^{\infty} B(x, z) \frac{\Omega(x+y+z+h)-\Omega(x+y+z)}{h} d z
$$

and for $h=0$, set

$$
\Phi_{0}(x, y)=\Omega^{\prime}(x+y)+\int_{0}^{\infty} B(x, z) \Omega^{\prime}(x+y+z) d z .
$$

Note that

$$
\frac{B(x+h, y)-B(x, y)}{h}=-\left(\mathbf{I}+\mathbf{\Omega}_{(x+h)}\right)^{-1}\left[\Phi_{h}(x, \cdot)\right](y) .
$$

Clearly $\Phi_{h}(x, \cdot) \in L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$for all $h$. Further $\Phi_{h}(x, \cdot) \mapsto \Phi_{0}(x, \cdot)$ in both $L^{1}\left(\mathbb{R}^{+}\right)$ and $L^{\infty}\left(\mathbb{R}^{+}\right)$as $h \rightarrow 0$. Thus

$$
\lim _{h \rightarrow \infty} \frac{B(x+h, \cdot)-B(x, \cdot)}{h}=-\left(\mathbf{I}+\mathbf{\Omega}_{x}\right)^{-1}\left[\Phi_{0}(x, \cdot)\right] \quad \text { in } L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) .
$$

Thus

$$
\begin{aligned}
\partial_{x}^{1} B(x, y)+\int_{z=0}^{\infty} \partial_{x}^{1} B(x, z) \Omega(x+y+z) d z & =-\Phi_{0}(x, y) \\
& =-\Omega^{\prime}(x+y)-\int_{0}^{\infty} B(x, z) \Omega^{\prime}(x+y+z) d z
\end{aligned}
$$

It now follows that $\partial_{x}^{1} B(x, y)$ depends continuously on $x$ and $y$.
Finally consider the map $x \mapsto \partial_{x}^{1} B(x, \cdot)$ as going from $\mathbb{R}$ to $L^{2}\left(\mathbb{R}^{+}\right)$. We must show that it is differentiable. Write $B^{(1,0)}(x, y)$ for $\partial_{x}^{1} B(x, y)$. For $h \neq 0$, set

$$
\psi_{h}(x, \cdot)=-\left(\mathbf{I}+\mathbf{\Omega}_{(x+h)}\left[\frac{B^{(1,0)}(x+h, \cdot)-B^{(1,0)}(x, \cdot)}{h}\right] .\right.
$$

Since all $B^{(1,0)}(x, \cdot)$ are in $L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$it follows that $\psi_{h}(x, \cdot)$ is in $L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. Computation shows that

$$
\begin{aligned}
\psi_{h}(x, y)= & \frac{\Omega^{\prime}(x+y+h)-\Omega^{\prime}(x+y)}{h}+\int_{0}^{\infty} \frac{B(x+h, z)-B(x, z)}{h} \Omega^{\prime}(x+y+h+z) d z \\
& +\int_{0}^{\infty} B^{(1,0)}(x, z) \frac{\Omega(x+y+h+z)-\Omega(x+y+z)}{h} d z \\
& +\int_{0}^{\infty} B(x, z) \frac{\Omega^{\prime}(x+y+h+z)-\Omega^{\prime}(x+y+z)}{h} d z
\end{aligned}
$$

For $h=0$ set

$$
\psi_{0}(x, y)=\Omega^{\prime \prime}(x+y)+2 \int_{0}^{\infty} B^{(1,0)}(x, z) \Omega^{\prime}(x+y+z) d z+\int_{0}^{\infty} B(x, z) \Omega^{\prime \prime}(x+y+z) d z
$$

Our hypotheses and earlier results tell us that

$$
\psi_{0}(x, \cdot) \in L^{2}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)
$$

Now we verify that $\psi_{h}(x, \cdot) \rightarrow \psi_{0}(x, \cdot)$ in $L^{2}\left(\mathbb{R}^{+}\right)$. As a function of $y$ in $\mathbb{R}^{+},\left\{\Omega^{\prime}(x+\right.$ $\left.y+h)-\Omega^{\prime}(x+y)\right\} / h$ converges to $\Omega^{\prime \prime}(x+y)$ in $L^{2}\left(\mathbb{R}^{+}\right)$as $h \rightarrow 0$. The remaining three terms in $\psi_{h}(x, y)$ are essentially convolutions. It is straightforward to verify the convergence of the factors in these convolutions in $L^{2}\left(\mathbb{R}^{+}\right)$. Thus, still in $L^{2}\left(\mathbb{R}^{+}\right), \psi_{h}(x, \cdot) \rightarrow$ $\psi_{0}(x, \cdot)$ as $h \rightarrow 0$. Thus

$$
\begin{aligned}
\lim _{h \rightarrow 0} \frac{B^{(1,0)}(x+h, \cdot)-B^{(1,0)}(x, \cdot)}{h} & =-\lim _{h \rightarrow 0}\left(\mathbf{I}+\mathbf{\Omega}_{(x+h)}\right)^{-1} \Psi_{h}(x, \cdot) \\
& =-\left(\mathbf{I}+\mathbf{\Omega}_{x}\right)^{-1} \psi_{0}(x, \cdot)
\end{aligned}
$$

So $\partial_{x}^{2} B(x, \cdot)$ exists in $L^{2}\left(\mathbb{R}^{+}\right)$and satisfies

$$
\begin{aligned}
\partial_{x}^{2} B(x, y)+\int_{0}^{\infty} \partial_{x}^{2} B(x, z) \Omega(x+y+z) d z= & -\Omega^{\prime \prime}(x+y)-2 \int_{0}^{\infty} B^{(1,0)}(x, z) \Omega^{\prime}(x+y+z) d z \\
& -\int_{0}^{\infty} B(x, z) \Omega^{\prime \prime}(x+y+z) d z .
\end{aligned}
$$

The continuity of $\partial_{x}^{2} B(x, y)$ follows from analysis of this equation.
This proves the theorem for $n=1$. The method extends in the obvious way to cases where $n>1$.

Theorem 4.2. Suppose that $\Omega(x, t)$ has the following properties:
(i) For fixed $t>0, \Omega(x, t)$ is a $C^{1}$ function of $x$, and

$$
\int_{X}^{\infty}\left|\partial_{x} \Omega(x, t)\right|(1+|x|) d x<\infty \quad \text { for all finite } X
$$

(ii) The mapping $t \mapsto \Omega(\cdot, t)$ is differentiable both as a map from $(0, \infty)$ to $L^{1}(+\infty)$ and from $(0, \infty)$ to $L^{\infty}(+\infty) ; \int_{X}^{\infty}\left|\partial_{t} \Omega(x, t)\right| d x<\infty$, for finite $X$.
(iii) The mapping $t \mapsto \Omega(\cdot, t)$ is differentiable as a map from $(0, \infty)$ to $L^{2}(+\infty)$, $\int_{X}^{\infty}\left|\partial_{t} \partial_{x} \Omega(x, t)\right|^{2} d x<\infty$ for finite $X$.
(iv) For fixed $t>0$, the functions $\Omega(x, t), \partial_{x} \Omega(x, t), \partial_{t} \Omega(x, t)$, and $\partial_{t} \partial_{x} \Omega(x, t)$ are in $L^{\infty}(+\infty)$.
(v) The functions mentioned in (iv) are continuous on $\mathbb{R} \times(0, \infty)$. For each $t>0$, let $B(x, \cdot, t)$ denote the solution of

$$
B(x, y, t)+\Omega(x+y, t)+\int_{0}^{\infty} B(x, z, t) \Omega(x+y+z, t) d z=0,
$$

which is the Marchenko equation with $\Omega=\Omega(x, t)$. Then
(a) The map $t \mapsto B(x, \cdot, t)$ is differentiable both as a map $(0, \infty) \rightarrow L^{1}\left(\mathbb{R}^{+}\right)$and as a map $(0, \infty) \rightarrow L^{2}\left(\mathbb{R}^{+}\right)$. Further both $B(x, y, t)$ and $\partial_{t} B(x, y, t)$ are continuous in $\mathbb{R} \times$ $[0, \infty) \times(0, \infty)$.
(b) The map $t \mapsto \partial_{x} B(x, \cdot, t)$ is differentiable as a map $(0, \infty) \rightarrow L^{2}\left(\mathbb{R}^{+}\right)$, and $\partial_{t} \partial_{x} B(x, y, t)$ is continuous in $\mathbb{R} \times[0, \infty) \times(0, \infty)$.

Proof. By hypotheses we have $\Omega(x, t) \in L^{1}(+\infty)$ and $\partial_{x} \Omega(x, t) \in L_{1}^{1}(+\infty)$ for each fixed $t>0$. Therefore the solutions $B(x, \cdot, t)$ exist in $L^{1}\left(\mathbb{R}^{+}\right)$. The continuity of $B(x, y, t)$ follows immediately, as does the existence and continuity of $\partial_{x} B(x, y, t)$.

Let $\boldsymbol{\Omega}_{x}^{t}$ denote the operator $\boldsymbol{\Omega}_{x}^{t}[g](y)=\int_{0}^{\infty} \Omega_{+}(x+y+z, t) g(z) d z$.
We use again the methods of the previous theorem. For $h \neq 0$, one gets

$$
\begin{aligned}
\frac{B(x, y, t+h)-B(x, y, t)}{h}+\int_{z=0}^{\infty} & \frac{B(x, z, t+h)-B(x, z, t)}{h} \Omega(x+y+z, t+h) d z \\
& =-\Phi_{h}(x, y, t)
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi_{h}(x, y, t) \equiv & \frac{\Omega(x+y, t+h)-\Omega(x+y, t)}{h} \\
& +\int_{0}^{\infty} B(x, z, t)\left\{\frac{\Omega(x+y+z, t+h)-\Omega(x+y+z, t)}{h}\right\} d z .
\end{aligned}
$$

We have assumed that the map $t \mapsto \Omega(\cdot, t)$ is differentiable in $L^{1}(+\infty)$. Therefore as $h \rightarrow 0, \Phi_{h}(x, \cdot, t)$ converges in $L^{1}\left(\mathbb{R}^{+}\right)$to

$$
\Phi_{0}(x, y, t) \equiv \partial_{t} \Omega(x+y, t)+\int_{0}^{\infty} B(x, z, t) \partial_{t} \Omega(x+y+z, t) d z .
$$

It is easy to see that $\Phi_{h}(x, \cdot, t) \rightarrow \Phi_{0}(x, \cdot, t)$ also in $L^{\infty}\left(\mathbb{R}^{+}\right)$, whence in $L^{2}\left(\mathbb{R}^{+}\right)$as well. Now we have

$$
\frac{B(x, \cdot, t+h)-B(x, \cdot, t)}{h}=\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t+h}\right)^{-1}\left[-\Phi_{h}(x, \cdot, t)\right] .
$$

The operator $\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t+h}\right)^{-1}$ depends continuously on $h$ in the operator norms on both $L^{1}\left(\mathbb{R}^{+}\right)$and $L^{2}\left(\mathbb{R}^{+}\right)$. So

$$
\lim _{h \rightarrow 0} \frac{B(x, \cdot, t+h)-B(x, \cdot, t)}{h}=\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\left[-\Phi_{0}(x, \cdot, t)\right]
$$

in both spaces; equivalently $\partial_{t} B(x, \cdot, t)$ exists in $L^{1}\left(\mathbb{R}^{+}\right) \cap L^{2}\left(\mathbb{R}^{+}\right)$and satisfies

$$
\begin{aligned}
\partial_{t} B(x, y, t)= & -\Omega_{t}(x+y, t)-\int_{0}^{\infty} B_{t}(x, z, t) \Omega(x+y+z, t) d z \\
& -\int_{0}^{\infty} B(x, z, t) \Omega_{t}(x+y+z, t) d z
\end{aligned}
$$

From this it follows that $\partial_{t} B(x, \cdot, t)$ is in $L^{\infty}\left(\mathbb{R}^{+}\right)$and that $\partial_{t} B(x, y, t)$ is continuous in $\mathbb{R} \times[0, \infty) \times(0, \infty)$.

Next we study the map $t \mapsto \partial_{x} B(x, \cdot, t)$. Set

$$
-\Psi_{h}(x, \cdot, t)=\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t+h}\right)^{-1}\left[\frac{B(x, \cdot, t+h)-B(x, \cdot, t)}{h}\right] .
$$

Computation shows that

$$
\begin{aligned}
& \Psi_{h}(x, y, t)=\left\{\Omega^{(1,0)}(x+y, t+h)-\Omega^{(1,0)}(x+y, t)\right\} / h \\
&+\int_{0}^{\infty} B_{x}(x, z, t)\{\Omega(x+y+z, t+h)-\Omega(x+y+z, t)\} h^{-1} d z \\
&+\int_{0}^{\infty} B(x, z, t)\left\{\Omega^{(1,0)}(x+y+z, t+h)-\Omega^{(1,0)}(x+y+z, t)\right\} h^{-1} d z
\end{aligned}
$$

$$
+\int_{0}^{\infty}\{B(x, z, t+h)-B(x, z, t)\} h^{-1} \Omega^{(1,0)}(x+y+z, t+h) d z
$$

Clearly as $h \rightarrow 0$, we get the convergence $\Psi_{h}(x, \cdot, t) \rightarrow \Psi_{0}(x, \cdot, t)$ in $L^{2}\left(\mathbb{R}^{+}\right)$, where

$$
\begin{aligned}
\Psi_{0}(x, y, t)=\partial_{t} \partial_{x} \Omega(x & +y, t)+\int_{0}^{\infty} B_{x}(x, z, t) \Omega(x+y+z, t) d z \\
& +\int_{0}^{\infty} B(x, z, t) \Omega_{x, t}(x+y+z, t) d z \\
& +\int_{0}^{\infty} B_{t}(x, z, t) \Omega_{x}(x+y+z, t) d z
\end{aligned}
$$

Thus $t \mapsto B_{x}(x, \cdot, t)$ is differentiable in $L^{2}\left(\mathbb{R}^{+}\right)$and

$$
\partial_{t} \partial_{x} B(x, y, t)+\int_{0}^{\infty} \partial_{t} \partial_{x} B(x, z, t) \Omega(x+y+z, t) d z=-\psi_{0}(x, y, t)
$$

whence $\partial_{t} \partial_{x} B(x, y, t)$ is continuous and belongs to $L^{\infty}\left(\mathbb{R}^{+}\right)$as a function of $y$.
We next investigate the consequences of a stronger decay assumption on $\Omega^{\prime}(x)$, namely that there is an $\alpha \geqq 1$ such that

$$
\int_{X}^{\infty}\left|\Omega^{\prime}(x)\right|\left(1+|x|^{\alpha}\right) d x<\infty \quad \text { for all } X \text { in } \mathbb{R}
$$

We make use of an inequality of Faddeev's [6, p. 160]

$$
\begin{equation*}
\left|\Omega(x)+\partial_{x} B(x, 0)\right| \leqq C(x)\left[\int_{x}^{\infty}\left|\Omega^{\prime}(t)\right| d t\right]^{2} \tag{4.2}
\end{equation*}
$$

where $C(x)$ is a nonincreasing function of $x$.
Lemma 4.3. Suppose that $\Omega \in L^{1}(+\infty)$ and $\Omega^{\prime} \in L_{\alpha}^{1}(+\infty)$ with $\alpha \geqq 1$. Let $B(x, y)$ be the solution of (4.1) and set $u(x)=-\partial_{x} B(x, 0)$. Then $u \in L_{\alpha}^{1}(+\infty)$.

Proof. Because of (4.2) it suffices to prove that

$$
Q \equiv \int_{y=x}^{\infty} y^{\alpha}\left(\int_{t=y}^{\infty}\left|\Omega^{\prime}(t)\right| d t\right)^{2} d y<\infty
$$

for $x \geqq 0$.
Now

$$
\begin{aligned}
Q & =\int_{y=x}^{\infty} y^{\alpha}\left(\int_{t=y}^{\infty}\left|\Omega^{\prime}(t)\right| d t\right)\left(\int_{s=y}^{\infty}\left|\Omega^{\prime}(s)\right| d s\right) d y \\
& =\int_{t=x}^{\infty}\left|\Omega^{\prime}(t)\right| \int_{s=x}^{t}\left|\Omega^{\prime}(s)\right| \int_{y=x}^{s} y^{\alpha} d y d s d t+\int_{t=x}^{\infty}\left|\Omega^{\prime}(t)\right| \int_{s=t}^{\infty}\left|\Omega^{\prime}(s)\right| \int_{y=x}^{t} y^{\alpha} d y d s d t \\
& \left.\leqq \frac{1}{\alpha+1} \int_{t=x}^{\infty}\left|\Omega^{\prime}(t)\right| t^{(\alpha+1) / 2} \int_{s=x}^{\infty} \Omega^{\prime}(s) \right\rvert\, s^{(\alpha+1) / 2} d s d t
\end{aligned}
$$

$$
<\infty
$$

since $(\alpha+1) / 2 \leqq \alpha$.
5. The existence theorem for KdV; properties of the solution. In this section we describe the properties of the function $u(x, t)$ constructed by the inverse scattering method and establish the sense in which it solves the problem (1.1), (1.2).

Theorem 5.1. Suppose that $U \in L_{1}^{1}(\mathbb{R})$ and that $U \in L_{N}^{1}\left(\mathbb{R}^{+}\right)$for some $N \geqq 11 / 4$. Then there is a classical solution $u(x, t)$ of KdV in $t>0$ such that
(i) $\partial_{x}^{j} \partial_{t}^{k} u(x, t)$ is continuous in $x$ for each positive $t$ when $0 \leqq j+3 k \leqq 2 N-3$;
(ii) $u(\cdot, t) \rightarrow U$ in $H^{-1}(+\infty)$ as $t \rightarrow 0$.
(iii) $x^{n} \partial_{x}^{j} u(x, t) \rightarrow 0$ as $x \rightarrow+\infty$ for $0 \leqq n \leqq N+\frac{1}{4}-(j+1) / 2$.

Proof. For each fixed positive $t$ we consider the Marchenko equation

$$
\begin{equation*}
B_{+}(x, y, t)+\Omega_{+}(x+y, t)+\int_{z=0}^{\infty} \Omega_{+}(x+y+z, t) B_{+}(x, z, t) d z=0 \tag{5.1}
\end{equation*}
$$

where

$$
\Omega_{+}(x, t)=F_{+}(x, t)+2 \sum_{j \in J} c_{+j} e^{-2 \kappa_{j} x+8 \kappa_{j}^{3} t}
$$

and

$$
F_{+}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} R_{+}(k) e^{8 i k^{3} t+2 i k x} d k
$$

This $F_{+}(x, t)=F_{1}(x, t)+F_{2}(x, t)$ as in §3. By appealing to Lemmas 3.3, 3.4, 3.5 and to the hypothesis $N \geqq 11 / 4$ we conclude that
(a) $\partial_{x} \Omega_{+}(x, t) \in L_{1}^{1}(+\infty)$,
(b) $\partial_{x}^{\nu} \Omega_{+}(x, t) \in L^{1}(+\infty)$ for $0 \leqq \nu \leqq 2 N-\frac{1}{2}$,
(c) $\partial_{x}^{\nu} \Omega_{+}(x, t) \in L^{\infty}(+\infty)$ for $0 \leqq \nu \leqq 2 N+\frac{1}{2}$, and
(d) $\partial_{x}^{\nu+1} \Omega_{+}(x, t) \in L^{2}(+\infty)$ for $0 \leqq \nu \leqq 2 N-3 / 2$.

Note that $N \geqq 11 / 4$ implies that $2 N-3 / 2 \geqq 4$. Thus our kernel $\Omega_{+}(x, t)$ satisfies the hypotheses of Theorem 4.1 with $1 \leqq n \leqq 2 N-\frac{3}{4}$. So we obtain a solution $B_{+}(x, y, t)$ to (5.1) such that

$$
B_{+}(x, \cdot, t) \in L^{1}\left(\mathbb{R}^{+}\right) \cap L^{2}\left(\mathbb{R}^{+}\right) .
$$

$$
\begin{gathered}
\partial_{x}^{\nu} B_{+}(x, y, t) \text { is continuous for }(x, y) \text { in } \mathbb{R} \times(0, \infty) \text { if } \nu \leqq n+1 . \\
\partial_{x}^{\nu} B_{+}(x, \cdot, t) \in L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \quad \text { if } 0 \leqq \nu \leqq n .
\end{gathered}
$$

Let $u(x, t)=-\partial_{x} B_{+}(x, 0, t)$. We must now show that $u(x, t)$ is the desired solution of KdV.

In addition to properties (a)-(d) of $\Omega_{+}$we know that in the distribution sense

$$
\partial_{t} \Omega_{+}(x, t)+\partial_{x}^{3} \Omega_{+}(x, t)=0 \quad \text { for } t>0, \quad x \in \mathbb{R} .
$$

Since $N \geqq 11 / 4$, and thus $2 N-1 \geqq 4$ we conclude that $\Omega_{+}(x, t)$ and $\partial_{x} \Omega_{+}(x, t)$ are continuously differentiable with respect to $t$, and that

$$
\begin{aligned}
& \partial_{t} \Omega_{+}(\cdot, t)=-\partial_{x}^{3} \Omega_{+}(\cdot, t) \in L^{1}(+\infty) \cap L^{\infty}(+\infty), \\
& \partial_{t} \partial_{x} \Omega_{+}(\cdot, t)=-\partial_{x}^{4} \Omega_{+}(\cdot, t) \in L^{2}(+\infty) \cap L^{\infty}(+\infty) .
\end{aligned}
$$

In order to apply Theorem 4.2 we need finally to check that $t \mapsto \Omega_{+}(\cdot, t)$ is differentiable in $L^{\infty}(+\infty)$ for $t>0$; but this follows from the continuity and decay rate of $\Omega_{t}=-\Omega_{x x x}$.

By applying Theorem 4.2 we now learn that

$$
\begin{aligned}
& \partial_{t} B_{+}(x, \cdot, t) \in L^{1}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right), \\
& \partial_{t} \partial_{x} B_{+}(x, \cdot, t) \in L^{2}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right),
\end{aligned}
$$

and further that all $\partial_{x}^{j} \partial_{t}^{k} B_{+}(x, y, t)$ are continuous in $\mathbb{R} \times[0, \infty) \times(0, \infty)$ for $j+3 k \leqq$ $2 N-2$.

For fixed positive $t$, it is clear that $u$ has the regularity (i) and the decay rate (iii). The proof that this function $u(x, t)$ satisfies the KdV equation (1.1) in $t>0$ follows Tanaka's argument in [17]. The condition $N \geqq 11 / 4$ gives enough regularity to justify the formal argument.

To prove (ii) we show that $u(x, t) \rightarrow U(x)$ in $H^{-1}([X, \infty))$ as $t \rightarrow 0$ for each finite $X$. Since $B_{+}(x, 0, t)=\int_{x}^{\infty} u(s, t) d s$ for $t \geqq 0$ we must show that $B_{+}(x, 0, t) \rightarrow B_{+}(x, 0,0)$ in $L^{2}([X, \infty)$ ) as $t \rightarrow 0$. From the Marchenko equation (4.1) we obtain

$$
B_{+}(x, 0, t)-B_{+}(x, 0,0)=-Q_{1}(x, t)-Q_{2}(x, t)-Q_{3}(x, t)
$$

where

$$
\begin{aligned}
& Q_{1}(x, t)=\Omega_{+}(x, t)-\Omega_{+}(x, 0), \\
& Q_{2}(x, t)=\int_{0}^{\infty}\left\{B_{+}(x, z, t)-B_{+}(x, z, 0)\right\} \Omega_{+}(x+z, t) d z \\
& Q_{3}(x, t)=\int_{0}^{\infty} B_{+}(x, z, 0)\left\{\Omega_{+}(x+z, t)-\Omega_{+}(x+z, 0)\right\} d z .
\end{aligned}
$$

One easily sees that $Q_{1}(x, t) \rightarrow 0$ in $L^{2}([X, \infty))$ as $t \rightarrow 0$.
Next we show $Q_{3}(x, t) \rightarrow 0$ in $L^{2}([X, \infty))$ as $t \rightarrow 0$ by showing that

$$
\begin{equation*}
\left\|Q_{3}(\cdot, t)\right\|_{L^{2}((X, \infty))} \leqq C\left\|\Omega_{+}(\cdot, t)-\Omega_{+}(\cdot, 0)\right\|_{L^{2}([X, \infty))} \tag{5.2}
\end{equation*}
$$

For any $h \in L^{2}([X, \infty))$

$$
\begin{aligned}
&\left|\int_{X}^{\infty} h(x) Q_{3}(x, t) d x\right|=\left|\int_{x=X}^{\infty} h(x) \int_{s=x}^{\infty} B_{+}(x, s-x, 0)\left\{\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right\} d s d x\right| \\
& \leqq \int_{s=X}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|\left\{\int_{x=X}^{s}\left|h(x) B_{+}(x, s-x, 0)\right| d x\right\} d s \\
& \leqq\left\|\Omega_{+}(\cdot, t)-\Omega_{+}(\cdot, 0)\right\|_{L^{2}([X, \infty))} \\
& \cdot\left\{\int_{s=X}^{\infty}\left(\int_{x=X}^{s}\left|h(x) B_{+}(x, s-x, 0)\right| d x\right)^{2} d s\right\}^{1 / 2} .
\end{aligned}
$$

Letting $\Phi$ denote the second factor, we have

$$
\begin{aligned}
\Phi & \leqq\left\{\int_{s=X}^{\infty}\left(\int_{x=X}^{s}|h(x)|^{2} d x\right)\left(\int_{x=X}^{s}\left|B_{+}(x, s-x, 0)\right|^{2} d x\right) d s\right\}^{1 / 2} \\
& \leqq\|h\|_{L^{2}((X, \infty))}\left\{\int_{s=X}^{\infty} \int_{x=X}^{s}\left|B_{+}(x, s-x, 0)\right|^{2} d x d s\right\}^{1 / 2} .
\end{aligned}
$$

From Tanaka's paper [17, § 1] we have

$$
\left|B_{+}(x, y, 0)\right| \leqq K \int_{x+y}^{\infty}|U(z)| d z \quad \text { for all } x \geqq X, \quad y \geqq 0,
$$

whence

$$
\left|B_{+}(x, s-x, 0)\right| \leqq K \int_{x}^{\infty}|U(z)| d z \quad \text { for all } x \geqq X, \quad s \geqq x .
$$

Thus

$$
\Phi \leqq\|h\|_{L^{2}([X, \infty))}\left\{\int_{s=X}^{\infty} \int_{x=X}^{s}\left(K \int_{z=s}^{\infty}|U(z)| d z\right)^{2} d x d s\right\}^{1 / 2}
$$

whence $\Phi \leqq C\|h\|_{L^{2}([X, \infty))}$ where

$$
C=\frac{1}{2} K\left\{\int_{X}^{\infty}|U(w)| d w \int_{z=X}^{\infty}(z-X)^{2}|U(z)| d z\right\}^{1 / 2}<\infty .
$$

Now (5.2) follows since $h$ was arbitrary.
Finally we look at $Q_{2}(x, t)$ : One finds

$$
\left\|Q_{2}(x, t)\right\|_{L^{2}([X, \infty))}^{2} \leqq\left\{\int_{x=X}^{\infty} \int_{z=0}^{\infty}\left|B_{+}(x, z, t)-B_{+}(x, z, 0)\right|^{2} d z d x\left\|Q_{1}(\cdot, t)\right\|_{L^{2}([X, \infty))}^{2} .\right.
$$

The second factor is bounded as $t \rightarrow 0$, so we look at the first factor, $\Psi(t)$.

$$
B_{+}(x, z, t)-B_{+}(x, z, 0)=-Q_{4}(x, z, t)-Q_{5}(x, z, t)
$$

where

$$
Q_{4}(x, \cdot, t)=\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\left[\Omega_{+}(x+[\cdot], t)-\Omega_{+}(x+[\cdot], 0)\right]
$$

and

$$
Q_{5}(x, \cdot, t)=\left[\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}-\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)^{-1}\right] \Omega_{+}(x+[\cdot], 0) .
$$

Thus

$$
\psi(t)=\int_{X}^{\infty}\left\|Q_{4}(x, \cdot, t)+Q_{5}(x, \cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2} d x \leqq 2 \int_{X}^{\infty}\left(\left\|Q_{4}(x, \cdot, t)\right\|^{2}+\| Q_{5}\left(x, \cdot, t \|^{2}\right) d x .\right.
$$

There is a bound $M$ such that

$$
\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\right\|_{o p, L^{2}\left(\mathbb{R}^{+}\right)} \leqq M \quad \text { for } X \leqq x \leqq \infty, \quad 0 \leqq t \leqq 1
$$

because the operator depends continuously on ( $x, t$ ) and the kernel decays fast enough as $x \rightarrow+\infty$. Thus

$$
\left\|Q_{4}(x, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2} \leqq M \int_{x}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s
$$

and

$$
\int_{X}^{\infty}\left\|Q_{4}(x, \cdot, t)\right\|^{2} d x \leqq M \int_{X}^{\infty}(s-X)\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s
$$

By the form of $\Omega_{+}, \Omega_{+}=F_{+}+G_{+}$in $\S 3.1$, we need only show

$$
\int_{X}^{\infty}(s-X)\left|F_{+}(s, t)-F_{+}(s, 0)\right|^{2} d s \rightarrow 0 \quad \text { as } t \rightarrow 0 .
$$

We already know $F_{+}(s, t) \rightarrow F_{+}(s, 0)$ in $L^{2}(\mathbb{R})$ so it suffices to show $\int_{X+1}^{\infty} s^{2} \mid F_{+}(s, t)-$ $\left.F_{+}(s, 0)\right|^{2} d s \rightarrow 0$. By Proposition 2.5 we know $R_{+} \in C^{1}(\mathbb{R})$ and $R_{+}(k)=O\left(k^{-1}\right)$ as $k \rightarrow \pm \infty$. We may therefore follow Kappeler's proof of Theorem 3.1(iv) in [9] to conclude that $s F_{+}(s, t) \rightarrow s F_{+}(s, 0)$ in $L^{2}(+\infty)$ as $t \rightarrow 0$. It remains to make $\int_{X}^{\infty}\left\|Q_{5}(x, \cdot, t)\right\|^{2} d x \rightarrow 0$ as $t \rightarrow 0$. But, using $L^{2}$ norms on $\mathbb{R}^{+}$,

$$
\begin{aligned}
\left\|Q_{5}(x, \cdot, t)\right\| & \leqq\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\left(\mathbf{\Omega}_{x}^{0}-\mathbf{\Omega}_{x}^{t}\right)\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)^{-1}\right\|_{o p}\left\|\Omega_{+}(x+[\cdot], t)\right\| \\
& \leqq M^{2}\left\|\mathbf{\Omega}_{x}^{0}-\mathbf{\Omega}_{x}^{t}\right\|_{o p}\left\|\Omega_{+}(x+[\cdot], t)\right\| .
\end{aligned}
$$

The last factor is bounded as $t \rightarrow 0$ so

$$
\begin{aligned}
\int_{X}^{\infty}\left\|Q_{s}(x, \cdot, t)\right\|^{2} d x & \leqq C \int_{X}^{\infty}\left\|\mathbf{\Omega}_{x}^{0}-\mathbf{\Omega}_{x}^{t}\right\|_{o p}^{2} d x \\
& \leqq C \int_{X}^{\infty} \int_{x}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s d x \\
& \leqq C \int_{X}^{\infty}(s-X)\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s
\end{aligned}
$$

which we have already seen goes to 0 with $t$.
This completes the proof of Theorem 5.1.
Under certain additional hypotheses we can also study $u(x, t)$ as $x \rightarrow-\infty$.
Theorem 5.2. (i) Assume that $U \in L_{N}^{1}(\mathbb{R})$, that $N \geqq 5$, and that $R_{-}^{(n)}(k)=O\left(|k|^{-\lambda}\right)$ as $k \rightarrow \pm \infty$ for $n=0,1,2$ and some $\lambda>5 / 2$. Let $u(x, t)$ be the solution to KdV with initial profile $U$ in the sense of Theorem 5.1. Then $u(\cdot, t)$ evolves in $L^{2}(\mathbb{R})$ for $t>0$. If $N \geqq \lambda+2$, then $\int_{-\infty}^{\infty}|u(x, t)|^{2}|x|^{2 \alpha} d x<\infty$ for any $\alpha$ with $\lambda-3 / 2>2 \alpha \geqq 1$.
(ii) Suppose that $U$ satisfies the hypothesis of Theorem 5.1, that $R_{-}^{(n)}(k)=O\left(k^{-3}\right)$ for $n=0,1,2$, and that $R_{-}^{(3)}(k)=O\left(k^{-1}\right)$. Let $u(x, t)$ be the solution of KdV given by Theorem 5.1. Then $u(x, t)$ evolves in $L^{2}(\mathbb{R})$ for $t>0$.

Remark 1. The purpose of the extra hypothesis is to allow use of the left-side Marchenko equation as well as the right-side one, and thereby to study $u(x, t)$ as $x \rightarrow-\infty$. Sachs did not treat this point. Kruzhkov and Faminskii also show evolution in $L^{2}(\mathbb{R})$, but they consider weighted $L^{2}$ norms only on $\mathbb{R}^{+}$, and their construction is not conducive to analysis of the long time asymptotics of their solution.

Remark 2. For $U$ in $L_{N}^{1}(\mathbb{R})$ it is known that additional regularity of $U$ is a sufficient condition for additional decay of $R_{-}(k)$. For example, from [4] one learns that if $U(x)$ is absolutely continuous, $U^{\prime}(x)$ is piecewise absolutely continuous, $U \in L_{5}^{1}(\mathbb{R}), U^{\prime} \in L_{5}^{1}(\mathbb{R})$, and $U^{\prime \prime} \in L_{4}^{1}(\mathbb{R})$, then the hypothesis of (ii) is satisfied. Another example [20] shows that if $x^{m} \partial_{x}^{j} U(x)$ is in $L^{2}(\mathbb{R})$ for $0 \leqq m \leqq 4$ and $0 \leqq j \leqq 4$, then the hypothesis of (ii) is also satisfied.

Proof. (i) We consider the solution $u(x, t)$ provided by Theorem 5.1. We know from § 3 that for $t>0$

$$
\begin{array}{ll}
\partial_{x} F_{+}(x, t)=O\left(|x|^{-N+1 / 2+\varepsilon}\right) & \text { as } x \rightarrow+\infty, \\
\partial_{x} F_{-}(x, t)=O\left(|x|^{-\lambda / 2+1 / 4}\right) & \text { as } x \rightarrow-\infty .
\end{array}
$$

The same decay rates hold for $\partial_{x} \Omega_{+}, \partial_{x} \Omega_{-}$. By the forward scattering theory [5], [6] all hypotheses of Theorem 3.3 in [8] are satisfied at each $t>0$. Thus we conclude by Theorem 3.9 of [8] that

$$
u(\cdot, t)=-\partial_{x} B_{+}(\cdot, 0, t)=\partial_{x} B_{-}(\cdot, 0, t)
$$

in $L_{\mathrm{loc}}^{1}(\mathbb{R})$ for each fixed positive $t$, where $B_{+}$and $B_{-}$are the solutions of the Marchenko equations

$$
\begin{aligned}
& B_{+}(x, y, t)+\Omega_{+}(x+y, t)+\int_{z=0}^{\infty} B_{+}(x, z, t) \Omega_{+}(x+y+z, t)=0, \\
& B_{-}(x, y, t)+\Omega_{-}(x+y, t)+\int_{z=-\infty}^{0} B_{-}(x, z, t) \Omega_{-}(x+y+z, t)=0
\end{aligned}
$$

in $L^{1}\left(\mathbb{R}^{+}\right)$and $L^{1}\left(\mathbb{R}^{-}\right)$, respectively.

In the generic case $u(x, t)=O\left(|x|^{-N+1+\varepsilon}\right)$ as $x \rightarrow \infty$ for $0<\varepsilon \ll 1 / 2$. In the exceptional case $u(x, t)=O\left(x^{-N+2+\varepsilon}\right)$ as $x \rightarrow \infty$ for $0<\varepsilon \ll 1 / 2$. Since $N \geqq 5, u(\cdot, t) \in L^{2}\left(\mathbb{R}^{+}\right)$. If we know that both $\lambda>5 / 2$ and $N \geqq \lambda+2$, then we can pick $\alpha$ so $\lambda-3 / 2>2 \alpha \geqq 1$ and conclude that

$$
\int_{0}^{\infty}|s|^{2 \alpha}|u(s, t)|^{2} d s<\infty
$$

since $2 \alpha+2(-N+2 \varepsilon)<-1$.
If we take $\alpha$ so $\lambda-3 / 2>2 \alpha \geqq 1$, then by Kappeler's Theorem 3.9 [8] we get

$$
\int_{-\infty}^{0}|s|^{2 \alpha}|u(s, t)|^{2} d s<\infty \quad \text { for } t>0
$$

Since $2 \alpha \geqq 1$ we get $\int_{-\infty}^{-1}|u(s, t)|^{2} d s<\infty$ also. But since $u(x, t)$ is in $L^{1}(+\infty) \cap L^{\infty}(+\infty)$ we can conclude that $\int_{-1}^{0}|u(s, t)|^{2} d s<\infty$, and further that $u(\cdot, t) \in L^{2}\left(\mathbb{R}^{-}\right)$.

The proof of (i) is completed by combining results on $\mathbb{R}^{+}, \mathbb{R}^{-}$; the proof of (ii) is similar.

Theorem 5.3. For $N \geqq 3$, assume that $U \in L_{N}^{1}(\mathbb{R})$ if $U$ is generic, but that $U \in$ $L_{N+1}^{1}(\mathbb{R})$ if $U$ is nongeneric. Let $u(x, t)$ be the solution of KdV provided by Theorem 5.1. Recall $B_{+}(x, 0, t)=\int_{x}^{\infty} u(z, t) d z$. Then
(i) For $0 \leqq n \leqq N-1, x^{n} B_{+}(x, 0, t) \rightarrow x^{n} B_{+}(x, 0,0)$ in $L^{2}(+\infty)$ as $t \rightarrow 0$;
(ii) For each $n$ with $1 \leqq n \leqq N-1$, if $\left(1+x^{n}\right) U(x)$ is in $L^{2}(\mathbb{R})$, then $x^{\alpha} u(x, t) \rightarrow$ $x^{\alpha} U(x)$ in $L^{2}(+\infty)$ as $t \rightarrow 0$ for all $\alpha$ with $0 \leqq \alpha \leqq n$;
(iii) For each $n$ with $1 \leqq n \leqq N-1$, if both $\left(1+x^{n}\right) U(x)$ and $\left(1+x^{n}\right) U^{\prime}(x)$ are in $L^{2}(+\infty)$, then also $x^{\alpha} \partial_{x} u(x, t) \rightarrow x^{\alpha} U^{\prime}(x)$ in $L^{2}(+\infty)$ as $t \rightarrow 0$ for all $\alpha$ with $0 \leqq \alpha \leqq n$.

Proof. Because $R_{+}(k)$ is at least $C^{1}$ and $R_{+}^{+}(k)$ is $O\left(k^{-1}\right)$ as $k \rightarrow \pm \infty$, the proof of (i) may be taken over from the proof of Kappeler's [9, Thm. 3.1]. We prove (ii) below; the proof of (iii) is similar.

Start with the representation

$$
\begin{aligned}
u(x, t)-U(x)=\partial_{x} \Omega_{+} & (x, t)-\partial_{x} \Omega_{+}(x, 0) \\
& +\int_{0}^{\infty}\left\{B_{+}(x, z, t)-B_{+}(x, z, 0)\right\} \partial_{x} \Omega_{+}(x+z, t) d z \\
& +\int_{0}^{\infty} B_{+}(x, z, 0)\left\{\partial_{x} \Omega_{+}(x+z, t)-\partial_{x} \Omega+(x+z, 0)\right\} d z \\
& +\int_{0}^{\infty}\left\{\partial_{x} B_{+}(x, z, t)-\partial_{x} B_{+}(x, z, 0)\right\} \Omega_{+}(x+z, t) d z \\
& +\int_{0}^{\infty} \partial_{x} B_{+}(x, z, 0)\left\{\Omega_{+}(x+z, t)-\Omega_{+}(x+z, 0)\right\} d z
\end{aligned}
$$

which is based on the Marchenko equation. Call the five terms on the right $T_{\nu}(x, t)$ for $\nu=1, \cdots, 5$. We must show that $x^{\alpha} T_{\nu}(x, t) \rightarrow 0$ in $L^{2}([X, \infty))$ as $t \rightarrow 0$ for arbitrary $X$ and $\nu=1, \cdots, 5$. We do this by assuming three technical points which will be stated when first used but not proved until the end.

Since $x^{\alpha} U(x) \in L^{2}(\mathbb{R})$ for $0 \leqq \alpha \leqq n$, Proposition 2.7 tells us that $k R_{+}^{(\alpha)}(k)$ is in $L^{2}(\mathbb{R})$ for $0 \leqq \alpha \leqq n$, and that $R_{+}^{(\alpha)}(k)$ is in $L^{2}(\mathbb{R})$ for $0 \leqq \alpha \leqq N$. Thus

$$
x^{\alpha} F_{+}(x) \in L^{2}(\mathbb{R}) \quad \text { for } 0 \leqq \alpha \leqq N,
$$

and

$$
x^{\alpha} \partial_{x} F_{+}(x) \in L^{2}(\mathbb{R}) \quad \text { for } 0 \leqq \alpha \leqq n .
$$

By Kappeler's method of proof [9, Thm. 3.1] one may show that if $0 \leqq \beta \leqq n$, then

$$
\begin{equation*}
x^{\beta} \Omega_{+}(x, t) \rightarrow x^{\beta} \Omega_{+}(x, 0) \quad \text { in } L^{2}(+\infty) \text { as } t \rightarrow 0 \tag{5.3a}
\end{equation*}
$$

and that

$$
\begin{equation*}
\partial_{x} \Omega_{+}(x, t) \rightarrow \partial_{x} \Omega_{+}(x, 0) \text { in } L^{2}(+\infty) \text { as } t \rightarrow 0 . \tag{5.3b}
\end{equation*}
$$

The convergence of $x^{\alpha} T_{1}(x, t)$ to 0 in $L^{2}([X, \infty))$ as $t \rightarrow 0$ is one part of our first technical result:

Point 1. If $0 \leqq \alpha \leqq n$ and $X$ is fixed, then

$$
\begin{align*}
& x^{\alpha} \partial_{x} \Omega_{+}(x, t) \rightarrow x^{\alpha} \partial_{x} \Omega_{+}(x, 0) \quad \text { in } L^{2}([X, \infty)) \quad \text { as } t \rightarrow 0  \tag{5.4}\\
& \int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{x}^{\infty}\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|\right)^{2} d x \rightarrow 0 \quad \text { as } t \rightarrow 0 \tag{5.5}
\end{align*}
$$

Looking at $T_{2}(x, t)$ we see

$$
\begin{aligned}
\int_{X}^{\infty}\left|x^{\alpha} T_{2}(x, t)\right|^{2} d x \leqq & \int_{X}^{\infty}\left\{|x|^{\alpha} \int_{0}^{\infty}\left|B_{+}(x, z, t)-B_{+}(x, z, 0)\right|^{2} d z\right\} \\
& \cdot\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\partial_{x} \Omega_{+}(x+z, t)\right|^{2} d z\right\} d x \\
\leqq & \left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|B_{+}(x, z, t)-B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} \\
& \cdot\left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\partial_{x} \Omega_{+}(x+z, t)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2}
\end{aligned}
$$

The second factor is bounded as $t \rightarrow 0$ by (5.4). Part of our next technical point tells us that the first factor vanishes as $t \rightarrow 0$ :

Point 2. Fix $X$. Then, as $t \rightarrow 0$,

$$
\begin{gather*}
B_{+}(x, \cdot, t) \rightarrow B_{+}(x, \cdot, 0) \quad \text { in } L^{2}\left(\mathbb{R}^{+}\right) \text {uniformly for } x \geqq X,  \tag{5.6}\\
\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|B_{+}(x, z, t)-B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x \rightarrow 0 \quad \text { for } 0 \leqq \alpha \leqq n . \tag{5.7}
\end{gather*}
$$

Looking at the third term we see

$$
\begin{aligned}
\int_{X}^{\infty}\left|x^{\alpha} T_{3}(x, t)\right|^{2} d x \leqq & \int_{X}^{\infty}\left\{|x|^{\alpha} \int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z\right\} \\
& \cdot\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\partial_{x} \Omega_{+}(x+z, t)-\partial_{x} \Omega_{+}(x+z, 0)\right|^{2} d z\right\} d x \\
\leqq & \left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} \\
& \cdot\left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\partial_{x} \Omega_{+}(x+z, t)-\partial_{x} \Omega_{+}(x+z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} .
\end{aligned}
$$

The first factor is finite by (5.6). The second factor vanishes because of the form of $\Omega_{+}$and result (5.5).

For the fourth term, we see

$$
\begin{aligned}
\int_{X}^{\infty}\left|x^{\alpha} T_{4}(x, t)\right|^{2} d x \leqq & \int_{X}^{\infty}\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\partial_{x} B_{+}(x, z, t)-\partial_{x} B_{+}(x, z, 0)\right|^{2} d z\right\} \\
& \cdot\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\Omega_{+}(x+z, t)\right|^{2} d z\right\} d x \\
\leqq & \left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\partial_{x} B_{+}(x, z, t)-\partial_{x} B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} \\
& \cdot\left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\Omega_{+}(x+, z, t)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2}
\end{aligned}
$$

The second factor is bounded as $t \rightarrow 0$ by Point 1 . The first factor vanishes by the final technical result:

Point 3. As $t \rightarrow 0$

$$
\begin{align*}
& \partial_{x} B_{+}(x, z, t) \rightarrow \partial_{x} B_{+}(x, z, 0) \text { in } L^{2}\left(\mathbb{R}^{+}\right) \text {uniformly for } x \geqq X,  \tag{5.8}\\
& \int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\partial_{x} B_{+}(x, z, t)-\partial_{x} B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x \rightarrow 0 \quad \text { for } 0 \leqq \alpha \leqq n . \tag{5.9}
\end{align*}
$$

Finally,

$$
\begin{aligned}
\int_{X}^{\infty}\left|x^{\alpha} T_{5}(x, t)\right|^{2} d x \leqq & \int_{X}^{\infty}\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\partial_{x} B_{+}(x, z, 0)\right|^{2} d z\right\} \\
& \cdot\left\{|x|^{\alpha} \int_{0}^{\infty}\left|\Omega_{+}(x+z, t)-\Omega_{+}(x+z, 0)\right|^{2} d z\right\} d x \\
\leqq & \left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\partial_{x} B_{+}(x, z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} \\
& \cdot\left\{\int_{X}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|\Omega_{+}(x+z, t)-\Omega_{+}(x+z, 0)\right|^{2} d z\right)^{2} d x\right\}^{1 / 2} .
\end{aligned}
$$

Point 3 says the first factor is finite; the second factor vanishes by (5.3a).
To complete the proof of Theorem 5.3 we must now prove three technical points. Recall that

$$
\Omega_{+}(x, t)=F_{+}(x, t)+2 \sum c_{+j} \exp \left(8 \kappa_{j}^{3} t-2 \kappa_{j} x\right) .
$$

Thus for Point 1 it suffices to prove
Point $1^{\prime}$. If $0 \leqq \alpha \leqq n, 1 \leqq n \leqq N-1$ and $X \in \mathbb{R}$, then as $t \rightarrow 0$

$$
\begin{gather*}
x^{\alpha} \partial_{x} F_{+}(x, t) \rightarrow x^{\alpha} \partial_{x} F_{+}(x, 0) \quad \text { in } L^{2}([X, \infty)), \\
\int_{X}^{\infty}|x|^{2^{\alpha}}\left(\int_{x}^{\infty}\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s\right)^{2} d x \rightarrow 0 . \tag{5.5'}
\end{gather*}
$$

Proof of (5.4'). It suffices to treat $\alpha=0$ and $\alpha=n$. Recall that

$$
\begin{equation*}
\partial_{x} F_{+}(x, t)=\pi^{-1} \int_{-\infty}^{\infty} 2 i k R_{+}(k) e^{8 i k^{3} t+2 i k x} d k \tag{5.10}
\end{equation*}
$$

By Proposition 2.7 we know $2 i k R_{+}\{k)$ is in $L^{2}(\mathbb{R})$. It follows that $\partial_{x} F_{+}(x, t) \rightarrow \partial_{x} F_{+}(x, 0)$ in $L^{2}(\mathbb{R})$ as $t \rightarrow 0$. It is the exponential terms in $\partial_{x} \Omega_{+}(x, t)$ that restrict the convergence (5.4) to halflines. This takes care of the case $\alpha=0$. Next we take $1 \leqq \alpha=n \leqq N-1$. By the case $\alpha=0$ we know

$$
x^{\alpha} \partial_{x} F_{+}(x, t) \rightarrow x^{\alpha} \partial_{x} F_{+}(x, 0) \quad \text { in } L_{\text {loc }}^{2} .
$$

Thus it suffices to prove

$$
x^{\alpha} \partial_{x} F_{+}(x, t) \rightarrow x^{\alpha} \partial_{x} F_{+}(x, 0) \quad \text { in } L^{2}([2, \infty)) .
$$

Set $\mathscr{R}(k)=2 i k R_{+}(k)$ in (5.10). Note that

$$
\begin{aligned}
\partial_{x} F_{+}(x, t) & =\pi^{-1} \int_{-\infty}^{\infty} \mathscr{R}(k) \frac{1}{2 i\left(12 k^{2} t+x\right)} \frac{\partial\left[e^{8 i k^{3} t+2 i k x}\right]}{\partial k} d k \\
& =(-1) \pi^{-1} \int_{-\infty}^{\infty} \frac{\partial}{\partial k}\left[\frac{\mathscr{R}(k)}{2 i\left(12 k^{2} t+x\right)}\right]\left[e^{8 i k^{3} t+2 i k x}\right] d k .
\end{aligned}
$$

Repeating this procedure one finds

$$
\partial_{x} F_{+}(x, t)=(-1)^{\alpha} \pi^{-1} \int_{-\infty}^{\infty} \mathscr{T}^{\alpha}[\mathscr{R}] e^{8 i k^{3} t+2 i k x} d k
$$

where $\mathscr{T}[g] \equiv \partial_{k}\left[g / 12 i\left(12 k^{2} t+x\right)\right]$. Now $\mathscr{T}^{\alpha}[\mathscr{R}]$ is a linear combination of terms of the form

$$
\frac{\mathscr{R}^{(\lambda)}(k) k^{\mu} t^{\nu}}{\left(12 k^{2} t+x\right)^{\alpha+\nu}} \text { where } 0 \leqq \lambda \leqq \alpha, 0 \leqq \mu \leqq \nu, 0 \leqq \lambda+\nu \leqq \alpha .
$$

Since $x^{\alpha} \partial_{x} F_{+}(x, t)$ is a linear combination of the terms

$$
I_{\lambda, \mu, \nu}(x, t)=t^{\nu} \pi^{-1} \int_{-\infty}^{\infty} \mathscr{R}^{(\lambda)}(k) \frac{k^{\mu} x^{\alpha}}{\left(12 k^{2} t+x\right)^{\alpha+\nu}} e^{8 i k^{3} t+2 i k x} d k,
$$

it will suffice to show that as $t \rightarrow 0$

$$
I_{\lambda, \mu, \nu}(x, t) \rightarrow I_{\lambda, \mu, \nu}(x, 0) \quad \text { in } L^{2}([2, \infty)) .
$$

Case $\nu>0$. Here we need $I_{\lambda, \mu, \nu}(x, t) \rightarrow 0$ in $L^{2}([2, \infty))$. Since $\lambda \leqq \alpha=n \leqq N-1$ we know $\mathscr{R}^{(\lambda)} \in L^{2}(\mathbb{R})$. For each $t$ let $W_{\lambda}(x, t)$ denote the inverse Fourier transform of $\mathscr{R}^{(\lambda)}(k) \exp \left(8 i k^{3} t\right)$. Now we can see $I_{\lambda, \mu, \nu}$ as the result of a pseudo-differential operator acting on $W_{\lambda}$. The symbol

$$
p_{\mu, \nu}(x, k)=\frac{k^{\mu} x^{\alpha}}{\left(12 k^{2} t+x\right)^{\alpha+\nu}}
$$

has the property that there is a $C$ such that

$$
\left|\partial_{k}^{i} \partial_{x}^{j} p_{\mu, \nu}(x, k)\right| \leqq C \quad \text { for } x \geqq 1, \quad 0 \leqq t \leqq 1 .
$$

Choose a nonnegative $C^{\infty}$ cutoff function $\zeta(x)$ such that $\zeta(x)=0$ for $x \leqq 0, \zeta(x)=1$ for $x \geqq 2$, and $\left|\partial_{x}^{m} \zeta(x)\right| \leqq M_{0}$ for all $m \in \mathbb{N}$. Now for $x \geqq 2$

$$
I_{\lambda, \mu, \nu}(x, t)=t^{\nu} \mathscr{F}^{-1}\left[\zeta(x) p_{\mu, \nu}(x, t) \mathscr{F}\left[W_{\lambda}(x, t)\right]\right] .
$$

By a result of Calderon and Vaillancourt (as present in [18, Thm. 3.1, p. 347]) we see there is a constant $M_{1}$ independent of $t$ for $0 \leqq t \leqq 1$ such that

$$
\begin{aligned}
& \left\|t^{\nu} \mathscr{F}^{-1}\left[\zeta(x) p_{\mu, \nu}(x, t) \mathscr{F}\left[W_{\lambda}(x, t)\right]\right]\right\|_{L^{2}(-\infty<x<\infty)} \\
& \quad \leqq t^{\nu} M_{1}\left\|\mathscr{F}\left[W_{\lambda}(x, t)\right]\right\|_{L^{2}(-\infty<x<\infty)}=t^{\nu} M_{1}\left\|\mathscr{R}^{(\lambda)}\right\|_{L^{2}(-\infty<k<\infty)} .
\end{aligned}
$$

Thus, as required, $I_{\lambda, \mu, \nu}(x, t) \rightarrow 0$ in $L^{2}([2, \infty))$ as $t \rightarrow 0$.
Case $\nu=0$. Since $0 \leqq \mu \leqq \nu$, we must show

$$
I_{\lambda, 0,0,}(x, t) \rightarrow I_{\lambda, 0,0,}(x, 0) \quad \text { in } L^{2}([2, \infty)) \text { as } t \rightarrow 0 .
$$

Now

$$
\begin{aligned}
& I_{\lambda, 0,0,}(x, t)-I_{\lambda, 0,0,}(x, 0)=\pi^{-1} \int_{-\infty}^{\infty} \mathscr{R}^{(\lambda)}(k) \frac{x^{\alpha}}{\left(12 k^{2} t+x\right)^{\alpha}}\left[e^{8 i k^{3} t}-1\right] e^{2 i k x} d k \\
&+\pi^{-1} \int_{-\infty}^{\infty} \mathscr{R}^{(\lambda)}(k)\left\{\frac{x^{\alpha}}{\left(12 k^{2} t+x\right)^{\alpha}}-1\right\} e^{2 i k x} d k
\end{aligned}
$$

and $\mathscr{R}^{(\lambda)}(k)\left[e^{8 i k^{3} t}-1\right]$ is in $L^{2}(\mathbb{R})$. Apply the same result of Calderon and Vaillancourt to obtain

$$
\begin{gathered}
\left\|\pi^{-1} \int_{-\infty}^{\infty} \mathscr{R}^{(\lambda)}(k)\left[e^{8 i k^{3} t}-1\right] \zeta(x)\left(\frac{x}{\left.12 k^{2} t+x\right)}\right)^{\alpha} e^{2 i k x} d k\right\|_{L^{2}(-\infty<x<\infty)} \\
\leqq M_{1}\left\|\mathscr{R}^{(\lambda)}(k)\left[e^{8 i k^{3} t}-1\right]\right\|_{L^{2}(-\infty<k<\infty)},
\end{gathered}
$$

the right side of which clearly goes to 0 as $t \rightarrow 0$. The second term in the difference $I_{\lambda, 0,0}(x, t)-I_{\lambda, 0,0}(x, 0)$ is treated similarly to complete the proof of (5.4').

In proving ( $5.5^{\prime}$ ) we may assume $X \leqq 1$. Let $E(x, t)$ denote $\int_{x}^{\infty} \mid \partial_{s} F_{+}(s, t)-$ $\left.\partial_{s} F_{+}(s, 0)\right|^{2} d s$. We must show

$$
\int_{X}^{\infty}|x|^{2 \alpha} E(x, t)^{2} d x \rightarrow 0 \quad \text { as } t \rightarrow 0
$$

Divide the integral at $x=1$. Clearly

$$
\begin{aligned}
\int_{X}^{1} \cdots d x & \leqq \max \left\{1,|x|^{2 \alpha}\right\} \int_{X}^{\infty} E(x, t)^{2} d x \\
& \leqq \max \left\{1,|x|^{2 \alpha}\right\} E(X) \int_{X}^{\infty} E(x, t) d x \\
& \leqq K E(X) \int_{X}^{\infty} \int_{x}^{\infty}\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s d x \\
& \leqq K E(X) \int_{s=X}^{\infty}(s-X)\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s,
\end{aligned}
$$

which goes to zero by $\left(5.4^{\prime}\right)$. Next

$$
\begin{aligned}
\int_{1}^{\infty} \cdots d x & =\int_{1}^{\infty}\left\{x^{2 \alpha} E(x, t)\right\} E(x, t) d x \\
& \leqq \int_{1}^{\infty}\left\{\int_{x}^{\infty} s^{2 \alpha}\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s\right\} E(x, t) d x \\
& \leqq\left\{\int_{1}^{\infty} s^{2 \alpha}\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s\right\} \int_{1}^{\infty} E(x, t) d x .
\end{aligned}
$$

The first factor goes to zero by (5.4'). The second also does since

$$
\int_{1}^{\infty} E(x, t) d x=\int_{1}^{\infty}(s-1)\left|\partial_{s} F_{+}(s, t)-\partial_{s} F_{+}(s, 0)\right|^{2} d s
$$

This completes the proof of Point 1.
Point 2.
(i) $B_{+}(x, \cdot, t) \rightarrow B_{+}(x, \cdot, 0)$ in $L^{2}\left(\mathbb{R}^{+}\right)$as $t \rightarrow 0$ uniformly in $x \geqq X$;
(ii) $\int_{1}^{\infty}|x|^{2 \alpha}\left\|B_{+}(x, \cdot, t) \rightarrow B_{+}(x, \cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{4} d x \rightarrow 0 \quad$ as $t \rightarrow 0$ for $0 \leqq \alpha \leqq n$.

Proof. We have

$$
\begin{align*}
& \left\|B_{+}(x, \cdot, t)-B_{+}(x, \cdot, 0)\right\|_{L^{2}(\mathbb{R}+)} \\
& \quad \leqq  \tag{5.11}\\
& \quad C_{0}(x)\left\|\Omega_{+}(x+[\cdot], t)-\Omega_{+}(x+[\cdot], 0)\right\|_{L^{2}(\mathbb{R}+)} \\
& \quad+\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}-\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)^{-1}\right\|_{o p}\left\|\Omega_{+}(x+[\cdot], 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}
\end{align*}
$$

where $C_{0}(x)=\sup \left\{\left\|\left(\mathbf{I}+\mathbf{\Omega}_{w}^{t}\right)^{-1}\right\|_{o p}: x \leqq w, 0 \leqq t \leqq 1\right\} . C_{0}(x)$ is finite and nonincreasing. We show that each term on the right of (5.11) vanishes as $t \rightarrow 0$. First

$$
\sup \left\{\left\|\Omega_{+}(x+[\cdot], t)-\Omega_{+}(x+[\cdot], 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2}: x \geqq X\right\} \leqq \int_{X}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s
$$

which, as we have already seen, vanishes as $t \rightarrow 0$. Second,

$$
\begin{aligned}
\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}-\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)^{-1}\right\|_{o p} & \leqq C_{0}(x)^{2}\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\right\|_{o p} \\
& \leqq C_{0}(x)^{2}\left(\int_{y=x}^{\infty}(y-x)\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y\right)^{1 / 2} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \sup \left\{\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}-\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)^{-1}\right\|_{o p}: x \geqq X\right\} \\
& \leqq C_{0}(X)\left(\int_{y=x}^{\infty}(y-X)\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y\right)^{1 / 2}
\end{aligned}
$$

which vanishes as $t \rightarrow 0$ by Point 1 . This completes (i). Because of (i) it suffices to prove (ii) for $X=0$. Now by (5.11)

$$
\begin{aligned}
\| B_{+}(x, \cdot, t)- & B_{+}(x, \cdot, 0) \|^{4} \\
\leqq C_{1}(x) & \left(\int_{x}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s\right)^{2} \\
& +C_{0}(x)\left(\int_{x}^{\infty}(y-x)\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y\right)^{2}\left(\int_{x}^{\infty}\left|\Omega_{+}(s, 0)\right|^{2} d s\right)^{2}
\end{aligned}
$$

where $C_{1}(x)$ and $C_{2}(x)$ are nonincreasing. Now first

$$
\begin{array}{r}
\int_{0}^{\infty}|x|^{2 \alpha}\left(\int_{x}^{\infty}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s\right)^{2} d x \leqq \int_{0}^{\infty}\left(\int_{x}^{\infty} s^{\alpha}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right| d s\right)^{2} d x \\
=\int_{0}^{\infty} \int_{x}^{\infty} s^{\alpha}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s d x \cdot \int_{x}^{\infty} s^{\alpha}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s
\end{array}
$$

$$
=\int_{0}^{\infty} s^{\alpha+1}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s \cdot \int_{0}^{\infty} s^{\alpha}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s,
$$

which goes to 0 as $t \rightarrow 0$ by (5.3a) since $\alpha \leqq N-1$. Next, we see

$$
\begin{aligned}
& \int_{0}^{\infty}|x|^{2 \alpha}\left(\int_{x}^{\infty}(y-x)\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y\right)^{2}\left(\int_{x}^{\infty}\left|\Omega_{+}(s, 0)\right|^{2} d s\right)^{2} d x \\
& \quad \leqq \int_{0}^{\infty}\left(\int_{x}^{\infty}(y-x)\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y\right)^{2}\left(\int_{x}^{\infty} s^{\alpha}\left|\Omega_{+}(s, 0)\right|^{2} d s\right)^{2} d x \\
& \quad \leqq K^{2} \int_{0}^{\infty} y\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y \int_{0}^{\infty} \int_{x}^{\infty} y\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y d x \\
& \quad=K^{2} \int_{y=0}^{\infty} y\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y \int_{y=0}^{\infty} y^{2}\left|\Omega_{+}(y, t)-\Omega_{+}(y, 0)\right|^{2} d y .
\end{aligned}
$$

Both of the last two factors go to 0 with $t$ by (5.3a). This completes part (ii).
Point 3.
(i) $\partial_{x} B_{+}(x, \cdot, t) \rightarrow \partial_{x} B_{+}(x, \cdot, 0)$ in $L^{2}\left(\mathbb{R}^{+}\right)$as $t \rightarrow 0$ uniformly in $x \geqq X$;
(ii) $\int_{X}^{\infty}|x|^{2 \alpha}\left\|\partial_{x} B_{+}(x, \cdot, t)-\partial_{x} B_{+}(x, \cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{4} d x \rightarrow 0 \quad$ as $t \rightarrow 0$ for $0 \leqq \alpha \leqq n$.

Proof. One may verify that

$$
\left(\mathbf{I}+\boldsymbol{\Omega}_{x}^{t}\right)\left[\partial_{x} B_{+}(x, \cdot, t)-\partial_{x} B_{+}(x, \cdot, 0)\right]=-\sum_{\nu=1}^{4} Q_{\nu}(x, \cdot, t)
$$

where

$$
\begin{aligned}
& Q_{1}(x, \cdot, t)=\left[\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)-\left(\mathbf{I}+\mathbf{\Omega}_{x}^{0}\right)\right] \partial_{x} B_{+}(x, \cdot, 0), \\
& Q_{2}(x, y, t)=\partial_{x} \Omega_{+}(x+y, t)-\partial_{x} \Omega_{+}(x+y, 0), \\
& Q_{3}(x, y, t)=\int_{0}^{\infty}\left\{B_{+}(x, z, t)-B_{+}(x, z, 0)\right\} \partial_{x} \Omega_{+}(x+y+z, t) d z, \\
& Q_{4}(x, y, t)=\int_{0}^{\infty} B_{+}(x, z, 0)\left\{\partial_{x} \Omega_{+}(x+y+z, t)-\partial_{x} \Omega_{+}(x+y+z, 0)\right\} d z .
\end{aligned}
$$

Since $\left\|\left(\mathbf{I}+\mathbf{\Omega}_{x}^{t}\right)^{-1}\right\|_{o p} \leqq C_{0}(X)$ for all $x \geqq X, 0 \leqq t \leqq 1$, it suffices to prove for each $\nu$ that as $t \rightarrow 0$
(i) $Q_{\nu}(x, \cdot, t) \rightarrow 0$ in $L^{2}\left(\mathbb{R}^{+}\right)$uniformly for $x \geqq X$, and
(ii) $\int_{X}^{\infty}|x|^{2 \alpha}\left\|Q_{\nu}(x, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{4} d x \rightarrow 0$.

Case $\nu=1$.

$$
\left\|Q_{1}(x, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2}=\left\|\boldsymbol{\Omega}_{x}^{t}-\boldsymbol{\Omega}_{x}^{0}\right\|_{o p}^{2}\left\|\partial_{x} B_{+}(x, \cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2} .
$$

So

$$
\sup \left\{\left\|Q_{1}(x, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2}: x \geqq X\right\} \leqq K \int_{s=x}^{\infty}(s-X)\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s,
$$

which goes to 0 with $t$ by (5.3). Thus (i) holds.

$$
\begin{aligned}
& \int_{0}^{\infty}|x|^{2 \alpha}\left\|Q_{1}(x, \cdot, t)\right\|^{4} d x \leqq K \int_{0}^{\infty} x^{2 \alpha}\left(\int_{s=x}^{\infty} s\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s\right)^{2} d x \\
& \leqq K \int_{0}^{\infty}\left\{x^{2} \int_{s=x}^{\infty} s\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s\right\} \\
& \cdot\left\{x^{2 \alpha-2} \int_{x}^{\infty} s\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s\right\} d x \\
& \leqq K \int_{s=0}^{\infty} s^{3}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s \\
& \cdot \int_{0}^{\infty} \int_{x}^{\infty} s^{2 \alpha-1}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s d x \\
& \leqq K \int_{0}^{\infty} s^{3}\left|\Omega_{+}(s, t)-\Omega_{+}(s, 0)\right|^{2} d s \int_{0}^{\infty} s^{2 \alpha}\left|\Omega_{+}(s, t)-(s, 0)\right|^{2} d s
\end{aligned}
$$

which goes to zero with $t$ by (5.3) since $N \geqq 3$ says $3 / 2 \leqq n \leqq N-1$. This finishes (ii).
Case $\nu=2$. This follows directly from Point 1 .
Case $\nu=3$.

$$
\begin{aligned}
\left\|Q_{3}(x, \cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2} & =\int_{y=0}^{\infty}\left|\int_{z=0}^{\infty}\left\{B_{+}(x, z, t)-B_{+}(x, z, 0)\right\} \partial_{x} \Omega_{+}(x+y+z, t) d z\right|^{2} d y \\
& \leqq \int_{z=0}^{\infty}\left\|B_{+}(x, \cdot, t)-B_{+}(x, \cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2} \int_{s-x+y}^{\infty}\left|\partial_{x} \Omega_{+}(s, t)\right|^{2} d s d y \\
& \leqq\left\|B_{+}(x, \cdot, t)-B_{+}(x, \cdot, 0)\right\|^{2} \int_{s=x}^{\infty}(s-x)\left|\partial_{x} \Omega_{+}(s, t)\right|^{2} d s
\end{aligned}
$$

Convergence (i) follows by Point 1 and Point 2. For (ii) note

$$
\begin{aligned}
& \int_{0}^{\infty}|x|^{2 \alpha}\left\|Q_{3}(x, \cdot, t)\right\|^{4} d x \\
& \left.\quad \leqq \int_{0}^{\infty}|x|^{2 \alpha}\left\|B_{+}(x, \cdot, t)-B_{+}(x, \cdot, 0)\right\|^{4} \int_{s=x}^{\infty}(s-x)\left|\partial_{s} \Omega_{+}(s, t)\right|^{2} d s\right)^{2} d x
\end{aligned}
$$

Since $B_{+}(x, \cdot, t) \rightarrow B_{+}(x, \cdot, 0)$ in $L^{2}\left(\mathbb{R}^{+}\right)$uniformly in $x \geqq 0$ we check the boundedness of the rest:

$$
\begin{aligned}
& \int_{0}^{\infty}|x|^{2 \alpha}\left(\int_{s=x}^{\infty}(s-x)\left|\partial_{s} \Omega_{+}(s, t)\right|^{2} d s\right)^{2} d x \\
& \quad \leqq \int_{0}^{\infty}\left\{x^{2} \int_{x}^{\infty} s\left|\partial_{s} \Omega_{+}(s, t)\right|^{2} d s\right\}^{2}\left\{x^{2 \alpha-2} \int_{s=x}^{\infty} s\left|\partial_{x} \Omega_{+}(s, t)\right|^{2} d s\right\}^{2} d x \\
& \quad \leqq \int_{0}^{\infty} s^{3}\left|\partial_{s} \Omega_{+}(s, t)\right|^{2} d s \int_{0}^{\infty} s^{2 \alpha}\left|\partial_{x} \Omega_{+}(s, t)\right|^{2} d s
\end{aligned}
$$

Both factors are bounded for $0 \leqq t \leqq 1$ by Point 1 .

Case $\nu=4$.

$$
\begin{aligned}
\left\|Q_{4}(x, \cdot, t)\right\|^{2}= & \int_{y=0}^{\infty}\left|\int_{0}^{\infty} B_{+}(x, z, 0)\left\{\partial_{x} \Omega_{+}(x+y+z, t)-\partial_{x} \Omega_{+}(x+y+z, 0)\right\} d z\right|^{2} d y \\
\leqq & \int_{0}^{\infty}\left(\int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z\right) \\
& \cdot\left(\int_{0}^{\infty}\left|\partial_{x} \Omega_{+}(x+y+z, t)-\partial_{x} \Omega_{+}(x+y+z, 0)\right|^{2} d z\right) d y \\
\leqq & \int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z \int_{y=0}^{\infty} \int_{s=x+y}^{\infty}\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|^{2} d s d y \\
\leqq & \int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z \int_{s=x}^{\infty}(s-x)\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|^{2} d s .
\end{aligned}
$$

Now

$$
\begin{aligned}
& \sup \left\{\left\|Q_{4}(x, \cdot, t)\right\|^{2}: x \geqq X\right\} \leqq \sup \left\{\left\|B_{+}(x, \cdot, 0)\right\|^{2}: x \geqq X\right\} \\
& \cdot \int_{x=X}^{\infty}(s-X)\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|^{2} d s
\end{aligned}
$$

which goes to 0 by Point 1 . Further

$$
\begin{aligned}
& \int_{0}^{\infty}|x|^{2 \alpha}\left\|Q_{4}(x, \cdot, t)\right\|^{4} d x \\
& \quad \leqq \int_{0}^{\infty}|x|^{2 \alpha}\left(\int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z\right)\left(\int_{s=x}^{\infty}(s-x)\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|^{2} d s\right) d x \\
& \quad \leqq \int_{s=x}^{\infty} s\left|\partial_{s} \Omega_{+}(s, t)-\partial_{s} \Omega_{+}(s, 0)\right|^{2} d s \int_{0}^{\infty} x^{2 \alpha} \int_{0}^{\infty}\left|B_{+}(x, z, 0)\right|^{2} d z d x .
\end{aligned}
$$

The second factor is finite and the first goes to 0 by Point 1.
This finishes the proof of the last of the three technical points needed to complete the proof of Theorem 5.3.
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# ON A COUPLED REACTION DIFFUSION SYSTEM WITH TIME DELAYS* 
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#### Abstract

In a two-compartment model for cellular control by repression there arises a coupled system of reaction diffusion equations which governs the densities of the chemical species in the compartments. The reaction mechanism in this model is affected by time delays and the coupling of the equations is through the interface of the two compartments. The purpose of this paper is to give a qualitative analysis of this unusual coupled reaction diffusion system with time delays. This analysis includes the existence and uniqueness of a global time-dependent solution and the corresponding steady state solution, iterative methods for the construction of the solution, and local and global stability of the steady-state solution. Also included is the uniform boundedness of the solution.
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1. Introduction. In the compartment analysis of certain biochemical reactions there arise some mathematical models which are governed by a coupled system of differential equations with time delays. A well-known model for biochemical control of genes was first proposed by Goodwin [3], [4] and later analyzed by many authors (e.g. [1], [5], [7]). Goodwin's model was recently extended to a two-compartment and a three-compartment model where the spatial effect of diffusion is taken into consideration (cf. [6]). This extension leads to a coupled system of parabolic partial differential equations with time-delays. A mathematical analysis for the three-compartment model has been given in [8] where the time-delays only appear in the ordinary differential equations. However, in the two-compartment model the time-delays also occur in the parabolic equation which is coupled with an ordinary differential equation through the interface of the two compartments. This yields an unusual coupling system of reaction diffusion equations. To include possible spherical or cylindrical interface between the two compartments, we consider a multi-dimensional diffusion medium $\Omega$ in $\mathbb{R}^{m}(m=1,2, \cdots$,$) for the second compartment. In this situation the system of$ reaction diffusion equations is given by

$$
\begin{array}{ll}
L_{1}\left[u_{1}\right] \equiv\left(u_{1}\right)_{t}+\left(a_{1}+b_{1}\right) u_{1}=a_{1} u_{2}+f\left(v_{1}\left(x, t-r_{1}\right)\right) \\
\mathscr{L}_{1}\left[v_{1}\right] \equiv\left(v_{1}\right)_{t}+\left(a_{2}+b_{2}\right) v_{1}=a_{2} v_{2} & \left(x \in \Gamma_{1}, t>0\right), \\
L_{2}\left[u_{2}\right] \equiv\left(u_{2}\right)_{t}-D_{1} \nabla^{2} u_{2}+b_{1} u_{2}=0 & (x \in \Omega, t>0) \\
\mathscr{L}_{2}\left[v_{2}\right] \equiv\left(v_{2}\right)_{t}-D_{2} \nabla^{2} v_{2}+b_{2} v_{2}=g\left(u_{2}\left(x, t-r_{2}\right)\right) &
\end{array}
$$

where $\nabla^{2}$ is the Laplace operator and $\Gamma_{1}$ is the interface between the two compartments (see [6] for a derivation). In the above equations, ( $u_{1}, v_{1}$ ) and ( $u_{2}, v_{2}$ ) represent the densities of the chemical species in the first and second compartment, respectively, $a_{i}$ and $b_{i}(i=1,2)$ are the various reaction rates, $D_{i}$ is the diffusion coefficient, $r_{i}$ is the time-delay, and $f$ and $g$ are, in general, nonlinear reaction functions with time-delays. On the interface $\Gamma_{1}$, the concentrations ( $u_{1}, v_{1}$ ) and ( $u_{2}, v_{2}$ ) are related through the

[^87]boundary condition
\[

$$
\begin{align*}
& B\left(u_{2}\right) \equiv \frac{\partial u_{2}}{\partial \nu}+\beta_{1} u_{2}=\beta_{1} u_{1} \\
& \mathscr{B}\left(v_{2}\right) \equiv \frac{\partial v_{2}}{\partial \nu}+\beta_{2} v_{2}=\beta_{2} v_{1} \tag{1.2a}
\end{align*}
$$
\]

where $\beta_{1}$ and $\beta_{2}$ are positive constants and $\partial / \partial \nu$ is the outward normal derivative on $\partial \Omega$. On the nonintersecting boundary surface $\Gamma_{2}$ the concentration ( $u_{2}, v_{2}$ ) is required to satisfy the no-flex boundary condition

$$
\begin{equation*}
\frac{\partial u_{2}}{\partial \nu}=0, \quad \frac{\partial v_{2}}{\partial \nu}=0 \quad\left(x \in \Gamma_{2}, t>0\right) . \tag{1.2b}
\end{equation*}
$$

In view of the time-delay the initial condition is given in the form

$$
\begin{array}{lrl}
u_{1}(x, 0)=\xi_{1}(x), & v_{1}(x, t)=\eta_{1}(x, t) & \left(x \in \Gamma_{1},-\gamma_{1} \leqq t \leqq 0\right),  \tag{1.3}\\
u_{2}(x, t)=\xi_{2}(x, t), & v_{2}(x, 0)=\eta_{2}(x) & \left(x \in \Omega,-\gamma_{2} \leqq t \leqq 0\right) .
\end{array}
$$

Throughout the paper we assume that $\Omega$ is a smooth bounded domain in $\mathbb{R}^{m}$, the initial functions $\xi_{i}, \eta_{i}$ are continuous nonnegative in their respective domain, and $f$ and $g$ are $C^{1}$-functions on $\mathbb{R}^{+} \equiv[0, \infty)$. Of special interest are the reaction functions

$$
\begin{equation*}
f_{0}\left(v_{1}\right)=\sigma_{0}\left(1+k_{0} v_{1}^{\rho}\right)^{-1}, \quad g_{0}\left(u_{2}\right)=c_{0} u_{2}, \tag{1.4}
\end{equation*}
$$

where $\sigma_{0}, k_{0}, \rho$ and $c_{0}$ are positive constants (cf. [6]). Notice that when $\Omega$ is the one-dimensional interval ( $0, l$ ) and $f$ and $g$ are given by (1.4), problem (1.1)-(1.3) is reduced to the model given in [6].

The purpose of this paper is to study the existence and stability problem of the system (1.1)-(1.3) and its corresponding steady-state system. Our discussion includes the existence and uniqueness of global time-dependent solution and steady-state solution, method of construction of these solutions and the stability property of steady-state solutions. Also included is the uniform boundedness of the time-dependent solution. In § 2 we use the method of upper-lower solutions to establish an existencecomparison theorem for the problem (1.1)-(1.3) and to construct some explicit upper and lower bounds of the solution. Through suitable construction of upper-lower solutions in § 3 we give some sufficient conditions which ensure the local stability and global stability of a steady-state solution. The existence and uniqueness of a steady-state solution is discussed in $\S 4$ where similar upper and lower bounds of the solution are also given.
2. The existence-comparison theorem. In this section we investigate the existence and uniqueness of a global solution to the time-dependent system (1.1)-(1.3). The basic tool for the existence problem is the monotone method and the associated upper-lower solutions for coupled reaction diffusion systems (cf. [9]). The construction of the monotone sequences and the definition of upper-lower solutions depend on the quasi-monotone property of the reaction functions. Motivated by the reaction functions given by (1.4), we make the following basic assumptions.

$$
\begin{equation*}
f(\eta) \geqq 0, \quad g(\eta) \geqq 0, \quad f^{\prime}(\eta) \leqq 0, \quad g^{\prime}(\eta) \geqq 0 \quad \text { for } \eta \geqq 0 . \tag{H}
\end{equation*}
$$

The main hypothesis in $(\mathrm{H})$ is that $f\left(v_{1}\right)$ is monotone nonincreasing and $g\left(u_{2}\right)$ is monotone nondecreasing on $[0, \infty)$. With this monotone property of $f, g$ we have the
following definition of upper-lower solutions. For notational convenience, we write ( $u_{i}, v_{i}$ ) to represent the function ( $u_{1}, v_{1} ; u_{2}, v_{2}$ ).

Definition 2.1. A pair of smooth functions ( $\left.\tilde{u}_{i}, \tilde{v}_{i}\right),\left(u_{i}, v_{i}\right)$ are called upper and lower solutions of (1.1)-(1.3), respectively, if they satisfy
(i) The differential inequalities:

$$
\begin{align*}
& L_{1}\left[\tilde{u}_{1}\right]-\left[a_{1} \tilde{u}_{2}+f\left(v_{1}\left(x, t-r_{1}\right)\right)\right] \geqq 0 \geqq L_{1}\left[u_{1}\right]-\left[a_{1} u_{2}+f\left(\tilde{v}_{1}\left(x, t-r_{1}\right)\right)\right], \\
& \mathscr{L}_{1}\left[\tilde{v}_{1}\right]-a_{2} \tilde{v}_{2} \geqq 0 \geqq \mathscr{L}_{1}\left[v_{1}\right]-a_{2} v_{2},  \tag{2.1}\\
& L_{2}\left[\tilde{u}_{2}\right] \geqq 0 \geqq L_{2}\left[u_{2}\right], \\
& \mathscr{L}_{2}\left[\tilde{v}_{2}\right]-g\left(\tilde{u}_{2}\left(x, t-r_{2}\right)\right) \geqq 0 \geqq \mathscr{L}_{2}\left[v_{2}\right]-g\left(u_{2}\left(x, t-r_{2}\right)\right) ;
\end{align*}
$$

(ii) The boundary inequalities:

$$
\begin{aligned}
& B\left[\tilde{u}_{2}\right]-\beta_{1} \tilde{u}_{1} \geqq 0 \geqq B\left[u_{2}\right]-\beta_{1} u_{1} \\
& \mathscr{B}\left[\tilde{v}_{2}\right]-\beta_{2} \tilde{v}_{1} \geqq 0 \geqq \mathscr{B}\left[v_{2}\right]-\beta_{2} v_{1}
\end{aligned} \quad\left(t>0, x \in \Gamma_{1}\right),
$$

$$
\begin{align*}
& \frac{\partial \tilde{u}_{2}}{\partial \nu} \geqq 0 \geqq \frac{\partial u_{2}}{\partial \nu}  \tag{2.2}\\
& \frac{\partial \tilde{v}_{2}}{\partial \nu} \geqq 0 \geqq \frac{\partial v_{2}}{\partial \nu}
\end{align*}
$$

$$
\left(t>0, x \in \Gamma_{2}\right) ;
$$

(iii) The initial inequalities:

$$
\begin{array}{lr}
\tilde{u}_{1}(x, 0)-\xi_{1}(x) \geqq 0 \geqq u_{1}(x, 0)-\xi_{1}(x) & \left(x \in \Gamma_{1}, t \in\left[-r_{1}, 0\right]\right), \\
\tilde{v}_{1}(x, t)-\eta_{1}(x, t) \geqq 0 \geqq v_{1}(x, t)-\eta_{1}(x, t) &  \tag{2.3}\\
\tilde{u}_{2}(x, t)-\xi_{2}(x, t) \geqq 0 \geqq u_{2}(x, t)-\xi_{2}(x, t) & \left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right) . \\
\tilde{v}_{2}(x, 0)-\eta_{2}(x) \geqq 0 \geqq v_{2}(x, 0)-\eta_{2}(x) &
\end{array}
$$

Here by a pair of smooth functions we mean $\left(\tilde{u}_{i}, \tilde{v}_{i}\right)$ and $\left(u_{i}, v_{i}\right)$ are continuous in their respective domains and are once continuously differentiable in $t$ and twice continuously differentiable in $x$ for $t>0, x \in \Omega$; in addition, $\left(\tilde{u}_{2}, \tilde{v}_{2}\right)$ and $\left(u_{2}, v_{2}\right)$ are differentiable in the outward normal direction on $\partial \Omega$. Notice that in the above definition, upper and lower solutions are interrelated through the first inequality in (2.1).

Let $D_{T}=\Omega \times(0, T], S_{1}=\Gamma_{1} \times(0, T], S_{2}=\Gamma_{2} \times(0, T]$ and let $\bar{D}_{T}$ be the closure of $D_{T}$. Assume there exist upper and lower solutions such that $\left(\tilde{u}_{i}, \tilde{v}_{i}\right) \geqq\left(u_{i}, v_{i}\right) \geqq(0,0)$ on $\bar{D}_{T}$ (i.e., $\tilde{u}_{i} \geqq u_{i} \geqq 0, \tilde{v}_{i} \geqq v_{i} \geqq 0$ on $\bar{D}_{T}, i=1,2$ ). By using ( $\left.\bar{u}_{i}^{(0)}, \bar{v}_{i}^{(0)}\right)=\left(\tilde{u}_{i}, \tilde{v}_{i}\right)$ and $\left(\underline{u}_{i}^{(0)}, \underline{v}_{i}^{(0)}\right)=\left(u_{i}, v_{i}\right)$ as two initial iterations we construct two sequences $\left\{\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right\},\left\{\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right\}$ from the following iterative process:

$$
\begin{array}{ll}
L_{1}\left[\bar{u}_{1}^{(k)}\right]=a_{1} \bar{u}_{2}^{(k-1)}+f\left(\underline{v}_{1}^{(k-1)}\left(x, t-r_{1}\right)\right) & \left((x, t) \in S_{1}\right), \\
\mathscr{L}_{1}\left[\bar{v}_{1}^{(k)}\right]=a_{2} \bar{v}_{2}^{(k-1)} & \\
L_{2}\left[\bar{u}_{2}^{(k)}\right]=0 & \left((x, t) \in D_{T}\right),  \tag{2.4}\\
\mathscr{L}_{2}\left[\bar{v}_{2}^{(k)}\right]=g\left(\bar{u}_{2}^{(k-1)}\left(x, t-r_{2}\right)\right) &
\end{array}
$$

$$
\begin{array}{ll}
L_{1}\left[\underline{u}_{1}^{(k)}\right]=a_{1} \underline{u}_{2}^{(k-1)}+f\left(\bar{v}_{1}^{(k-1)}\left(x, t-r_{1}\right)\right) & \left((x, t) \in S_{1}\right) \\
\mathscr{L}_{1}\left[\underline{v}_{1}^{(k)}\right]=a_{2} \underline{v}_{2}^{(k-1)} &  \tag{2.5}\\
L_{2}\left[\underline{u}_{2}^{(k)}\right]=0 & \left((x, t) \in D_{T}\right) \\
\mathscr{L}_{2}\left[\underline{v}_{2}^{(k)}\right]=g\left(\underline{u}_{2}^{(k-1)}\left(x, t-r_{2}\right)\right) &
\end{array}
$$

The boundary and initial conditions for both systems (2.4) and (2.5) are given in the form

$$
\begin{array}{lll}
B\left[u_{2}^{(k)}\right]=\beta_{1} u_{1}^{(k-1)}, & \mathscr{B}\left[v_{2}^{(k)}\right]=\beta_{2} v_{1}^{(k-1)} & \left((x, t) \in S_{1}\right), \\
\frac{\partial u_{2}^{(k)}}{\partial \nu}=\frac{\partial v_{2}^{(k)}}{\partial \nu}=0 & & \left((x, t) \in S_{2}\right), \\
u_{1}^{(k)}(x, 0)=\xi_{1}(x), & v_{1}^{(k)}(x, t)=\eta_{1}(x, t) & \left(x \in \Gamma_{1}, t \in\left[-r_{1}, 0\right]\right), \\
u_{2}^{(k)}(x, t)=\xi_{2}(x, t), & v_{2}^{(k)}(x, 0)=\eta_{2}(x) & \left(x \in \Omega, t \in\left[-r_{2}, 0\right)\right) . \tag{2.7}
\end{array}
$$

Notice that the two sequences $\left\{\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right\},\left\{\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right\}$ are interrelated through the first equation in (2.4) and (2.5). Our aim is to show that these two sequences, called maximal and minimal sequence respectively, are monotone and both converge to a unique solution of the system (1.1)-(1.3). We first establish the monotone property of the sequences.

Lemma 2.1. Let $\left(\tilde{u}_{i}, \tilde{v}_{i}\right),\left(u_{i}, v_{i}\right)$ be upper and lower solutions such that $\left(\tilde{u}_{i}, \tilde{v}_{i}\right) \geqq$ $\left(u_{i}, v_{i}\right) \geqq(0,0)$ and let hypothesis (H) hold. Then the sequences $\left\{\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right\},\left\{\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right\}$ obtained from (2.4)-(2.7) possess the monotone property

$$
\begin{equation*}
\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right) \leqq\left(\underline{u}_{i}^{(k+1)}, \underline{v}_{i}^{(k+1)}\right) \leqq\left(\bar{u}_{i}^{(k+1)}, \bar{v}_{i}^{(k+1)}\right) \leqq\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right), \quad k=0,1,2, \cdots . \tag{2.8}
\end{equation*}
$$

Moreover, for each fixed $k$, the pair $\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right)$ and ( $\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}$ ) are also upper and lower solutions of (1.1)-(1.3).

Proof. The proof of the monotone property follows along the same line as in [8] and we give a sketch as follows: Let $\bar{w}_{i}=\bar{u}_{i}^{(0)}-\bar{u}_{i}^{(1)}=\tilde{u}_{i}-\bar{u}_{i}^{(1)}, \bar{z}_{i}=\bar{v}_{i}^{(0)}-\bar{v}_{i}^{(1)}=\tilde{v}_{i}-\bar{v}_{i}^{(1)}$. Then by (2.4) and (2.1), ( $\left.\bar{w}_{i}, \bar{z}_{i}\right)$ satisfies the relation

$$
\begin{align*}
& L_{1}\left[\bar{w}_{1}\right]=L_{1}\left[\tilde{u}_{1}\right]-\left(a_{1} \tilde{u}_{2}+f\left(v_{1}\left(x, t-r_{1}\right)\right) \geqq 0,\right. \\
& \mathscr{L}_{1}\left[\bar{z}_{1}\right]=\mathscr{L}_{1}\left[\tilde{v}_{1}\right]-a_{2} \tilde{v}_{2} \geqq 0,  \tag{2.9}\\
& L_{2}\left[\bar{w}_{2}\right]=L_{2}\left[\tilde{u}_{2}\right]-L_{2}\left[\bar{u}_{2}^{(1)}\right] \geqq 0, \\
& \mathscr{L}_{2}\left[\bar{z}_{2}\right]=\mathscr{L}_{2}\left[\tilde{v}_{2}\right]-g\left(\tilde{u}_{2}\left(x, t-r_{2}\right)\right) \geqq 0 .
\end{align*}
$$

It is easily seen from the boundary and initial requirement on ( $\left.\tilde{u}_{i}, \tilde{v}_{i}\right)$ and (2.6) that

$$
\begin{align*}
& B\left[\bar{w}_{2}\right]=B\left[\tilde{u}_{2}\right]-\beta_{1} \tilde{u}_{1} \geqq 0, \quad \mathscr{B}\left[\bar{z}_{2}\right]=\mathscr{B}\left(\tilde{v}_{2}\right]-\beta_{2} \tilde{v}_{1} \geqq 0, \\
& \frac{\partial \bar{w}_{2}}{\partial \nu}=\frac{\partial \tilde{u}_{2}}{\partial \nu} \geqq 0, \quad \frac{\partial \bar{z}_{2}}{\partial z}=\frac{\partial \tilde{v}_{2}}{\partial \nu} \geqq 0 \tag{2.10}
\end{align*}
$$

and

$$
\begin{array}{ll}
\bar{w}_{1}(x, 0)=\tilde{u}_{1}(x, 0)-\xi_{1}(x) \geqq 0, & \bar{z}_{1}(x, t)=\tilde{v}_{1}(x, t)-\eta_{1}(x, t) \geqq 0,  \tag{2.11}\\
\bar{w}_{2}(x, t)=\tilde{u}(x, t)-\xi_{2}(x, t) \geqq 0 & \bar{z}_{2}(x, 0)=\tilde{v}_{2}(x, 0)-\eta_{2}(x) \geqq 0 .
\end{array}
$$

The relations (2.9)-(2.11) and the maximum principle ensure that $\bar{w}_{i} \geqq 0, \bar{z}_{i} \geqq 0$. This proves $\left(\bar{u}_{i}^{(1)}, \bar{v}_{i}^{(1)}\right) \leqq\left(\bar{u}_{i}^{(0)}, \bar{v}_{i}^{(0)}\right)$. By the property of a lower solution and the monotone
property of $f$ and $g$ the same argument shows that

$$
\left(\underline{u}_{i}^{(0)}, \underline{v}_{i}^{(0)}\right) \leqq\left(\underline{u}_{i}^{(1)}, \underline{v}_{i}^{(1)}\right) \leqq\left(\bar{u}_{i}^{(1)}, \bar{v}_{i}^{(1)}\right) \leqq\left(\bar{u}_{i}^{(0)}, \bar{v}_{i}^{(0)}\right) .
$$

Finally, the conclusion in (2.8) follows by induction.
To show that $\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right)$ and $\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right)$ are upper-lower solutions for each $k$, we observe from hypothesis $(\mathrm{H})$ and (2.8) that

$$
\begin{align*}
& f\left(\underline{v}_{1}^{(k-1)}\right) \geqq f\left(\underline{v}_{1}^{(k)}\right), \quad f\left(\bar{v}_{1}^{(k-1)}\right) \leqq f\left(\bar{v}_{1}^{(k)}\right), \\
& g\left(\underline{u}_{2}^{(k-1)}\right) \leqq g\left(\underline{u}_{2}^{(k)}\right), \quad g\left(\bar{u}_{2}^{(k-1)}\right) \geqq g\left(\bar{u}_{2}^{(k)}\right), \quad k=1,2, \cdots . \tag{2.12}
\end{align*}
$$

This relation and (2.4), (2.8) imply that

$$
\begin{align*}
& L_{1}\left[\bar{u}_{1}^{(k)}\right]=a_{1} \bar{u}_{2}^{(k-1)}+f\left(\underline{v}_{1}^{(k-1)}\left(x, t-r_{1}\right)\right) \geqq a_{1} \bar{u}_{2}^{(k)}+f\left(\underline{v}_{1}^{(k)}\left(x, t-r_{1}\right)\right), \\
& \mathscr{L}_{1}\left[\bar{v}_{1}^{(k)}\right]=a_{2} \bar{v}_{2}^{(k-1)} \geqq a_{2} \bar{v}_{2}^{(k)},  \tag{2.13}\\
& L_{2}\left[\bar{u}_{2}^{(k)}\right]=0, \\
& \mathscr{L}_{2}\left[\bar{v}_{2}^{(k)}\right]=g\left(\bar{u}_{2}^{(k-1)}\left(x, t-r_{2}\right)\right) \geqq g\left(\bar{u}_{2}^{(k)}\left(x, t-r_{2}\right)\right) .
\end{align*}
$$

By the same reasoning, a similar set of reversed inequalities hold for $\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right)$. Since the boundary and initial requirements in (2.2), (2.3) are trivially satisfied, we conclude that $\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right)$ and ( $\left.\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right)$ are upper-lower solutions. This proves the lemma.

In view of the relation (2.8) the pointwise limits

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right)=\left(\bar{u}_{i}, \bar{v}_{i}\right), \quad \lim _{k \rightarrow \infty}\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right)=\left(\underline{u}_{i}, \underline{v}_{i}\right) \tag{2.14}
\end{equation*}
$$

exist and satisfy the relation

$$
\begin{equation*}
\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right) \leqq\left(\underline{u}_{i}, \underline{v}_{i}\right) \leqq\left(\bar{u}_{i}, \bar{v}_{i}\right) \leqq\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right), \quad k=1,2, \cdots . \tag{2.15}
\end{equation*}
$$

By letting $k \rightarrow \infty$ in (2.4)-(2.7) a standard regularity argument shows that both ( $\bar{u}_{i}, \bar{v}_{i}$ ) and ( $\underline{u}_{i}, \underline{v}_{i}$ ) satisfy all the equations in (1.1)-(1.3) except with the first equation in (1.1) replaced by

$$
\begin{array}{ll}
L_{1}\left[\bar{u}_{1}\right]=a_{1} \bar{u}_{2}+f\left(\underline{v}_{1}\left(x, t-r_{1}\right)\right) & \text { for }\left(\bar{u}_{i}, \bar{v}_{i}\right), \\
L_{1}\left[\underline{u}_{1}\right]=a_{1} \underline{u}_{2}+f\left(\bar{v}_{1}\left(x, t-r_{1}\right)\right) & \text { for }\left(\underline{u}_{i}, \underline{v}_{i}\right) \tag{2.16}
\end{array}
$$

(cf. [2], [9]). In order to ensure that ( $\bar{u}_{i}, \bar{v}_{i}$ ) and ( $\underline{u}_{i}, \underline{v}_{i}$ ) are solutions of (1.1)-(1.3), we need to show $\left(\bar{u}_{i}, \bar{v}_{i}\right)=\left(\underline{u}_{i}, \underline{v}_{i}\right)$. This is given in the following existence-comparison theorem.

Theorem 2.1. Let $\left(\tilde{u}_{i}, \tilde{v}_{i}\right),\left(u_{i}, v_{i}\right)$ be upper and lower solutions such that $\left(\tilde{u}_{i}, \tilde{v}_{i}\right) \geqq$ $\left(u_{i}, v_{i}\right) \geqq(0,0)$ and let hypothesis $(\mathrm{H})$ hold. Then there exists a unique global solution $\left(u_{i}, v_{i}\right)$ to the problem (1.1)-(1.3). Moreover, the maximum and minimum sequences $\left\{\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right\},\left\{\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right\}$ converge monotonically to the solution $\left(u_{i}, v_{i}\right)$ and

$$
\begin{equation*}
\left(u_{i}, v_{i}\right) \leqq\left(\underline{u}_{i}^{(k)}, \underline{v}_{i}^{(k)}\right) \leqq\left(u_{i}, v_{i}\right) \leqq\left(\bar{u}_{i}^{(k)}, \bar{v}_{i}^{(k)}\right) \leqq\left(\tilde{u}_{i}, \tilde{v}_{i}\right), \quad k=1,2, \cdots . \tag{2.17}
\end{equation*}
$$

Proof. Let $w_{i}=\bar{u}_{i}-\underline{u}_{i}, z_{i}=\bar{v}_{i}-\underline{v}_{i}$. Then $\left(w_{i}, z_{i}\right)$ satisfies the differential equation

$$
\begin{array}{ll}
L_{1}\left[w_{1}\right]=a_{1} w_{2}+f\left(\underline{v}_{1}\left(x, t-r_{1}\right)\right)-f\left(\bar{v}_{1}\left(x, t-r_{1}\right)\right) & \left((x, t) \in S_{1}\right), \\
\mathscr{L}_{1}\left[z_{1}\right]=a_{2} z_{2} &  \tag{2.18}\\
L_{2}\left[w_{2}\right]=0 & \left((x, t) \in D_{T}\right) \\
\mathscr{L}_{2}\left[z_{2}\right]=g\left(\bar{u}_{2}\left(x, t-r_{2}\right)\right)-g\left(\underline{u}_{2}\left(x, t-r_{2}\right)\right) &
\end{array}
$$

the boundary condition

$$
\begin{array}{ll}
B\left[w_{2}\right]=\beta_{1} w_{1}, & \mathscr{B}\left[z_{2}\right]=\beta_{2} z_{1} \\
\frac{\partial w_{2}}{\partial \nu}=\frac{\partial z_{2}}{\partial \nu}=0 & \left((x, t) \in S_{1}\right),  \tag{2.19}\\
\left.(x, t) \in S_{2}\right)
\end{array}
$$

and the initial condition

$$
\begin{array}{ll}
w_{1}(x, 0)=z_{1}(x, t)=0 & \left(x \in \Gamma_{i}, t \in\left[-r_{1}, 0\right]\right),  \tag{2.20}\\
w_{2}(x, t)=z_{2}(x, 0)=0 & \left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right) .
\end{array}
$$

In view of Lemma 2.1 and (2.14) it suffices to show that $\left(w_{i}, z_{i}\right)=(0,0)$ on $\bar{D}_{T}$. Clearly the equations for $w_{1}$ and $z_{1}$ are equivalent to the integral equation

$$
\begin{align*}
& w_{1}(x, t)=\int_{0}^{t} e^{-\alpha_{1}(t-\tau)}\left[a_{1} w_{2}(x, \tau)+f\left(\underline{v}_{1}\left(x, \tau-r_{1}\right)\right)-f\left(\bar{v}_{1}\left(x, \tau-r_{1}\right)\right)\right] d \tau, \\
& z_{1}(x, t)=a_{2} \int_{0}^{t} e^{-\alpha_{2}(t+\tau)} z_{2}(x, \tau) d \tau \tag{2.21}
\end{align*}
$$

where $\alpha_{i}=a_{i}+b_{i}, i=1,2$. To obtain an integral representation for ( $w_{2}, z_{2}$ ), we make use of the Green's function $\hat{\boldsymbol{G}} \equiv \hat{\boldsymbol{G}}(x, t \mid \xi, \tau)$ which is governed by the equations

$$
\begin{aligned}
& \hat{L}[G] \equiv G_{t}-D \nabla^{2} G+b G=\delta(x-\xi) \delta(t-\tau) \quad\left((x, t) \in D_{T}\right), \\
& \hat{B}[G] \equiv \frac{\partial G}{\partial \nu}+\beta G=0 \quad\left((x, t) \in S_{1}\right),
\end{aligned}
$$

$$
\begin{align*}
& \frac{\partial G}{\partial \nu}=0 \quad\left((x, t) \in S_{2}\right),  \tag{2.22}\\
& G(x, t \mid \xi, \tau)=0 \quad(x \in \bar{\Omega}, t<\tau),
\end{align*}
$$

where $D, b$, and $\beta$ are positive constants, $\delta$ is the Dirac $\delta$-function and $(\xi, \tau)$ is a fixed point in $D_{T}$. This Green's function can be expressed in the form

$$
\hat{G}(x, t \mid \xi, \tau)=\Gamma^{*}(x, t \mid \xi, \tau)+V(x, t \mid \xi, \tau)
$$

where $\Gamma^{*}$ is the fundamental solution of $\hat{L}$ given by (cf. [2, 10])

$$
\Gamma^{*}(x, t \mid \xi, \tau)=(4 \pi D(t-\tau))^{-n / 2} \exp \left[-\left(b t+|x-\xi|^{2} / 4 D|t-\tau|\right)\right] \quad(t>\tau)
$$

and $V$ is the solution of the problem

$$
\hat{L}[V]=0 \quad\left((x, t) \in D_{T}\right),
$$

$$
\begin{array}{ll}
\hat{B}[V]=-\hat{B}\left[\Gamma^{*}\right] & \left((x, t) \in S_{1}\right), \quad \frac{\partial V}{\partial \nu}=-\frac{\partial \Gamma^{*}}{\partial \nu} \quad\left((x, t) \in S_{2}\right),  \tag{2.23}\\
V(x, t \mid \xi, \tau) \equiv 0 & (x \in \Omega, t \leqq \tau) .
\end{array}
$$

The function $\Gamma^{*}$ has a weak singular point at $(x, t)=(\xi, \tau)$ while $V$ is a bounded smooth function in $D_{T}$. It is easily seen that by writing $\Gamma^{*}$ in the form

$$
\Gamma^{*}(x, t \mid \xi, \tau)=\left(\pi^{-n / 2} e^{-b t}\right) \frac{\left(4 D(t-\tau)^{-\mu}\right)}{|x-\xi|^{n-2 \mu}}\left[\left(\frac{|x-\xi|^{2}}{4 D(t-\tau)}\right)^{(n-2 \mu) / 2} \exp \left(-\frac{|x-\xi|^{2}}{4 D(t-\tau)}\right)\right]
$$

where $\mu \in(0,1)$ is a fixed constant, there exists a constant $K$, independent of $(x, t)$, such that

$$
\begin{equation*}
\Gamma^{*}(x, t \mid \xi, \tau) \leqq K(t-\tau)^{-\mu}|x-\xi|^{-(n-2 \mu)} . \tag{2.24}
\end{equation*}
$$

Let $G_{1}, G_{2}$ be the Green's function corresponding to $(\hat{L}, \hat{B})=(L, B)$ and $(\hat{L}, \hat{B})=$ $(\mathscr{L}, \mathscr{B})$, respectively. Then the integral representation for $\left(w_{2}, z_{2}\right)$ is given by

$$
\begin{align*}
w_{2}(x, t)= & \beta_{1} D_{1} \int_{0}^{t} \int_{\Gamma_{1}} G_{1}(x, t \mid \xi, \tau) w_{1}(\xi, \tau) d \xi d \tau \\
z_{2}(x, t)= & \int_{0}^{t} \int_{\Omega} G_{2}(x, t \mid \xi, \tau)\left[g\left(\bar{u}_{2}\left(\xi, \tau-r_{2}\right)\right)-g\left(\underline{u}_{2}\left(\xi, \tau-r_{2}\right)\right)\right] d \xi d \tau  \tag{2.25}\\
& +\beta_{2} D_{2} \int_{0}^{t} \int_{\Gamma_{1}} G_{2}(x, t \mid \xi, \tau) z_{1}(\xi, \tau) d \xi d \tau .
\end{align*}
$$

Hence the system (2.18)-(2.20) is reduced to the integral system (2.21) and (2.25). Our aim is to show that the only solution to this integral system is the trivial solution $\left(w_{i}, z_{i}\right)=(0,0)$.

Let $M_{0}$ be a common upper bound of $f^{\prime}\left(v_{1}\right)$ and $g^{\prime}\left(u_{2}\right)$ on $\left[\underline{v}_{1}, \bar{v}_{1}\right]$ and $\left[\underline{u}_{2}, \bar{u}_{2}\right]$, respectively. For each fixed $t>0$ let $\|w\|_{t},\|z\|_{t}$ be the respective sup-norm of $w$ and $z$ on $\Omega \times[0, t]$ and $\Gamma_{1} \times[0, t]$. In view of $\bar{v}_{1}(x, t)=\underline{v}_{1}(x, t)$ on $\Gamma_{1} \times\left[-r_{1}, 0\right]$ and $\bar{u}_{2}(x, t)=$ $\underline{u}_{2}(x, t)$ on $\bar{\Omega} \times\left[-r_{2}, 0\right], f$ and $g$ satisfy the estimate

$$
\begin{align*}
& \left|f\left(\underline{v}\left(x, t-r_{1}\right)\right)-f\left(\bar{v}_{1}\left(x, t-r_{1}\right)\right)\right| \leqq M_{0}\left\|\bar{v}_{1}-\underline{v}_{1}\right\|_{t}=M_{0}\left\|z_{1}\right\|_{t}, \\
& \left|g\left(\bar{u}_{2}\left(x, t-r_{2}\right)\right)-g\left(\underline{u}_{2}\left(x, t-r_{2}\right)\right)\right| \leqq M_{0}\left\|\bar{u}_{2}-\underline{u}_{2}\right\|_{t}=M_{0}\left\|w_{2}\right\|_{t} . \tag{2.26}
\end{align*}
$$

Since by (2.24)

$$
\begin{aligned}
\left|G_{i}(x, t \mid \xi, \tau)\right| & \leqq\left|\Gamma_{i}^{*}(x, t \mid \xi, \tau)\right|+\left|V_{i}(x, t \mid \xi, \tau)\right| \\
& \leqq K_{i}(t-\tau)^{-\mu}|x-\xi|^{-n+2 \mu}+M_{i} \quad(i=1,2),
\end{aligned}
$$

where $M_{i}$ is an upper bound of $V_{i}$, an elementary calculation shows that for some constant $M_{3}$, independent of $(x, t ; \xi, \tau)$,

$$
\begin{align*}
& \int_{0}^{t} \int_{\Gamma_{1}}\left|G_{i}(x, t \mid \xi, \tau)\right| d \xi d \tau \leqq M_{3}\left(t^{1-\mu}+t\right) \quad(i=1,2) \\
& \int_{0}^{t} \int_{\Omega}\left|G_{2}(x, t \mid \xi, \tau)\right| d \xi d \tau \leqq M_{3}\left(t^{1-\mu}+t\right) \tag{2.27}
\end{align*}
$$

Using the estimates (2.26), (2.27) in (2.21), (2.25), we obtain

$$
\begin{align*}
&\left|w_{1}(x, t)\right| \leqq \alpha_{1}^{-1}\left(1-e^{-\alpha_{1} t}\right)\left[a_{1}\left\|w_{2}\right\|_{t}+M_{0}\left\|z_{1}\right\|_{t}\right] \\
& \leqq M\left(1-e^{-\alpha_{1} t}\right)\left(\left\|w_{2}\right\|_{t}+\left\|z_{1}\right\|_{t}\right), \\
&\left|z_{1}(x, t)\right| \leqq M\left(1-e^{-\alpha_{2} t}\right)\left\|z_{2}\right\|_{t},  \tag{2.28}\\
&\left|w_{2}(x, t)\right| \leqq M\left(t^{1-\mu}+t\right)\left\|w_{1}\right\|_{t}, \\
&\left|z_{2}(x, t)\right| \leqq M\left(t^{1-\mu}+t\right)\left(\left\|w_{2}\right\|_{t}+\left\|z_{1}\right\|_{t}\right),
\end{align*}
$$

where $M$ is a constant independent of $(x, t)$. Define

$$
\|W\|_{t}=\left\|w_{1}\right\|_{t}+\left\|z_{1}\right\|_{t}+\left\|w_{2}\right\|_{t}+\left\|z_{2}\right\|_{t} .
$$

Then the relation (2.28) implies that

$$
\begin{equation*}
\|W\|_{t} \leqq M^{*}\left(1-e^{-\alpha t}+t^{1-\mu}+t\right)\|W\|_{t} \tag{2.29}
\end{equation*}
$$

for some constants $M^{*}, \alpha$. Let $t_{1}>0$ be any constant such that $M^{*}\left(1-e^{-\alpha t_{1}}+t_{1}^{1-\mu}+t_{1}\right)<$ 1. Then by (2.29), $\|W\|_{t_{1}}=0$. But since $\|W\|_{t}$ is a nondecreasing function of $t$ we conclude that $\|W\|_{t}=0$ for all $t \in\left[0, t_{1}\right]$. This proves $\left(\bar{u}_{i}, \bar{v}_{i}\right)=\left(\underline{u}_{i}, \underline{v}_{i}\right)$ on $\bar{\Omega} \times\left[0, t_{i}\right]$. Using $\left(w_{i}\left(t_{1}\right), z_{i}\left(t_{1}\right)\right)=(0,0)$ as the initial condition, a continuation of the above argument leads to the conclusion $\left(\bar{u}_{i}, \bar{v}_{i}\right)=\left(\underline{u}_{i}, \underline{v}_{i}\right)$ on $\bar{D}_{T}$. The above argument also shows that $\left(\bar{u}_{i}, \bar{v}_{i}\right)=\left(\underline{u}_{i}, \underline{v}_{i}\right)$ on $\bar{D}_{T}$ is the unique solution of $(1.1)-(1.3)$. This completes the proof of the theorem.

It is seen from Theorem 2.1 that the existence of a global solution is ensured if there exists an ordered pair of upper and lower solutions. Such a pair of functions can be obtained in the form $\left(\tilde{u}_{i}, \tilde{v}_{i}\right)=\left(\rho, \rho^{*}\right)$ and $\left(u_{i}, v_{i}\right)=(0,0)$, where $\rho$ and $\rho^{*}$ are some positive constants. Indeed, these constant functions fulfill all the requirements in Definition 2.1 if $\rho$ and $\rho^{*}$ satisfy the inequalities

$$
\begin{array}{ll}
\left(a_{1}+b_{1}\right) \rho-\left(a_{1} \rho+f(0)\right) \geqq 0 \geqq-f\left(\rho^{*}\right), \\
b_{2} \rho^{*}-g(\rho) \geqq 0 \geqq-g(0), \\
\rho-\xi_{1} \geqq 0, \quad \rho^{*}-\eta_{1}(x, t) \geqq 0 & \left(t \in\left[-r_{1}, 0\right]\right),  \tag{2.30}\\
\rho-\xi_{2}(x, t) \geqq 0, \quad \rho^{*} \geqq \eta_{2}(x) & \left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right)
\end{array}
$$

since all the other inequalities in (2.1)-(2.3) are trivially satisfied. By hypothesis (H), the relations in (2.30) hold if $\rho$ and $\rho^{*}$ are chosen such that

$$
\begin{equation*}
\rho \geqq \max \left\{\bar{\xi}_{1}, \bar{\xi}_{2}, \frac{f(0)}{b_{1}}\right\}, \quad \rho^{*} \geqq \max \left\{\bar{\eta}_{1}, \bar{\eta}_{2}, \frac{g(\rho)}{b_{2}}\right\} \tag{2.31}
\end{equation*}
$$

where $\bar{\xi}_{i}$ and $\bar{\eta}_{i}$ are the least upper bounds of $\xi_{i}, \eta_{i}$ in their respective domains. With this choice of $\rho, \rho^{*},\left(\tilde{u}_{i}, \tilde{v}_{i}\right)=\left(\rho, \rho^{*}\right)$ and $\left(u_{i}, v_{i}\right)=(0,0)$ are upper-lower solutions. As an application of Theorem 2.1 we have the following conclusion.

Theorem 2.2. Let $f$, g satisfy hypothesis (H). Then the problem (1.1)-(1.3) has a unique nonnegative global solution ( $u_{i}, v_{i}$ ). Moreover this solution is uniformly bounded by ( $\rho, \rho^{*}$ ), where $\rho$ and $\rho^{*}$ are any constants satisfying (2.31).
3. Asymptotic stability. The construction of constant upper-lower solutions in $\S 2$ ensures the existence of a unique bounded solution to (1.1)-(1.3). In order to investigate the asymptotic behavior of the solution for large values of $t$, we need to find a different pair of upper-lower solutions. In this section we study the stability problem of the system (1.1)-(1.3) for a given steady-state solution. The existence of steady-state solutions will be discussed in the following section. Here by a steady-state solution we mean a time-independent function $\left(u_{i}^{s}, v_{i}^{s}\right) \equiv\left(u_{1}^{s}, v_{1}^{s} ; u_{2}^{s}, v_{2}^{s}\right)$ which satisfies (1.1), (1.2) without the time-derivative term.

Theorem 3.1. Let $\left(u_{i}^{s}(x), v_{i}^{s}(x)\right)$ be a nonnegative steady-state solution of (1.1), (1.2) and let hypothesis $(H)$ hold. If

$$
\begin{equation*}
-f^{\prime}\left(v_{1}^{s}\right) g^{\prime}\left(u_{2}^{s}\right)<b_{1} b_{2} \quad(x \in \bar{\Omega}) \tag{3.1}
\end{equation*}
$$

then ( $u_{i}^{s}, v_{i}^{s}$ ) is asymptotically stable. If, in addition,

$$
\begin{equation*}
\sup _{n \geqq 0}\left[-f^{\prime}(\eta)\right] \sup _{\eta \geqq 0}\left[g^{\prime}(\eta)\right]<b_{1} b_{2} \tag{3.2}
\end{equation*}
$$

then $\left(u_{i}^{s}, v_{i}^{s}\right)$ is globally asymptotically stable.
Proof. Let $p(t), q(t)$ be some positive functions defined in $\mathbb{R}^{1}$ and let

$$
\begin{equation*}
\left(\tilde{u}_{i}, \tilde{v}_{i}\right)=\left(u_{i}^{s}+p, v_{i}^{s}+q\right), \quad\left(u_{i}, v_{i}\right)=\left(u_{i}^{s}-p, v_{i}^{s}-q\right) . \tag{3.3}
\end{equation*}
$$

Our aim is to find $p, q$ such that $(p(t), q(t)) \rightarrow(0,0)$ and the pair given by (3.3) are upper-lower solutions. To achieve this, we observe that $\left(u_{i}^{s}+p, v_{i}^{s}+q\right)$ is an upper solution if $(p, q)$ satisfies the differential inequalities

$$
\begin{align*}
& L_{1}\left[u_{1}^{s}\right]+p^{\prime}+\left(a_{1}+b_{1}\right) p-a_{1}\left(u_{2}^{s}+p\right)-f\left(v_{1}^{s}-q\left(t-r_{1}\right)\right) \geqq 0, \\
& \mathscr{L}_{1}\left[v_{1}^{s}\right]+q^{\prime}+\left(a_{2}+b_{2}\right) q-a_{2}\left(v_{2}^{s}+q\right) \geqq 0,  \tag{3.4}\\
& L_{2}\left[u_{2}^{s}\right]+p^{\prime}+b_{1} p \geqq 0, \\
& \mathscr{L}_{2}\left[v_{2}^{s}\right]+q^{\prime}+b_{2} q \geqq g\left(u_{2}^{s}+p\left(t-r_{2}\right)\right)
\end{align*}
$$

and the initial inequalities

$$
\begin{array}{lrl}
u_{1}^{s}(x)+p(0) \geqq \xi_{1}(x), & v_{1}^{s}(x)+q(t) \geqq \eta_{1}(x, t) & \left(x \in \Gamma_{1}, t \in\left[-r_{1}, 0\right]\right), \\
u_{2}^{s}(x)+p(t) \geqq \xi_{2}(x, t), & v_{2}^{s}(x)+q(0) \geqq \eta_{2}(x) & \left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right) . \tag{3.5}
\end{array}
$$

The boundary inequalities are trivially fulfilled since ( $u_{i}^{s}, v_{i}^{s}$ ) satisfies the boundary condition (1.2). Using the property of a steady-state solution, relation (3.4) is equivalent to

$$
\begin{align*}
& p^{\prime}+b_{1} p \geqq f\left(v_{1}^{s}-q\left(t-r_{1}\right)\right)-f\left(v_{1}^{s}\right), \\
& q^{\prime}+b_{2} q \geqq 0,  \tag{3.6}\\
& p^{\prime}+b_{1} p \geqq 0, \\
& q^{\prime}+b_{2} q \geqq g\left(u_{2}^{s}+p\left(t-r_{2}\right)\right)-g\left(u_{2}^{s}\right) .
\end{align*}
$$

By the same reasoning, $\left(u_{i}^{s}-p, v_{i}^{s}-q\right)$ is a lower solution if all the reversed inequalities in (3.4), (3.5) are satisfied when $p, q$ are replaced by $-p$ and $-q$, respectively. This implies that $p$ and $q$ must satisfy the additional requirements

$$
\begin{gather*}
p^{\prime}+b_{1} p \geqq f\left(v_{1}^{s}\right)-f\left(v_{1}^{s}+q\left(t-r_{1}\right)\right),  \tag{3.7}\\
q^{\prime}+b_{2} q \geqq g\left(u_{2}^{s}\right)-g\left(u_{2}^{s}-p\left(t-r_{2}\right)\right), \\
u_{1}^{s}(x)-p(0) \leqq \xi_{1}(x), \quad v_{1}^{s}(x)-q(t) \leqq \eta_{1}(x, t) \quad\left(x \in \Gamma_{1}, t \in\left[-r_{1}, 0\right]\right), \\
u_{2}^{s}(x)-p(t) \leqq \xi_{2}(x, t), \quad v_{2}^{s}(x)-q(0) \leqq \eta_{2}(x) \quad\left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right) .
\end{gather*}
$$

For any positive constants $\rho_{1}, \rho_{2}$, define $M_{1}=M_{1}\left(\rho_{1}\right), M_{2}=M_{2}\left(\rho_{2}\right)$ by

$$
\begin{align*}
& M_{1} \equiv \max \left\{-f^{\prime}\left(v_{1}^{s}+\eta\right) ;|\eta| \leqq \rho_{1}, v_{1}^{s}+\eta \geqq 0, x \in \Gamma_{1}\right\}, \\
& M_{2} \equiv \max \left\{g^{\prime}\left(u_{2}^{s}+\eta\right) ;|\eta| \leqq \rho_{2}, u_{2}^{s}+\eta \geqq 0, x \in \bar{\Omega}\right\} . \tag{3.9}
\end{align*}
$$

Then all the inequalities in (3.6) and (3.7) are fulfilled if

$$
\begin{array}{ll}
p^{\prime}+b_{1} p \geqq M_{1} q\left(t-r_{1}\right), \quad q\left(t-r_{1}\right) \leqq \rho_{1}  \tag{t>0}\\
q^{\prime}+b_{2} q \geqq M_{2} p\left(t-r_{2}\right), \quad p\left(t-r_{2}\right) \leqq \rho_{2}
\end{array}
$$

We choose $\rho_{1}, \rho_{2}$ such that $M_{1} M_{2}<b_{1} b_{2}$. This is possible by virtue of condition (3.1). To satisfy the relation (3.10) we let $p, q$ in the form

$$
p(t)=p_{0} e^{-\varepsilon t}, \quad q(t)=q_{0} e^{-\varepsilon t}
$$

for some $\varepsilon>0$. Then the inequalities in (3.10) hold if

$$
\begin{array}{ll}
\left(b_{1}-\varepsilon\right) p_{0} \geqq M_{1} q_{0} e^{\varepsilon r_{1}}, & q\left(t-r_{1}\right) \leqq \rho_{1} \\
\left(b_{2}-\varepsilon\right) q_{0} \geqq M_{2} p_{0} e^{\varepsilon r_{2}}, & p\left(t-r_{2}\right) \leqq \rho_{2}
\end{array} \quad(t>0) .
$$

Let $p_{0}=\rho_{1} e^{-\varepsilon r_{1}}, q_{0}=\rho_{2} e^{-\varepsilon r_{2}}$ so that $p\left(t-r_{1}\right) \leqq \rho_{1}, q\left(t-r_{2}\right) \leqq \rho_{2}$ for $t>0$. Then it suffices to find $\rho_{1}, \rho_{2}$ such that

$$
\begin{equation*}
\frac{M_{1} e^{\varepsilon\left(2 r_{1}-r_{2}\right)}}{b_{1}-\varepsilon} \leqq \frac{\rho_{1}}{\rho_{2}} \leqq \frac{b_{2}-\varepsilon}{M_{2} e^{\varepsilon\left(2 r_{2}-r_{1}\right)}} . \tag{3.11}
\end{equation*}
$$

This is clearly possible for a sufficiently small $\varepsilon>0$ since $M_{1} M_{2}<b_{1} b_{2}$. The above construction shows that the functions given by (3.3) with $p(t)=\rho_{1} e^{-\varepsilon\left(t+r_{1}\right)}, q(t)=$ $\rho_{2} e^{-\varepsilon\left(t+r_{2}\right)}$ are upper and lower solutions whenever the initial functions satisfy the relation

$$
\begin{array}{lrl}
\left|u_{1}^{s}-\xi_{1}\right| \leqq \rho_{1} e^{-\varepsilon r_{1}}, & \left|v_{1}^{s}-\eta_{1}\right| \leqq \rho_{2} e^{-\varepsilon\left(t+r_{2}\right)} & \left(x \in \Gamma_{1}, t \in[-r, 0]\right), \\
\left|u_{2}^{s}-\xi_{2}\right| \leqq \rho_{1} e^{-\varepsilon\left(t+r_{1}\right)}, & \left|v_{2}^{s}-\eta_{2}\right| \leqq \rho_{2} e^{-\varepsilon r_{2}} & \left(x \in \Omega, t \in\left[-r_{2}, 0\right]\right) . \tag{3.12}
\end{array}
$$

It follows from Theorem 2.1 that the time-dependent solution ( $u_{i}, v_{i}$ ) satisfies the relation

$$
\begin{align*}
& u_{i}^{s}(x)-\rho_{1} e^{-\varepsilon\left(t+r_{1}\right)} \leqq u_{i}(t, x) \leqq u_{i}^{s}(x)+\rho_{1} e^{-\varepsilon\left(t+r_{1}\right)} \\
& v_{i}^{s}(x)-\rho_{2} e^{-\varepsilon\left(t+r_{1}\right)} \leqq v_{i}(t, x) \leqq v_{i}^{s}(x)+\rho_{2} e^{-\varepsilon\left(t+r_{2}\right)} \quad(t>0, x \in \bar{\Omega})
\end{align*}
$$

for a sufficiently small $\varepsilon>0$. The above relation ensures that $\left(u_{i}^{s}, v_{i}^{s}\right)$ is asymptotically stable. Now if condition (3.2) holds then $M_{1} M_{2}<b_{1} b_{2}$ for all positive constants $\rho_{1}, \rho_{2}$. In this situation the relations (3.11) and (3.12) can be satisfied by choosing $\rho_{1}, \rho_{2}$ sufficiently large. This implies that ( $u_{i}^{s}, v_{i}^{s}$ ) is globally asymptotically stable. The proof of the theorem is completed.

Remark 3.1. When $\rho_{1}, \rho_{2}$ are large it is possible that the lower solution ( $u_{i}^{s}-p$, $v_{i}^{s}-q$ ) takes negative values. In this situation we need to define some modified functions $\hat{f}, \hat{g}$ in place of $f, g$ and using the same argument as in [8] to show that all the conclusions in Theorem 3.1 remain true.
4. The steady-state problem. The monotone method for the time-dependent problem (1.1)-(1.3) can be used to construct similar maximal and minimal sequences for the corresponding steady-state problem

$$
\begin{array}{lr}
\left(a_{1}+b_{1}\right) u_{1}=a_{1} u_{2}+f\left(v_{1}\right) & \left(x \in \Gamma_{1}\right), \\
\left(a_{2}+b_{2}\right) v_{1}=a_{2} v_{2} &  \tag{4.1}\\
-D_{1} \nabla^{2} u_{2}+b_{1} u_{2}=0 & (x \in \Omega) . \\
-D_{2} \nabla^{2} v_{2}+b_{2} v_{2}=g\left(u_{2}\right) &
\end{array}
$$

By solving the first two equations in (4.1) for $\left(u_{1}, v_{1}\right)$ and substituting into the boundary condition (1.2), the steady-state solution must satisfy the boundary condition

$$
\begin{align*}
& \frac{\partial u_{2}}{\partial \nu}+\left(\beta_{1} b_{1} /\left(a_{1}+b_{1}\right)\right) u_{2}=\left(\beta_{1} /\left(a_{1}+b_{1}\right)\right) f\left(a_{2} v_{2} /\left(a_{2}+b_{2}\right)\right), \\
& \frac{\partial v_{2}}{\partial \nu}+\left(\beta_{2} b_{2} /\left(a_{2}+b_{2}\right)\right) v_{2}=0 \quad\left(x \in \Gamma_{1}\right),  \tag{4.2}\\
& \frac{\partial u_{2}}{\partial \nu}=\frac{\partial v_{2}}{\partial \nu}=0 \quad\left(x \in \Gamma_{2}\right) .
\end{align*}
$$

Let $u=u_{2}, v=v_{2}$ and define

$$
\begin{align*}
& F(v)=\left(\beta_{1} /\left(a_{1}+b_{1}\right)\right) f\left(a_{2} v /\left(a_{2}+b_{2}\right)\right), \quad G(u)=\frac{g(u)}{D_{2}},  \tag{4.3}\\
& c_{i}=\frac{b_{i}}{D_{i}}, \quad \gamma_{i}=\frac{\beta_{i} b_{i}}{a_{i}+b_{i}} \quad(i=1,2) .
\end{align*}
$$

Then the steady-state problem is reduced to the coupled system

$$
\begin{equation*}
-\nabla^{2} u+c_{1} u=0, \quad-\nabla^{2} v+c_{2} v=G(u) \quad(x \in \Omega), \tag{4.4}
\end{equation*}
$$

$$
\begin{align*}
& B_{1}[u] \equiv \frac{\partial u}{\partial \nu}+\gamma_{1} u=F(v), \quad B_{2}[v] \equiv \frac{\partial v}{\partial \nu}+\gamma_{2} v=0 \quad\left(x \in \Gamma_{1}\right),  \tag{4.5}\\
& \frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0 \quad\left(x \in \Gamma_{2}\right) .
\end{align*}
$$

It is clear from (4.3) that $F(v)$ and $G(u)$ possess the same monotone property as $f(u)$, $g(v)$ in the hypothesis (H). In view of the quasi-monotone property of $F$ and $G$ we define upper and lower solutions for the problem (4.4)-(4.5) as follows:

Definition 4.1. A pair of smooth functions $(\tilde{u}, \tilde{v}),(\underset{\sim}{u}, \underset{\sim}{v})$ are called upper and lower solutions of (4.4), (4.5) if they satisfy the relations

$$
\begin{array}{cc}
-\nabla^{2} \tilde{u}+c_{1} \tilde{u} \geqq 0 \geqq-\nabla^{2} \underline{u}+c_{1} \underline{\sim} \\
-\nabla^{2} \tilde{v}+c_{2} \tilde{v}-G(\tilde{u}) \geqq 0 \geqq-\nabla^{2} \underline{v}+c_{2} v-G(\underline{u}) & (x \in \Omega),  \tag{4.6}\\
B_{1}[\tilde{u}]-F(v) \geqq 0 \geqq B_{1}[\tilde{\sim}]-F(\tilde{v}), \quad B_{2}[\tilde{v}] \geqq 0 \geqq B_{2}[v] & \left(x \in \Gamma_{1}\right) . \\
\frac{\partial \tilde{u}}{\partial \nu} \geqq 0 \geqq \frac{\partial u}{\partial \nu}, \quad \frac{\partial \tilde{v}}{\partial \nu} \geqq 0 \geqq \frac{\partial v}{\partial \nu} & \left(x \in \Gamma_{2}\right) .
\end{array}
$$

In the above definition a smooth function is referred to as a continuous function in $\bar{\Omega}$ which is twice continuously differentiable in $\Omega$ and has outward normal derivative on $\partial \Omega$. Notice that upper and lower solutions for the boundary value problem are interrelated through the boundary condition.

Let $\left(\bar{u}^{(0)}, \bar{v}^{(0)}\right)=(\tilde{u}, \tilde{v}),\left(\underline{u}^{(0)}, \underline{v}^{(0)}\right)=(\underline{u}, \underline{v})$ be initial iterations and construct two sequences $\left\{\bar{u}^{(k)}, \bar{v}^{(k)}\right\},\left\{\underline{u}^{(k)}, \underline{v}^{(k)}\right\}$ from the iteration process

$$
\begin{array}{lll}
-\nabla^{2} \bar{u}^{(k)}+c_{1} \bar{u}^{(k)}=0, & -\nabla^{2} \bar{v}^{(k)}+c_{2} \bar{v}^{(k)}=G\left(\bar{u}^{(k-1)}\right) & (x \in \Omega), \\
B_{1}\left[\bar{u}^{(k)}\right]=F\left(\underline{v}^{(k-1)}\right), & B_{2}\left[\bar{v}^{(k)}\right]=0 & \left(x \in \Gamma_{1}\right)  \tag{4.8}\\
\frac{\partial \bar{u}^{(k)}}{\partial \nu}=\frac{\partial \bar{v}^{(k)}}{\partial \nu}=0 & & \left(x \in \Gamma_{2}\right)
\end{array}
$$

and

$$
\begin{array}{lll}
-\nabla^{2} \underline{u}^{(k)}+c_{1} \underline{u}^{(k)}=0, & -\nabla^{2} \underline{v}^{(k)}+c_{2} \underline{v}^{(k)}=G\left(\underline{u}^{(k-1)}\right) & (x \in \Omega), \\
B_{1}\left[\underline{u}^{(k)}\right]=F\left(\bar{v}^{(k-1)}\right), & B_{2}\left[\underline{v}^{(k)}\right]=0 & \left(x \in \Gamma_{1}\right),  \tag{4.9}\\
\frac{\partial \underline{u^{(k)}}}{\partial \nu}=\frac{\partial \underline{v^{(k)}}}{\partial \nu}=0 & & \left(x \in \Gamma_{2}\right) .
\end{array}
$$

We again refer to these two sequences as maximal and minimal sequence, respectively. Just as in the time-dependent problem the maximal and minimal sequences possess the following monotone properties.

Lemma 4.1. Let ( $\tilde{u}, \tilde{v}),(\underline{u}, \underset{v}{v})$ be upper-lower solutions of (4.4), (4.5) such that $(\tilde{u}, \tilde{v}) \geqq(u, v) \geqq(0,0)$ and let hypothesis (H) hold. Then the sequences $\left\{\bar{u}^{(k)}, \bar{v}^{(k)}\right\},\left\{\underline{u}^{(k)}, \underline{v}^{(k)}\right\}$ given by (4.8), (4.9) possess the monotone property

$$
\begin{align*}
&\left(\underline{u}^{(k)}, \underline{v}^{(k)}\right) \leqq\left(\underline{u}^{(k+1)}, \underline{v}^{(k+1)}\right) \leqq\left(\bar{u}^{(k+1)}, \bar{v}^{(k+1)}\right)  \tag{4.10}\\
& \leqq\left(\bar{u}^{(k)}, \bar{v}^{(k)}\right), \quad k=0,1,2, \cdots .
\end{align*}
$$

Moreover, for each fixed $k$, the pair $\left(\bar{u}^{(k)}, \bar{v}^{(k)}\right)$ and $\left(\underline{u}^{(k)}, \underline{v}^{(k)}\right)$ are upper-lower solutions.
Proof. Since the proof of the lemma follows from the same argument as for Lemma 2.1 we omit the details.

In view of the monotone property (4.10) the pointwise limits

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\bar{u}^{(k)}, \bar{v}^{(k)}\right)=(\bar{u}, \bar{v}), \quad \lim _{k \rightarrow \infty}\left(\underline{u}^{(k)}, \underline{v}^{(k)}\right)=(\underline{u}, \underline{v}) \tag{4.11}
\end{equation*}
$$

exist and satisfy the relation

$$
\begin{equation*}
\left(\underline{u}^{(k)}, \underline{v}^{(k)}\right) \leqq(\underline{u}, \underline{v}) \leqq(\bar{u}, \bar{v}) \leqq\left(\bar{u}^{(k)}, \bar{v}^{(k)}\right), \quad k=0,1,2, \cdots \tag{4.12}
\end{equation*}
$$

By letting $k \rightarrow \infty$ in (4.8), (4.9) the usual regularity argument shows that ( $\bar{u}, \bar{v}$ ) and ( $\underline{u}, \underline{v}$ ) satisfy the equations

$$
\begin{array}{lll}
-\nabla^{2} \bar{u}+c_{1} \bar{u}=0, & B_{1}[\bar{u}]=f(\underline{v}), & \frac{\partial \bar{u}}{\partial \nu}=0, \\
-\nabla^{2} \bar{v}+c_{2} \bar{v}=G(\bar{u}), & B_{2}[\bar{v}]=0, & \frac{\partial \bar{v}}{\partial \nu}=0,  \tag{4.13}\\
-\nabla^{2} \underline{u}+c_{1} \underline{u}=0, & B_{1}[\underline{u}]=F(\bar{v}), & \frac{\partial \underline{u}}{\partial \nu}=0, \\
-\nabla^{2} \underline{v}+c_{2} \underline{v}=G(\underline{u}), & B_{2}[\underline{v}]=0, & \frac{\partial \underline{v}}{\partial \nu}=0 .
\end{array}
$$

In order to ensure that $(\bar{u}, \bar{v})$ and $(\underline{u}, \underline{v})$ are solutions of (4.4), (4.5), we must show that $(\bar{u}, \bar{v})=(\underline{u}, \underline{v})$. For this purpose we need to impose some additional conditions on $F$ and $G$. Specifically, by defining

$$
\begin{equation*}
M_{f} \equiv \max \left\{-F^{\prime}(v) ; \underset{v}{v} \leqq \underline{v} \tilde{v}\right\}, \quad M_{g} \equiv \max \left\{G^{\prime}(u) ; \boldsymbol{\sim} \leqq u \leqq \tilde{u}\right\} \tag{4.14}
\end{equation*}
$$

we have the following existence-uniqueness result.
Theorem 4.1. Let $(\tilde{u}, \tilde{v}),(\underset{\sim}{u}, \underset{v}{v})$ be upper-lower solutions of (4.4), (4.5) such that $(\tilde{u}, \tilde{v}) \geqq(u, v) \geqq(0,0)$ and let hypothesis $(\mathrm{H})$ hold. If

$$
\begin{equation*}
M_{f} M_{g} \leqq c_{1} \gamma_{2} \tag{4.15}
\end{equation*}
$$

then the steady-state problem (4.4), (4.5) has a unique solution $(u, v)$ such that

$$
\begin{equation*}
(\underset{\sim}{u}, \underset{v}{v}) \leqq(u, v) \leqq(\tilde{u}, \tilde{v}) \quad(x \in \bar{\Omega}) . \tag{4.16}
\end{equation*}
$$

Moreover the maximal and minimal sequences $\left\{\bar{u}^{(k)}, \bar{v}^{(k)}\right\},\left\{\underline{u}^{(k)}, \underline{v}^{(k)}\right\}$ converge monotonically to ( $u, v$ ).

Proof. Let $U=\bar{u}-\underline{u} \geqq 0, V=\bar{v}-\underline{v} \geqq 0$. Since by the mean value theorem

$$
\begin{align*}
& F(\underline{v})-F(\bar{v})=-F^{\prime}(\hat{v}) V \equiv \sigma_{1}(x) V \\
& G(\bar{u})-G(\underline{u})=G^{\prime}(\hat{u}) U \equiv \sigma_{2}(x) U
\end{align*} \quad(x \in \Omega),
$$

where $\hat{u}$ and $\hat{v}$ are some intermediate values in $[u, \tilde{u}]$ and $[v, \tilde{v}]$ respectively, relation (4.13) implies that

$$
\begin{array}{rr}
-\nabla^{2} U+c_{1} U=0, \quad-\nabla^{2} V+c_{2} V=\sigma_{2} U & (x \in \Omega), \\
\frac{\partial U}{\partial \nu}+\gamma_{1} U=\sigma_{1} V, \quad \frac{\partial V}{\partial \nu}+\gamma_{2} V=0 & \left(x \in \Gamma_{1}\right), \\
\frac{\partial U}{\partial \nu}=\frac{\partial V}{\partial \nu}=0 & \left(x \in \Gamma_{2}\right) . \tag{4.19}
\end{array}
$$

Let $\rho_{1}, \rho_{2}$ be any positive constants such that $M_{g} / c_{1} \leqq \rho_{1} / \rho_{2} \leqq \gamma_{2} / M_{f}$ and let $W=$ $\rho_{1} U+\rho_{2} V$. The existence of $\rho_{1}, \rho_{2}$ is ensured by condition (4.15). In view of (4.18)
and (4.19), $W$ satisfies the relation

$$
\begin{array}{ll}
-\nabla^{2} W+\left(\rho_{1} c_{1}-\rho_{2} \sigma_{2}\right) U+c_{2} \rho_{2} V=0 & (x \in \Omega), \\
\frac{\partial W}{\partial \nu}+\rho_{1} \gamma_{1} U+\left(\rho_{2} \gamma_{2}-\rho_{1} \sigma_{1}\right) V=0 & \left(x \in \Gamma_{1}\right),  \tag{4.20}\\
\frac{\partial W}{\partial \nu}=0 & \left(x \in \Gamma_{2}\right) .
\end{array}
$$

Since by the choice of $\rho_{1}, \rho_{2}$,

$$
\rho_{1} c_{1}-\rho_{2} \sigma_{2} \geqq \rho_{1} c_{1}-\rho_{2} M_{g} \geqq 0, \quad \rho_{2} \gamma_{2}-\rho_{1} \sigma_{1} \geqq \rho_{2} \gamma_{2}-\rho_{1} M_{f} \geqq 0,
$$

the nonnegative property of $(U, V)$ implies that

$$
\begin{equation*}
-\nabla^{2} W \leqq 0 \quad(x \in \Omega), \quad \frac{\partial W}{\partial \nu} \leqq 0 \quad(x \in \partial \Omega) \tag{4.21}
\end{equation*}
$$

By the maximum principle and the nonnegative property of $W$ we must have $W=0$ on $\bar{\Omega}$. This shows that $(\bar{u}, \bar{v})=(\underline{u}, \underline{v})$. The monotone convergence of the maximal and minimal sequences follows from Lemma 4.1.

To show the uniqueness of the solution, we let $\left(u^{*}, v^{*}\right)$ be any solution of (4.4), (4.5) such that $(\underset{\sim}{u}, \underline{v}) \leqq\left(u^{*}, v^{*}\right) \leqq(\tilde{u}, \tilde{v})$. Then by the iteration process (4.8), (4.9) and hypothesis (H) the functions $\left(\bar{w}_{1}, \bar{w}_{2}\right) \equiv\left(\bar{u}^{(1)}-u^{*}, \bar{v}^{(1)}-v^{*}\right)$ and $\left(\underline{w}_{1}, \underline{w}_{2}\right) \equiv$ $\left(u^{*}-\underline{u}_{1}, v^{*}-\underline{v}_{1}\right)$ satisfy the relations

$$
\begin{aligned}
& -\nabla^{2} \bar{w}_{1}+c_{1} \bar{w}_{1}=0, \quad B_{1}\left[\bar{w}_{1}\right]=F\left(\underline{v}^{(0)}\right)-F\left(v^{*}\right) \geqq 0, \\
& -\nabla^{2} \bar{w}_{2}+c_{2} \bar{w}_{2}=G\left(\bar{u}^{(0)}\right)-G\left(u^{*}\right) \geqq 0, \quad B_{2}\left[w_{2}\right]=0, \\
& -\nabla^{2} \underline{w}_{1}+c_{1} \underline{w}_{1}=0, \quad B_{1}\left[\underline{w}_{1}\right]=F\left(v^{*}\right)-F\left(\bar{v}^{(0)}\right) \geqq 0, \\
& -\nabla^{2} \underline{w}_{2}+c_{2} \underline{w}_{2}=G\left(u^{*}\right)-G\left(\underline{u}^{(0)}\right) \geqq 0, \quad B_{2}\left[\underline{w}_{2}\right]=0
\end{aligned}
$$

and $\partial \bar{w}_{i} / \partial \nu=\partial \underline{w}_{i} / \partial \nu=0$ on $\Gamma_{2}, i=1,2$. These inequalities imply that $\left(\underline{u}^{(1)}, \underline{v}^{(1)}\right) \leqq$ $\left(u^{*}, v^{*}\right) \leqq\left(\bar{u}^{(1)}, \bar{v}^{(1)}\right)$. An induction argument shows that

$$
\begin{equation*}
\left(\underline{u}^{(k)}, \underline{v}^{(k)}\right) \leqq\left(u^{*}, v^{*}\right) \leqq\left(\bar{u}^{(k)}, \bar{v}^{(k)}\right), \quad k=1,2, \cdots . \tag{4.22}
\end{equation*}
$$

Since the sequences $\left\{\bar{u}^{(k)}, \bar{v}^{(k)}\right\}$ and $\left\{\underline{u}^{(k)}, \underline{v}^{(k)}\right\}$ both converge to the solution $(u, v)$ we conclude that $\left(u^{*}, v^{*}\right)=(u, v)$. This completes the proof of the theorem.

Remark 4.1. Unlike systems with both quasi-monotone increasing or quasimonotone decreasing functions, the pair ( $\tilde{u}, \tilde{v}$ ) and $\left(u^{*}, v^{*}\right)$ (or $\left(u^{*}, v^{*}\right)$ and $(\underline{u}, v)$ ) are not upper-lower solutions as defined in Definition 4.1. In fact, if ( $\tilde{u}, \tilde{v})$ and ( $u^{*}, v^{*}$ ) are used as the initial iterations in the process (4.8) and (4.9) the corresponding sequences are no longer monotone. Nevertheless each sequence contains a subsequence which consists of the same function ( $u^{*}, v^{*}$ ).

In analogy to the time-dependent problem, the constant functions $(\tilde{u}, \tilde{v})=\left(\rho, \rho^{*}\right)$ and $(\underset{\sim}{u}, \underset{v}{v})=(0,0)$ are upper-lower solutions of (4.4), (4.5) if

$$
\begin{equation*}
c_{2} \rho^{*}-G(\rho) \geqq 0 \geqq-G(0), \quad \gamma_{1} \rho-F(0) \geqq 0 \geqq-F(\rho) \tag{4.23}
\end{equation*}
$$

because all the other requirements in (4.6) and (4.7) are fulfilled. By hypothesis (H), it suffices to choose $\rho, \rho^{*}$ such that

$$
\begin{equation*}
\rho \geqq \frac{F(0)}{\gamma_{1}}, \quad \rho^{*} \geqq \frac{G(\rho)}{c_{2}} \tag{4.24}
\end{equation*}
$$

This choice of $\left(\rho, \rho^{*}\right)$ and Theorem 4.1 lead to the following.
Theorem 4.2. Let hypothesis (H) and condition (4.15) hold and let $\rho, \rho^{*}$ be any constants satisfying (4.24). Then the sequences $\left\{\bar{u}^{(k)}, \bar{v}^{(k)}\right\}$ and $\left\{\underline{u}^{(k)}, \underline{v}^{(k)}\right\}$ with $\left(\bar{u}^{(0)}, \bar{v}^{(0)}\right)=\left(\rho, \rho^{*}\right),\left(\underline{u}^{(0)}, \underline{v}^{(0)}\right)=(0,0)$ converge to a unique solution $(u, v)$ and

$$
\begin{equation*}
(0,0) \leqq(u, v) \leqq\left(\rho, \rho^{*}\right) \tag{4.25}
\end{equation*}
$$
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# CHAOTIC SOLUTIONS OF SYSTEMS OF FIRST ORDER PARTIAL DIFFERENTIAL EQUATIONS* 
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$$
\begin{aligned}
& \text { Abstract. We consider the system of partial differential equations } \\
& \qquad \begin{array}{l}
\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{c}(\mathbf{x}) \cdot \nabla) \mathbf{u}=\mathbf{f}(\mathbf{x}, \mathbf{u}), \\
\mathbf{u}(t=0, \mathbf{x})=\mathbf{v}(\mathbf{x})
\end{array}
\end{aligned}
$$

where $\mathbf{x} \in \Delta$, a compact connected subset of $R^{m}, \mathbf{u} \in R^{n}$, and $t \geqq 0$. This is a generalization of a problem investigated by Lasota [6] and Brunovsky [2], and the methods used are similar to those used by these authors.

Imposing certain conditions on $\mathbf{c}$ and $\mathbf{f}$, we show that for $\mathbf{v}$ in a certain subset of the phase space the solution uniformly approaches a limit set of dimension $n-1$. We also show that in another subset of the phase space there are both (a) dense orbits and (b) periodic orbits of all periods. Each of (a) and (b) leads to a proof of the existence of a type of chaos in this subset.

Key words. first order partial differential equations, semiflow, chaos
AMS(MOS) subject classification. 35B

1. Introduction. This paper is concerned with a particular type of chaotic behaviour that can occur in a function space. In order that the nature of this particular type of stochastic behaviour can be appreciated, it is necessary to present some background information concerning chaos in other types of dynamical systems. There are essentially three types of situation in which chaotic phenomena have been investigated by mathematicians. These are chaos in one dimension involving maps of the interval or the circle, mappings of $R^{n}$ into itself and chaos in function spaces such as those associated with the equations of fluid mechanics. We consider each in turn.

Chaos in one dimension. "Chaos" is taken loosely to mean a state where nonperiodic motion is observed as a nontransient phenomena. We will give various definitions of chaos, and show how the concept has been developed and generalized in different ways. One of those ways leads to the particular form of chaotic motion considered in this paper.

The first rigorous definition of chaos was that used by Li and Yorke [7] for iterations of an interval map.

Theorem (Li and Yorke). Let $J$ be an interval and $F: J \rightarrow J$ be continuous. Suppose there is a point $a \in J$ that satisfies either

$$
\begin{equation*}
F^{3}(a) \leqq a<F(a)<F^{2}(a) \tag{1.1}
\end{equation*}
$$

or

$$
F^{3}(a) \geqq a>F(a)>F^{2}(a) .
$$

Then

1) For every integer $k>0$ there is a point in $J$ having period $k$.

[^88]2) J has an uncountable subset $S$ (called the scrambled set) that contains no periodic points and satisfies the following conditions:

For each $p, q$ distinct in $S$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|F^{n}(p)-F^{n}(q)\right|>0 \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left|F^{n}(p)-F^{n}(q)\right|=0 . \tag{1.3}
\end{equation*}
$$

For each $p \in S$ and each periodic $q \in J$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|F^{n}(p)-F^{n}(q)\right|>0 . \tag{1.4}
\end{equation*}
$$

This "period three implies chaos" theorem makes the definition attractive, and it has been widely used. Li and Yorke's work is partly a special case of a theorem of Sharkovskii [10].

Kloeden et al. [5] have proposed that the existence of orbits of any given period should not be a necessary condition in the definition of chaos. Ott [9] uses a definition of chaos for sequences based on sensitivity to initial conditions and on average correlation functions.

Chaos in $R^{n}$. How to characterise the $n$-dimensional analogue of the chaotic behaviour of one-dimensional systems is not immediately apparent. Marotto [8] has extended the Li-Yorke theorem to $R^{n}$ by introducing the idea of "snap-back-repellers." If $F$ is a $C^{1}$ mapping from $R^{n}$ to $R^{n}$, then $\mathbf{z} \in R^{n}$ is defined to be a snap-back-repeller if (a) $F(\mathbf{z})=\mathbf{z}$; (b) there is some $r>0$ such that all the eigenvalues of $D F(\mathbf{x})$ have norm greater than one; (c) there is some point $\mathbf{x}_{0}$ with $0<\left|\mathbf{z}-\mathbf{x}_{0}\right|<r$ such that $F^{M}\left(\mathbf{x}_{0}\right)=\mathbf{z}$ and $\left|D F^{M}\left(\mathbf{x}_{0}\right)\right| \neq 0$ for some $M>0$.

Marotto has shown that if a mapping $F$ has a "snap-back-repeller," then it has a scrambled set of the type defined in the Li-Yorke theorem. Marotto's theorem has been further extended by Shiraiwa and Kurata [11].

Chaos in abstract spaces. Auslander and Yorke [1] put forward the following definition, again for discrete dynamical systems.

> If $X$ is a compact metric space and $\tau$ a continuous surjection from $X$ to itself then $(X, \tau)$ is defined to be a compact system. The point $x \in X$ is said to be stable if for each $\varepsilon>0$ there is a $\delta>0$ such that $d\left(\tau^{n}(x), \tau^{n}(y)\right)<\varepsilon$ for each $y$ with $d(x, y)<\delta$ and each $n \in N$. The compact system $(X, \tau)$ is defined to be chaotic if no point $x \in X$ is stable and if there is some $y \in X$ whose orbit is dense in $X$.

Chaos may also be observed in function spaces. Lasota [6] has proved the existence of chaos, in a sense analogous to that of Auslander and Yorke [1], for the first order partial differential equation

$$
\begin{align*}
& \frac{\partial u}{\partial t}+c(x) \frac{\partial u}{\partial x}=f(u, x), \\
& u(x, 0)=v(x) \tag{1.5}
\end{align*}
$$

where $x \in[0,1], t \geqq 0$, and $c, f$, and $v$ obey certain specified conditions. Here the phase space is the space of functions $v:[0,1] \rightarrow[0, \infty)$. Lasota's extension of Auslander and Yorke's definition is natural, but, as a result of this extension, the set in which he proves chaos to exist is not compact.

Walther [12], and an der Haiden and Walther [4], examine delay-differential equations. Here the phase space is a function space, $C([0,1], R)$. A Poincare section is used, and the existence of chaos is proved (in the sense of Li and Yorke) for the first-return map on this section.

In this paper we extend the recent results of Lasota [6] to a higher-dimensional situation. In § 2 we prove a series of preliminary theorems that generalize those of Lasota. In order to produce these results we attempt to extend the conditions that Lasota imposes on scalar valued functions to the vector case. In so doing we also introduce minor modifications in his results in the one-dimensional situation. The main result, confirming a generalized form of chaos for the semiflow defined by (2.1) and (2.2), is proved in §3. Brunovsky [2] has proved some of Lasota's results by an alternative means. In our final § 4 we generalize this technique to our more general situation. So that this paper can be read independently of Lasota's and so that the differences and extensions we have made can be readily identified it is necessary for us to review the existing results of [6].

Lasota's results. We now review the results of Lasota [6].
If $D$ is some topological space, denote the space of continuous functions from $D$ to the real line by $C(D)$. Denote the space of continuously differentiable functions by $C^{1}(D)$, and the corresponding spaces of nonnegative functions by $C_{+}(D)$ and $C_{+}^{1}(D)$.

If $D$ is a compact subset of $R^{n}$, define the distance between two functions $F_{1}$ and $F_{2}$ in $C(D)$ to be $\max _{\mathbf{x} \in D}\left|F_{1}(\mathbf{x})-F_{2}(\mathbf{x})\right|$.

Consider the partial differential equation (1.5)

$$
\begin{aligned}
& \frac{\partial u}{\partial t}+c(x) \frac{\partial u}{\partial x}=f(x, u), \\
& u(0, x)=v(x)
\end{aligned}
$$

where $t \geqq 0$ and $x \in \Delta=[0,1]$.
This equation can be used to model a variety of phenomena, in particular the growth of populations of certain types of cells, including red blood cells.

Assume the following:

1) The functions $c$ and $f$ are both $C^{1}$;
2) $c(0)=0$ and $c(x)>0$ for all $x>0$;
3) There is some $u_{0} \in(0,1]$ such that
(a) $f(0, u)\left(u-u_{0}\right)<0$ for all $u>0, u \neq u_{0}$, and
(b) $f_{u}\left(0, u_{0}\right)<0$;
4) There exist $k_{1} \geqq 0, k_{2} \geqq 0$ such that $f(x, u) \leqq k_{1} u+k_{2}$ for all $x \in \Delta, u \geqq 0$.
5) $f(x, 0) \geqq 0$ for all $x \in \Delta$, and $f(0,0)=0$.

Under these assumptions the following results are proved:

1) For every $v \in C_{+}(\Delta)$ there is a unique solution to (1.5). Let $\phi\left(t ; t_{0}, x_{0}\right)$ be the unique solution of

$$
\begin{equation*}
\frac{d x}{d t}=c(x) \tag{1.6}
\end{equation*}
$$

with $x\left(t_{0}\right)=x_{0}$; and $\phi\left(t ; x_{0}, r\right)$ be the unique solution of

$$
\begin{equation*}
\frac{d y}{d t}=f\left(\phi_{x_{0}}(t), y\right) \tag{1.7}
\end{equation*}
$$

with $y(0)=r$, where $\phi_{x}(t)$ is defined as $\phi(t ; 0, x)$. Then the solution $u(t, x)$ of (1.5) can be written as

$$
\begin{equation*}
u(t, x)=\psi(t ; \phi(0, t, x), v(\phi(0 ; t, x))) . \tag{1.8}
\end{equation*}
$$

2) There is a unique solution $w_{0}(x)$ to the equation

$$
\begin{equation*}
c(x) \frac{d u}{d x}=f(x, u) \tag{1.9}
\end{equation*}
$$

for $x \in \Delta$, with $w_{0}(x)=u_{0}$. If $v \in C_{+}(\Delta)$ with $v(0)>0$, then $\left(S_{t} v\right)(x) \rightarrow w_{0}(x)$ as $t \rightarrow \infty$, uniformly for $x \in \Delta$.
3) Let

$$
V_{0}=\left\{v \in C_{+}(\Delta): v(0)=0\right\}
$$

and

$$
V_{w}=\left\{v \in C_{+}(\Delta): v(x)<w_{0}(x) \forall x \in \Delta\right\} .
$$

Define the semidynamical system $\left\{S_{t} v\right\}_{t \geqq 0}$ by

$$
\begin{equation*}
(S, v)(x)=u(t, x) \tag{1.10}
\end{equation*}
$$

where $u(t, x)$ is a solution of (1.5).
Then the sets $V_{0}$ and $V_{w}$ are invariant under $S_{t}$; also for each $v \in V_{0}$ there is a $T_{0} \geqq 0$ such that $S_{t} v \in V_{w}$ for all $t \geqq T_{0}$.

If condition 5 is replaced by the stronger condition
$\left.5^{\prime}\right) f(x, 0)=0$ for all $x \in \Delta$
(see [2]), then one can show that the semidynamical system $\left\{S_{t}\right\}_{t \geqq 0}$ is chaotic in the set $V_{w}$, that is,
(a) no point of $V_{w}$ is stable;
(b) there is some $v \in V_{w}$ such that the orbit $\left\{S_{t} v: t \geqq 0\right\}$ of $v$ is dense in $V_{w}$.

Brunovsky [2] shows that there cannot be chaos in all of $V_{w}$ if the stronger condition $5^{\prime}$ is not satisfied.

Define a generalized solution of (1.5) to be a function in $C_{+}(\Delta)$ which is the uniform limit on compact subsets of $\Delta$ of solutions of (1.5). We will normally use the word "solution" loosely to refer to a generalized solution.

For consistency we will use notation derived from that of Lasota and Brunovsky where possible.
2. Preliminary theorems. In this section and the next we will generalize the results of Lasota [6], by proving theorems for an initial value problem involving $n$ simultaneous equations in one time variable and $m$ spatial variables.

Lasota deals with the nonlinear initial value problem

$$
\begin{align*}
& \frac{\partial u}{\partial t}+c(x) \frac{\partial u}{\partial x}=f(x, u), \\
& u(t=0, x)=v(x) \tag{2.1}
\end{align*}
$$

and the associated semidynamical system

$$
\begin{equation*}
\left(S_{t} v\right)(x)=u(t, x) \tag{2.2}
\end{equation*}
$$

Here the results of [6] are extended to the initial value problem for a system of $n$ partial differential of the form

$$
\begin{align*}
& \frac{\partial \mathbf{u}}{\partial t}+\left(\mathbf{c}(\mathbf{x}) \cdot \nabla_{\mathbf{x}}\right) \mathbf{u}=\mathbf{f}(\mathbf{x}, \mathbf{u}) \\
& \mathbf{u}(t=0, \mathbf{x})=\mathbf{v}(\mathbf{x}) \tag{2.3}
\end{align*}
$$

where $x$ is now replaced by $m$ independent spatial variables.
Let $\Delta$ be a compact simply-connected $m$-dimensional region in $R^{m}$ and let $\Delta$ have a piecewise $C^{1}$ boundary $\partial \Delta$.

Let $\mathbf{c}$ be a function from $\Delta$ to $R^{n}$ satisfying the following conditions:
(C1) $\mathbf{c}$ is a $C^{1}$ function of $\mathbf{x}$;
(C2) if the outward unit normal $\hat{\mathbf{n}}(\mathbf{x})$ exists at $\mathbf{x} \in \partial \Delta$ then

$$
\begin{equation*}
\hat{\mathbf{n}}(\mathbf{x}) \cdot \mathbf{c}(\mathbf{x})>0 \tag{2.4}
\end{equation*}
$$

Thus at all points on $\Delta$ the vector field $\mathbf{c}$ points outwards. This is true for the "corners" by continuity of $c$.

Let f be a function from $\Delta \times R^{m}$ to $R^{n}$ satisfying
(F1) $f$ is a $C^{1}$ function of $\mathbf{x}$ and $\mathbf{u}$.
(F2) We have

$$
\begin{equation*}
|\mathbf{f}(\mathbf{x}, \mathbf{u})|<k_{1}|\mathbf{u}|+k_{2} \tag{2.5}
\end{equation*}
$$

for all $(\mathbf{x}, \mathbf{u})$ in $\Delta \times R^{n}$ where $k_{1}, k_{2}$ are real numbers, and $|\cdot|$ denotes the usual Euclidean norm.

As in Lasota's original paper the method of characteristics is extensively used. Let $\boldsymbol{\phi}\left(t ; t_{0}, \mathbf{p}\right)$ be the unique solution of

$$
\begin{align*}
& \frac{d \mathbf{x}}{d t}=\mathbf{c}(\mathbf{x}), \\
& \mathbf{x}\left(t_{0}\right)=\mathbf{p} \tag{2.6}
\end{align*}
$$

Let $\boldsymbol{\phi}_{\mathbf{p}}(t)=\boldsymbol{\phi}(t ; 0, \mathbf{p})$.
Let $\boldsymbol{\psi}(t ; \mathbf{p}, \mathbf{r})$ be the unique solution of

$$
\begin{align*}
& \frac{d \mathbf{u}}{d t}=\mathbf{f}\left(\phi_{\mathbf{p}}(t), \mathbf{u}\right), \\
& \mathbf{u}(0)=\mathbf{r} . \tag{2.7}
\end{align*}
$$

Define $T(\mathbf{p})$ to be the value of $t$ at which the curve $\phi_{\mathbf{p}}(t)$ intersects $\partial \Delta$, if this intersection occurs. Let $T(\mathbf{p})=\infty$ if the curve does not intersect the boundary.

Define $\Delta_{0}$ to be the set $\{\boldsymbol{p} \in \Delta: T(\mathbf{p})=\infty\}$.
Define $\partial \Delta_{0}$ to be $\Delta_{0}$-int $\Delta_{0}$. Thus, for example, if $\Delta_{0}$ consists of a single point then $\partial \Delta_{0}=\Delta_{0}$.

Lemma 2.1. If $\mathbf{c}$ and $\mathbf{f}$ satisfy ( C 1$)-(\mathrm{C} 2)$ and (F1)-(F2), then the PDE (2.3) has $a$ unique solution for all $\mathbf{x} \in \Delta, \mathbf{u} \in R^{n}$.

Proof. The function $\phi$ is well defined in $\Delta$ because $\Delta$ is compact and $\mathbf{c}(\mathbf{x})$ is Lipschitz for all $\mathbf{x}$ in $\Delta$. The curves $\phi_{\mathbf{p}}(t)$ are characteristic curves which originate in $\Delta$ and cross the boundary $\partial \Delta$ at most once. (The condition $\hat{\mathbf{n}}(\overline{\mathbf{x}}) \cdot \mathbf{c}(\overline{\mathbf{x}})>0$ for $\overline{\mathbf{x}} \in \partial \Delta$ ensures that no characteristic curves enter $\Delta$ from outside.)

Therefore $\phi_{\mathbf{p}}(t)$ is defined for all $t \leqq T(\mathbf{p})$. Condition ( F 1 ) on $\mathbf{f}$ ensures that $\psi(t ; \mathbf{p}, \mathbf{r})$ is defined for all $t$ in this range. So letting

$$
\begin{equation*}
\mathbf{u}(t ; \mathbf{x})=\boldsymbol{\psi}(t ; \boldsymbol{\phi}(0 ; t, \mathbf{x}), \mathbf{v}(\boldsymbol{\phi}(0 ; t, \mathbf{x}))) \tag{2.8}
\end{equation*}
$$

we have a unique solution to the PDE (2.3).
We will consider, as in Lasota's paper, generalized solutions, which are limits of solutions of (2.3); that is, if $\left\{\mathbf{u}_{n}\right\}_{n=1}^{\infty}$ are solutions of (2.3) and

$$
\lim _{n \rightarrow \infty} \sup _{\mathbf{x} \in \Delta}\left|\mathbf{u}_{n}(\mathbf{x})-\mathbf{u}(\mathbf{x})\right|=0,
$$

then $\mathbf{u}$ is said to be a generalized solution of (2.3).
Lemma 2.2. T is a continuous function of $\mathbf{x}$.
Proof. Let $\mathbf{x}_{1}$ be a point in $\Delta-\Delta_{0}$. We want to show that for any $\varepsilon>0$ there is an open set $\mathscr{O}$ in $\Delta-\Delta_{0}$ containing $\mathbf{x}_{1}$ such that $\left|T\left(\mathbf{x}_{1}\right)-T(\mathbf{x})\right|<\varepsilon$ for all $\mathbf{x}$ in $\mathcal{O}$.

Now $\phi\left(t_{1} ; t_{2}, \mathbf{x}\right)$ is a continuous function of $\mathbf{x}$, since the solution of a system of ordinary differential equations is a continuous function of the initial values.

Thus if $t \geqq 0$ then $\phi(0 ; t, \cdot)$ defines a homeomorphism from $\partial \Delta$ to a subset of $\Delta-\Delta_{0}$. The sets $\boldsymbol{\phi}\left(0 ; T\left(\mathbf{x}_{1}\right)+\varepsilon, \partial \Delta\right)$ and $\phi\left(0 ; T\left(\mathbf{x}_{1}\right)-\varepsilon, \partial \Delta\right)$ are thus homeomorphic to $\partial \Delta$, and to $S^{m-1}$. The open region enclosed by these surfaces contains $\mathbf{x}_{1}$, since the integral curve $\boldsymbol{\phi}\left(t ; 0, \mathbf{x}_{1}\right)$ intersects each surface exactly once, and $\mathbf{x}_{1}$ lies between these intersections. Similarly any point $\mathbf{x}$ in this region satisfies $\left|T\left(\mathbf{x}_{1}\right)-T(\mathbf{x})\right|<\varepsilon$. $\mathcal{O}$ can then be chosen to be any open subset of this region that contains $\mathbf{x}_{1}$.

So $T$ is a continuous function of $\mathbf{x} \in \Delta-\Delta_{0}$.
Lemma 2.3. $\Delta_{0}$ is nonempty, closed and connected.
Proof. To show that $\Delta_{0}$ is not empty, it is sufficient to show that there is some $\mathbf{x}$ in $\Delta$ for which $\mathbf{c}(\mathbf{x})=\mathbf{0}$. For $m=1$ this follows immediately from the intermediate value theorem. For $m>1 \Delta$ can be continuously deformed into $B^{m}$, the unit closed ball in $m$-space, with $\partial \Delta$ becoming $S^{m-1}$. But any continuous nonvanishing vector field on $B^{m}$ must contain at least one inward-pointing and at least one outward-pointing normal to $S^{m-1}$. (See, for example, Dugundji [3].) Here there are no inward-pointing normals, and so it follows that $\mathbf{c}$ vanishes at some point $\mathbf{x}$ in $\Delta$. Note that (2.4) implies that $\Delta_{0}$ is contained in int $\Delta$.

From every point $\overline{\mathbf{x}}$ of $\partial \Delta$ we can trace back the integral curve by looking at $\boldsymbol{\phi}(0 ; t, \overline{\mathbf{x}})$ for $t>0$. We can find in this way points in $\Delta-\Delta_{0}$ corresponding to any finite nonnegative value of $T$. Also we have seen that $\phi(0 ; t, \cdot)$ defines a homeomorphism from $\partial \Delta$ to $T^{-1}(t)$ for any finite $t>0$.

The complement of $\Delta_{0}$ is $\bigcup_{n=1}^{\infty}\{\mathbf{x} \in \Delta: T(\mathbf{x})<n\}$. But $T$ is continuous (Lemma 2.2), and $\{\mathbf{x} \in \Delta: T(\mathbf{x})<n\}$ is the inverse image in $\Delta$ of an open set in $R$, and hence is open in $\Delta$. Thus the complement of $\Delta_{0}$ is a union of sets open in $\Delta$, and so $\Delta_{0}$ is a closed subset of $\Delta$.

Next suppose that $\Delta_{0}$ is not connected. Since $R^{m}$ is normal we can find disjoint open sets $U_{1}$ and $U_{2}$ such that $\Delta_{0}$ has nonempty intersection with both $U_{1}$ and $U_{2}$, and $\Delta_{0}$ is contained in $U_{1} \cup U_{2}$. Therefore $\Delta-\left(U_{1} \cup U_{2}\right)$ is a closed set which does not intersect $\Delta_{0}$. So there exists

$$
T_{m}=\max _{\mathbf{x} \in \Delta-\left(U_{1} \cup U_{2}\right)} T(\mathbf{x})<\infty .
$$

Consider the set $T^{-1}\left(t_{0}\right)$ for $t_{0}>T_{m}$. This set $T^{-1}\left(t_{0}\right)$ is contained in $U_{1} \cup U_{2}$ since $t_{0}>T_{m}$. Now since $\phi\left(0 ; t_{0}, \cdot\right)$ defines a homeomorphism from $\partial \Delta$ to $T^{-1}\left(t_{0}\right)$, it follows that $T^{-1}\left(t_{0}\right)$ is connected. Therefore, $T^{-1}\left(t_{0}\right)$ cannot intersect both $U_{1}$ and $U_{2}$. Suppose without loss of generality that $T^{-1}\left(t_{0}\right)$ is a subset of $U_{1}$, and so $T^{-1}\left(t_{0}\right)$ does not intersect $U_{2}$.

Choose $\varepsilon$ less than the distance from $\Delta_{0}$ to $\Delta-\left(U_{1} \cup U_{2}\right)$. Thus because $\phi\left(t_{0} ; 0, \cdot\right)$ is continuous we can find $\mathbf{x}_{1}$ in the intersection of $\Delta_{0}$ and $U_{2}$, and $\mathbf{x}_{2} \in U_{2}-\Delta_{0}$ such that

$$
\left|\phi_{\mathbf{x}_{1}}(t)-\phi_{\mathbf{x}_{2}}(t)\right|<\varepsilon
$$

for $0 \leqq t \leqq t_{0}$. Since $\phi_{\mathbf{x}_{1}}\left(t_{0}\right) \in \Delta_{0}$ it follows that $\phi_{\mathbf{x}_{2}}\left(t_{0}\right) \in U_{2}$. Therefore, $t_{0}<T\left(\mathbf{x}_{2}\right)<\infty$.
Now consider the curve $\boldsymbol{\phi}_{\mathbf{x}_{2}}(t)$. We have

$$
T\left(\phi_{\mathbf{x}_{2}}(0)\right)=T\left(\mathbf{x}_{2}\right)>0,
$$

and since $\phi_{\mathbf{x}_{2}}\left(T\left(\mathbf{x}_{2}\right)\right)$ lies on $\partial \Delta_{0}$ we have

$$
T\left(\phi_{\mathbf{x}_{2}}\left(T\left(\mathbf{x}_{2}\right)\right)\right)=0 .
$$

Therefore there is some point $\mathbf{x}$ on the curve for which $T(\mathbf{x})=t_{0}$. This point is in $U_{2}$, since $t_{0}>T_{m}$. But this is a contradiction, since $T^{-1}\left(t_{0}\right)$ does not intersect $U_{2}$.

Therefore $\Delta_{0}$ must be connected.
Lemma 2.4. If $\mathbf{x}_{0} \in \partial \Delta_{0}$, then $\phi_{\mathbf{x}_{0}}(t) \in \partial \Delta_{0}$ for all $t \geqq 0$.
Proof. First, suppose that $\phi_{\mathbf{x}_{0}}(t) \in \Delta-\Delta_{0}$ for some $t>0$. Then $T\left(\phi_{\mathbf{x}_{0}}(t)\right)<\infty$, say $T\left(\phi_{\mathbf{x}_{0}}(t)\right)=T_{0}$. But this implies that $\phi_{\mathbf{x}_{0}}\left(t+T_{0}\right) \in \Delta_{0}$, and so $T\left(\mathbf{x}_{0}\right)<\infty$, which contradicts the assumption that $\mathbf{x}_{0} \in \Delta_{0}$.

Suppose $\mathbf{x}_{0} \in \partial \Delta_{0}$ with $\phi_{\mathbf{x}_{0}}\left(t_{0}\right) \in$ int $\Delta_{0}$ for some $t_{0}>0$. Choose $\varepsilon$ with $0<\varepsilon<$ $d\left(\phi_{\mathbf{x}_{0}}\left(t_{0}\right), \partial \Delta_{0}\right)$. Let $\delta>0$ be such that for all $\mathbf{x} \in \Delta$ with $\left|\mathbf{x}-\mathbf{x}_{0}\right|<\delta$ we have $\mid \phi_{\mathbf{x}}(t)-$ $\boldsymbol{\phi}_{\mathbf{x}_{0}}(t) \mid<\varepsilon$ for all $t<t_{0}$. But since $\mathbf{x}_{0} \in \partial \Delta_{0}$ we can find $\mathbf{x} \in \Delta-\Delta_{0}$ with $\left|\mathbf{x}-\mathbf{x}_{0}\right|<\delta$. Thus $\left|\boldsymbol{\phi}_{\mathbf{x}}\left(t_{0}\right)-\boldsymbol{\phi}_{\mathbf{x}_{0}}\left(t_{0}\right)\right|<\varepsilon$, which implies that $\boldsymbol{\phi}_{\mathbf{x}}\left(t_{0}\right) \in \operatorname{int} \Delta_{0}$. But this is impossible since $T(\mathbf{x})<\infty$.

Therefore $\phi_{\mathbf{x}_{0}}(t) \in \partial \Delta_{0}$.
In [6] the function $f(x, u)$ is required to satisfy

$$
\begin{aligned}
& \left(u-u_{0}\right) f(0, u)<0 \text { for } u>0, u \neq u_{0}, \\
& f_{u}\left(0, u_{0}\right)<0 \text { for some } u_{0}>0 .
\end{aligned}
$$

Thus $u_{0}$ is an attracting stationary point for the trajectory $u(0, t)$.
Here this is generalized to an invariant surface of dimension $n-1$, where $n>1$, or two points if $n=1$. This surface is to be attracting in the sense that at least locally $\mathbf{f}(\mathbf{x}, \mathbf{u})$ points towards this surface, for each $\mathbf{x}$ in $\Delta_{0}$. Here, however the point $0 \in R$ has been generalized to the set $\Delta_{0}$. Thus the question arises as to whether the invariant surface can depend on the element $\mathbf{x}$ of $\Delta_{0}$, or whether it must be independent of $\mathbf{x}$. We find results for the more general case, that is, where the surface depends on $\mathbf{x} \in \Delta_{0}$.

We require $\mathbf{f}$ to satisfy the following further conditions:
(F3) There is a compact simply-connected $n$-dimensional subset $W(\mathbf{x})$ of $R^{n}$ associated (continuously) with each point $\mathbf{x}$ in $\Delta_{0}$ with $\partial W(\mathbf{x})$ piecewise $C^{1}$.
(F4) For each $\mathbf{x}$ in $\Delta_{0}$ there is an open set $R(\mathbf{x})$ in $R^{n}$, such that $\partial W(\mathbf{x})$ is contained in $R(\mathbf{x})$. If $\mathbf{x} \in \Delta_{0}, \mathbf{u} \in R(\mathbf{x})$ and $\mathbf{u}_{1} \in \partial W(\mathbf{x})$ is the nearest point (in the Euclidean sense) in $\partial W(\mathbf{x})$ to $\mathbf{u}$ (if this is well defined) then

$$
\begin{equation*}
\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot \mathbf{f}(\mathbf{x}, \mathbf{u})<0 . \tag{2.9}
\end{equation*}
$$

(F5) If $\mathbf{x}_{0} \in \partial \Delta_{0}, \mathbf{u}_{1} \in \partial W\left(\mathbf{x}_{0}\right)$, then

$$
\begin{equation*}
\mathbf{N} \cdot\left(J f\left(\mathbf{x}, \mathbf{u}_{1}\right) \mathbf{N}\right)<0 \tag{2.10}
\end{equation*}
$$

where $\mathbf{N}$ is normal to $\partial W(\mathbf{x})$ at $\mathbf{u}_{1}$ and where $J f$ denotes the Jacobian of $f$.
Note that $\mathbf{u}_{1}(\mathbf{x}, \mathbf{u})$ is well defined for almost all $\mathbf{u} \in R^{n}$. If $\mathbf{u}_{1}$ is not uniquely defined then $\mathbf{f}(\mathbf{x}, \mathbf{u})$ may still satisfy (2.9) for each of the several nearest $\mathbf{u}_{1}$ to $\mathbf{u}$. However, by an argument similar to that of Lemma 2.3 we see that the vector fields $\mathbf{u}-\mathbf{u}_{1}$ and $\mathbf{f}$ on
$W(\mathbf{x})$ cannot be well defined, continuous and nonzero everywhere on int $W(\mathbf{x})$. So there is some point $\mathbf{u} \in$ int $W(\mathbf{x})$ where $\mathbf{u}-\mathbf{u}_{1}$ is undefined because $\mathbf{u}_{1}$ is undefined, and at this point it is not possible to define $\mathbf{f}(\mathbf{x}, \mathbf{u})$ such that (2.9) holds for each of the nearest points of $\partial W(\mathbf{x})$. There may be more than one such point, for if the distance $\left|\mathbf{u}-\mathbf{u}_{1}\right|$ has a local maximum at $\mathbf{u}$, then $\mathbf{f}$ is necessarily zero at this point.

Let

$$
m=\min _{\mathbf{x}_{0} \in \Delta_{0}} d\left(\partial R\left(\mathbf{x}_{0}\right), \partial W\left(\mathbf{x}_{0}\right)\right),
$$

and for each $\mathbf{x}_{0} \in \Delta_{0}$ let

$$
R^{\prime}\left(\mathbf{x}_{0}\right)=\left\{\mathbf{u} \in R^{n}: d\left(\mathbf{u}, \partial W\left(\mathbf{x}_{0}\right)\right) \leqq m / 2\right\} .
$$

Let $R_{0}\left(\mathbf{x}_{0}\right)$ be the open subset of $R^{n}$ defined by

$$
R_{0}\left(\mathbf{x}_{0}\right)=\left\{\mathbf{u} \in R^{n}: \psi\left(t ; \mathbf{x}_{0}, \mathbf{u}\right) \in R^{\prime}\left(\phi_{\mathbf{x}_{0}}(t)\right) \text { for some } t \geqq 0\right\} .
$$

$R_{0}\left(\mathbf{x}_{0}\right)$ is nonempty, as it contains at least $R^{\prime}\left(\mathbf{x}_{0}\right)$. Also, by an argument similar to that of Lemma 2.3, we see that there is at least one point in int $W\left(\mathbf{x}_{0}\right)$ that is not in $R_{0}\left(\mathbf{x}_{0}\right)$.

Let $S_{0}\left(\mathbf{x}_{0}\right)=W\left(\mathbf{x}_{0}\right)-R_{0}\left(\mathbf{x}_{0}\right)$. Clearly, if $\mathbf{v}\left(\mathbf{x}_{0}\right) \in S_{0}\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x}_{0} \in \Delta_{0}$, then $\left(S_{t} \mathbf{v}\right)\left(\mathbf{x}_{0}\right) \in$ $S_{0}\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x}_{0} \in \Delta_{0}$ and all $t \geqq 0$.

Let $\theta$ be a continuous function from $\Delta$ to $R$ with

$$
\begin{aligned}
& \theta(\mathbf{x})=0 \quad \forall \mathbf{x} \in \Delta_{0}, \\
& \theta(\mathbf{x}) \geqq d\left(\mathbf{x}, \Delta_{0}\right) \quad \forall \mathbf{x} \in \Delta-\Delta_{0},
\end{aligned}
$$

such that $\theta$ has no stationary points in $\Delta$-int $\Delta_{0}$. Thus if $0<h \leqq \min _{\mathbf{x} \in \partial \Delta} d\left(\mathbf{x}, \Delta_{0}\right)$ then $\theta^{-1}(h)$ is homeomorphic to $S^{m-1}$. For each $h>0$ let

$$
A_{h}=\{\mathbf{x} \in \Delta: \theta(\mathbf{x}) \leqq h\} .
$$

Then $A_{h}$ is a closed subset of $\Delta$, containing $\Delta_{0}$ in its interior with $d\left(\mathbf{x}, \Delta_{0}\right) \leqq h$ for all $\mathbf{x}$ in $A_{h}$, and $A_{h_{1}}$ a subset of $A_{h_{2}}$ if $0<h_{1} \leqq h_{2}$. Now let $t_{h}=\max _{\mathbf{x} \in \partial A_{h}} T(\mathbf{x})$, and let $\Delta_{h}=\left\{\mathbf{x} \in \Delta: T(\mathbf{x}) \geqq t_{h}\right\}$. Clearly $\Delta_{h}$ is a subset of $A_{h}$, containing $\Delta_{0}$ in its interior. If $0<h_{1} \leqq h_{2}$, then $t_{h_{1}} \geqq t_{h_{2}}$ and $\Delta_{h_{1}}$ is a subset of $\Delta_{h_{2}}$. Also if $\mathbf{x} \in \Delta_{h}$ for some $h>0$ then the characteristic curve $\phi_{\mathbf{x}}(t)$ intersects $\partial \Delta_{h}$ exactly once.

Lemma 2.5. If $\mathbf{c}$ and $\mathbf{f}$ satisfy ( C 1$)-(\mathrm{C} 2)$ and ( F 1 )-(F5), then there is a unique $C^{1}$ function $\mathbf{w}_{h}: \Delta$-int $\Delta_{h} \rightarrow R^{n}$ satisfying

$$
\begin{align*}
(\mathbf{c}(\mathbf{x}) \cdot \boldsymbol{\nabla}) \mathbf{w}_{h} & =\mathbf{f}\left(\mathbf{x}, \mathbf{w}_{h}\right) \quad \forall \mathbf{x} \in \Delta-\operatorname{int} \Delta_{h},  \tag{2.11}\\
\mathbf{w}_{h}(\mathbf{x}) & =\mathbf{v}_{h}(\mathbf{x}) \quad \forall \mathbf{x} \in \partial \Delta_{h} .
\end{align*}
$$

Proof. The intersection of $\phi_{\mathbf{x}}$ with $\partial \Delta_{h}$ is unique for all $\mathbf{x} \in \Delta-$ int $\Delta_{h}$. Suppose this intersection takes place at $t=\tau(\mathbf{x}, h) \leqq 0$, and let $\mathbf{x}_{h}=\boldsymbol{\phi}_{\mathbf{x}}(\tau(\mathbf{x}, h))$. Let $\psi$ satisfy

$$
\begin{align*}
& \frac{d \psi}{d t}=\mathbf{f}(\mathbf{x}, \mathbf{u}), \\
& \psi(\tau(\mathbf{x}, h))=\mathbf{v}_{h}\left(\mathbf{x}_{h}\right) . \tag{2.12}
\end{align*}
$$

Now $\psi$ is unique for $\tau(\mathbf{x}, h) \leqq t \leqq T(\mathbf{x})$. So $\mathbf{w}_{h}(\mathbf{x})=\psi(\mathbf{0})$, giving a unique solution to (2.11).

Theorem 2.1. Suppose c and f satisfy (C1)-(C2) and (F1)-(F5). Then we can define $W(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta$-int $\Delta_{0}$; that is, to each $\mathbf{x} \in \Delta$-int $\Delta_{0}$ there corresponds a unique compact simply connected subset $W(\mathbf{x})$ of $R^{n}$ (where for $\mathbf{x}_{0} \in \partial \Delta_{0}, W\left(\mathbf{x}_{0}\right)$ is as previously defined), such that if $\mathbf{w}(\mathbf{x})$ satisfies

$$
\begin{equation*}
(\mathbf{c}(\mathbf{x}) \cdot \boldsymbol{\nabla}) \mathbf{w}=\mathbf{f}(\mathbf{x}, \mathbf{w}) \tag{2.13}
\end{equation*}
$$

and $\mathbf{w}(\mathbf{x}) \in \partial W(\mathbf{x})$ for some $\mathbf{x}$ in $\Delta-\Delta_{0}$, then $\mathbf{w}(\mathbf{x}) \in \partial W(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta-\Delta_{0}$.
Proof. Let $\mathbf{x} \in \Delta-\Delta_{0}$. If $h$ is sufficiently small, so that $\mathbf{x} \in \Delta-\Delta_{h}$, then we can consider the set of points $\left\{\mathbf{w}_{h}(\mathbf{x})\right\}$ arising from different values of $\mathbf{v}_{h}$ at the point $\mathbf{x}_{h}$ where the characteristic curve through $\mathbf{x}$ crosses $\partial \Delta_{h}$. Let $\mathbf{x}_{0}$ be a point on $\partial \Delta_{0}$ within a distance $h$ of $\mathbf{x}_{h}$. Let $\mathbf{v}_{h}\left(\mathbf{x}_{h}\right)$ range over $\partial W\left(\mathbf{x}_{0}\right)$. Uniqueness of solutions (Lemma 2.5) ensures that the resulting set of points $\left\{\mathbf{w}_{h}(\mathbf{x})\right\}$ is homeomorphic to $\partial W\left(\mathbf{x}_{0}\right)$, that is, homeomorphic to $S^{n-1}$. Denote by $W_{h}(\mathbf{x})$ the region bounded by this set, and the set itself by $\partial W(\mathbf{x})$.

We wish to show that as $h \rightarrow 0, W_{h}(\mathbf{x})$ approaches a limit.
Let $\mathbf{u}_{1} \in \partial W\left(\mathbf{x}_{0}\right)$ and let $\mathbf{N}$ be normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$ with $\hat{\mathbf{N}}$ the corresponding unit normal.

Then (2.9) implies

$$
\begin{equation*}
\hat{\mathbf{N}} \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}+\alpha \hat{\mathbf{N}}\right)<0 \tag{2.14}
\end{equation*}
$$

for $\alpha>0$ sufficiently small and for all $\mathbf{x}$ in $\partial \Delta_{0}$. Inequality (2.10) gives

$$
\begin{equation*}
\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}, \mathbf{u}_{1}\right) \hat{\mathbf{N}}\right)<0 \quad \forall \mathbf{x} \text { in } \partial \Delta_{0} . \tag{2.15}
\end{equation*}
$$

Choose $h>0, k>0$ such that if $\mathbf{u}_{1} \in \partial W\left(\mathbf{x}_{0}\right)$ and $\mathbf{N}$ is normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$, then the following conditions hold:
(a) If $\mathbf{x} \in \Delta_{h},|\mathbf{N}|=k$, then

$$
\begin{equation*}
\hat{\mathbf{N}} \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}+\mathbf{N}\right)<0 \tag{2.16}
\end{equation*}
$$

(b) If $\mathbf{x} \in \Delta_{h},|\mathbf{N}|<k$, then

$$
\begin{equation*}
\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}, \mathbf{u}_{1}+\mathbf{N}\right) \hat{\mathbf{N}}\right)<0 \tag{2.17}
\end{equation*}
$$

(c) If $|\mathbf{N}| \leqq k$ then $\mathbf{u}_{1}$ is the nearest point on $\partial W\left(\mathbf{x}_{0}\right)$ to $\mathbf{u}_{1}+\mathbf{N}$.

Denote by $W_{h}$ the set of points $\left\{w_{h}(\mathbf{x}): \mathbf{x} \in \Delta-\right.$ int $\left.\Delta_{0}\right\}$, and consider $W_{h_{1}}$ and $W_{h_{2}}$ where $h_{1}<h_{2}<h$. We want to show that $W_{h}$ approaches a limit as $h \rightarrow 0$, and in order to do this we use Cauchy convergence.

Let $\mathbf{x} \in \Delta_{h}-\Delta_{h_{2}}$. If $\mathbf{x}_{1} \in \partial \Delta_{h_{1}}$ and $\mathbf{x}_{2} \in \partial \Delta_{h_{2}}$, we have $\mathbf{w}_{h_{1}}\left(\mathbf{x}_{h_{1}}\right) \in \partial W\left(\mathbf{x}_{0}\right)$ and $\mathbf{w}_{h_{1}}\left(\mathbf{x}_{h_{1}}\right) \in$ $\partial W\left(\mathbf{x}_{0}\right)$. So $d\left(\mathbf{w}_{h_{i}}, W\left(\mathbf{x}_{0}\right)\right)<k$ because $\mathbf{N} \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}+\mathbf{N}\right)<0$ for all $\mathbf{u}_{1} \in \partial W\left(\mathbf{x}_{0}\right), \mathbf{x} \in \Delta_{h}$, $|\mathbf{N}|=k$.

Let $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ be the distance along the normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$ from the intersection with $W_{h_{1}}(\mathbf{x})$ to the intersection with $W_{h_{2}}(\mathbf{x})$. (If there is more than one possible value of $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ due to multiple intersections, take the largest such value.)

So $z\left(\mathbf{x}, \mathbf{u}_{1}\right)<2 k$ if $\mathbf{x} \in \Delta_{h}$. Let $\mathbf{w}_{h_{1}}\left(\mathbf{x}, \mathbf{u}_{1}\right)$ and $\mathbf{w}_{h_{2}}\left(\mathbf{x}, \mathbf{u}_{1}\right)$ be these points of intersection and so

$$
\mathbf{z}\left(\mathbf{x}, \mathbf{u}_{1}\right)=\mathbf{w}_{h_{1}}\left(\mathbf{x}, \mathbf{u}_{1}\right)-\mathbf{w}_{h_{2}}\left(\mathbf{x}, \mathbf{u}_{1}\right) .
$$

Therefore $z\left(\mathbf{x}, \mathbf{u}_{1}\right)=\hat{\mathbf{N}} \cdot \mathbf{z}\left(\mathbf{x}, \mathbf{u}_{1}\right)$, where $\hat{\mathbf{N}}$ is the unit normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$ in the direction of $\mathbf{z}\left(\mathbf{x}, \mathbf{u}_{1}\right)$.

Then if $s$ represents the arc-length of the characteristic $\phi_{\mathbf{x}_{h}}(t)$ we have

$$
\begin{aligned}
\frac{d}{d s} z\left(\mathbf{x}, \mathbf{u}_{1}\right) & =\frac{d}{d t} z\left(\mathbf{x}, \mathbf{u}_{1}\right) / \frac{d s}{d t} \\
& =\hat{\mathbf{N}} \cdot\left(\mathbf{f}\left(\mathbf{x}, \mathbf{w}_{h_{1}}\right)-\mathbf{f}\left(\mathbf{x}, \mathbf{w}_{h_{2}}\right)\right) /(|\mathbf{c}(\mathbf{x})|) \\
& =\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}, \mathbf{w}_{s_{2}}+\gamma \mathbf{z}\right) \mathbf{z}\right) /(|\mathbf{c}(\mathbf{x})|),
\end{aligned}
$$

where $\gamma$ is in $(0,1)$.
So $(d / d s) z\left(\mathbf{x}, \mathbf{u}_{1}\right)<0$ because $\mathbf{z}$ is a positive multiple of $\hat{\mathbf{N}}$ and (2.17) holds. So $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ decreases with $s$ for all $\mathbf{u}_{1}$ in $\partial W\left(\mathbf{x}_{0}\right), \mathbf{x}$ in $\Delta_{h}$.

Existence of $\lim _{h \rightarrow 0} W_{h}$. Choose $\varepsilon>0(\varepsilon<2 k)$. Now there is some $h_{0} \in(0, h)$ such that

$$
\begin{equation*}
\mathbf{N} \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}+\mathbf{N}\right)<0 \tag{2.18}
\end{equation*}
$$

for $\mathbf{N}=\varepsilon / 2, \mathbf{x} \in \Delta_{h_{0}}$ (using (2.7) and (2.15)).
Suppose $h_{1}, h_{2}<h_{0}$. Then $d\left(\mathbf{w}_{h_{i}}, W\left(\mathbf{x}_{0}\right)\right)<\varepsilon / 2$ for $\mathbf{x} \in \Delta_{h_{0}}$. Hence if $\mathbf{w}_{h_{1}}, \mathbf{w}_{h_{2}}$ are on the normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1} \in \partial \mathrm{~W}\left(\mathbf{x}_{0}\right)$ and

$$
\mathbf{z}\left(\mathbf{x}, \mathbf{u}_{1}\right)=\mathbf{w}_{h_{1}}\left(\mathbf{x}, \mathbf{u}_{1}\right)-\mathbf{w}_{h_{2}}\left(\mathbf{x}, \mathbf{u}_{1}\right)
$$

then $z\left(\mathbf{x}, \mathbf{u}_{1}\right)<\varepsilon$ for $\mathbf{x} \in \Delta_{h_{0}}$. We have just shown that $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ decreases with $s$ if $\mathbf{x} \in \Delta_{h}$. So $z\left(\mathbf{x}, \mathbf{u}_{1}\right) \leqq z\left(\mathbf{x}_{h_{0}}, \mathbf{u}_{1}\right)<\varepsilon$ if $\mathbf{x}_{h_{0}} \in \Delta_{h_{0}}, \mathbf{x} \in \Delta_{h}-\Delta_{h_{0}}$. Therefore $\left\{W_{h}(\mathbf{x})\right\}$ satisfies a Cauchy condition for $\mathbf{x} \in \Delta_{h}-\Delta_{0}$. Hence if $\mathbf{x} \in \Delta_{h}-\Delta_{0}$ there is a limit subset $W_{0}(\mathbf{x})$ in $R^{n}$ satisfying $W_{0}(\mathbf{x})=\lim _{h \rightarrow 0} W_{h}(\mathbf{x})$. Clearly $W_{0}\left(\mathbf{x}_{0}\right)=W\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x}_{0} \in \partial \Delta_{0}$ for continuity.

By Lemma 2.5 it can be seen that $W_{0}(\mathbf{x})$ is well defined for all $\mathbf{x}$ in $\Delta$-int $\Delta_{0}$ since elements of $\partial W_{0}(\mathbf{x})$ clearly lie on integral curves of (2.11) and these curves can be extended until $\partial \Delta$ is reached.

Uniqueness. Suppose there are two limit subsets $W_{01}(\mathbf{x})$ and $W_{02}(x)$ of $W_{h}(\mathbf{x})$ satisfying $\lim _{h \rightarrow 0} W_{0 i}\left(\mathbf{x}_{h}\right)=W\left(\mathbf{x}_{0}\right)$. Let $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ be the distance between $W_{01}(\mathbf{x})$ and $W_{02}(\mathbf{x})$ along the normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$. But $z\left(\mathbf{x}, \mathbf{u}_{1}\right)$ decreases with $s$, since both $w_{01}(\mathbf{x})$ and $w_{02}(\mathbf{x})$ are generalized solutions of (2.11). $W_{0 i}(\mathbf{x})$ is fixed for $\mathbf{x} \in \partial \Delta_{0}$, giving $\lim _{h \rightarrow 0} z\left(\mathbf{x}_{h}, \mathbf{u}_{1}\right)=0$ for all $\mathbf{u}_{1} \in W\left(\mathbf{x}_{0}\right)$. So $z\left(\mathbf{x}, \mathbf{u}_{1}\right)=0$ for all $\mathbf{x} \in \Delta$-int $\Delta_{0}, \mathbf{u}_{1} \in \partial W\left(\mathbf{x}_{0}\right)$. Hence $W_{0}(\mathbf{x})$ is well defined for all $\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0}$.

Theorem 2.2. Suppose (C1)-(C2) and (F1)-(F5) hold for $\mathbf{c}$ and $\mathbf{f}$ and that $\mathbf{v}\left(\mathbf{x}_{0}\right)$ lies in $R_{0}\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x}_{0}$ in $\Delta_{0}$. Then the solution $\mathbf{u}(t, \mathbf{x})$ of (2.3) has the property that as $t \rightarrow \infty$ the distance between the point $\mathbf{u}(t, \mathbf{x})$ and the surface $\partial W(\mathbf{x})$ tends to zero uniformly for $\mathbf{x}$ in $\Delta$.

First we give three lemmas which will enable us to prove this theorem.
Let $\mathbf{u}(t, \mathbf{x})$ be the solution to

$$
\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{c} \cdot \boldsymbol{\nabla}) \mathbf{u}=\mathbf{f}(\mathbf{x}, \mathbf{u})
$$

with

$$
\mathbf{u}(t=0, \mathbf{x})=\mathbf{v}(\mathbf{x})
$$

where $\mathbf{c}$ and $\mathbf{f}$ satisfy (C1)-(C2) and (F1)-(F5). Define $w(\mathbf{u}(t, \mathbf{x})) \equiv w(t, \mathbf{x})$ to be the distance from $\mathbf{u}(t, \mathbf{x})$ to the nearest point on $\partial W(\mathbf{x})$. The function $w(\mathbf{u})$ is defined and continuous everywhere. If this nearest point is unique denote it by $\mathbf{u}_{1}(t, \mathbf{x})$. Now if $\mathbf{u}$ and $\mathbf{u}_{1}$ are distinct, then $\mathbf{u}-\mathbf{u}_{1}$ is normal to $\partial W(\mathbf{x})$. Denote $\mathbf{u}-\mathbf{u}_{1}$ by N, and the corresponding unit vector by $\hat{\mathbf{N}}$.

Let

$$
\begin{equation*}
\bar{u}(t, \mathbf{x})=\left[(w(t, \mathbf{x}))^{2}+1\right]^{-1} \tag{2.19}
\end{equation*}
$$

Note that $0<\bar{u} \leqq 1$. Suppose

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}+(\mathbf{c} \cdot \nabla) \bar{u}=\bar{f}(t, \mathbf{x}, \mathbf{u}) \tag{2.20}
\end{equation*}
$$

and define

$$
\begin{equation*}
f_{0}(t, \mathbf{x}, \mathbf{u})=\frac{\bar{f}(t, x, u)}{\bar{u}-1} \tag{2.21}
\end{equation*}
$$

Lemma 2.6. $\bar{f}$ and $f_{0}$ are independent of $t$.
Proof. Now

$$
\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{c} \cdot \boldsymbol{\nabla}) \mathbf{u}=\mathbf{f}(\mathbf{x}, \mathbf{u}),
$$

and so

$$
\frac{\partial \bar{u}}{\partial t}+(\mathbf{c} \cdot \boldsymbol{\nabla}) \bar{u}=-\frac{2\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot\left(\mathbf{f}(\mathbf{x}, \mathbf{u})-\partial \mathbf{u}_{1} / \partial t-(\mathbf{c}, \boldsymbol{\nabla}) \mathbf{u}_{1}\right)}{\left(w^{2}+1\right)^{2}} .
$$

Now $\mathbf{u}-\mathbf{u}_{1}$ is normal to the surface $\partial W(\mathbf{x})$, and since $\mathbf{u}_{1}$ remains on $\partial W(\mathbf{x})$ we have $\partial \mathbf{u}_{1} / \partial t$ tangential to $\partial W(\mathbf{x})$, giving

$$
\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot \frac{\partial \mathbf{u}_{1}}{\partial t}=0 .
$$

Theorem 2.1 states that if $\mathbf{w}(\mathbf{x})$ satisfies $(\mathbf{c} \cdot \nabla) \mathbf{w}=\mathbf{f}(\mathbf{x}, \mathbf{w})$, and $\mathbf{w}(\mathbf{x}) \in \partial W(\mathbf{x})$ for some $\mathbf{x} \in \Delta-\Delta_{0}$, then $\mathbf{w}(\mathbf{x}) \in W(\mathbf{x})$ for all $\mathbf{x} \in \Delta-\Delta_{0}$. Suppose that for some $\mathbf{x} \in \Delta-\Delta_{0}$ and some $t \geqq 0, \mathbf{w}(\mathbf{x})=\mathbf{u}_{1}(t, \mathbf{x}) \in \partial W(\mathbf{x})$.

Consider $(\mathbf{c} \cdot \nabla) \mathbf{u}_{1}$. The function $\mathbf{u}_{1}(\mathbf{x}, \cdot)$ takes values on $\partial W(\mathbf{x})$. Then $(\mathbf{c} \cdot \boldsymbol{\nabla})\left(\mathbf{u}_{1}-\right.$ $\mathbf{w})$ is tangential to $\partial W(\mathbf{x})$, since both $\mathbf{u}_{\mathbf{1}}(\mathrm{t}, \mathbf{x})$ and $\mathbf{w}(\mathbf{x})$ remain on $\partial W(\mathbf{x})$. Therefore the components of $(\mathbf{c} \cdot \nabla) \mathbf{u}_{1}$ and $(\mathbf{c}, \boldsymbol{\nabla}) \mathbf{w}$ normal to $\partial W(\mathbf{x})$ must be equal. Therefore

$$
\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot\left((\mathbf{c} \cdot \boldsymbol{\nabla}) \mathbf{u}_{1}\right)=\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}\right) .
$$

In other words $\hat{\mathbf{N}} \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}\right)$ is the component of $(\mathbf{c} \cdot \nabla) \mathbf{u}_{1}$ normal to $\partial W(\mathbf{x})$ at $\mathbf{u}_{1}$, representing the change in $\mathbf{u}_{1}$ necessary to keep $\mathbf{u}_{1}$ on $\partial W(\mathbf{x})$ as $\mathbf{x}$ changes.

Also, if $\mathbf{x}_{0} \in \Delta_{0}, \mathbf{u}_{1} \in \partial W(\mathbf{x})$, then $\psi\left(t ; \mathbf{x}_{0}, \mathbf{u}_{1}\right)$ lies on $\partial W\left(\mathbf{f}_{\mathbf{x}_{0}}(t)\right)$ for all $t \geqq 0$. So if $\mathbf{u}(t, \mathbf{x})$ satisfies

$$
\begin{aligned}
& \frac{\partial \mathbf{u}}{\partial t}+(\mathbf{c} \cdot \boldsymbol{\nabla}) \mathbf{u}=\mathbf{f}(\mathbf{x}, \mathbf{u}), \\
& \mathbf{u}(t=0, \mathbf{x})=\mathbf{v}(\mathbf{x}),
\end{aligned}
$$

and $\mathbf{v}\left(\mathbf{x}_{0}\right) \in \partial W\left(\mathbf{x}_{0}\right)$ for each $\mathbf{x}_{0} \in \Delta_{0}$, then $\mathbf{u}\left(t, \mathbf{x}_{0}\right) \in \partial W\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x}_{0} \in \Delta_{0}, t \geqq 0$. Suppose that $\mathbf{v}\left(\mathbf{x}_{0}\right)=\mathbf{u}_{1}$. Then $\mathbf{N} \cdot(\partial \mathbf{u} / \partial t)=0$ if $\mathbf{N}$ is normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$. So, as before, we have

$$
\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot\left((\mathbf{c} \cdot \boldsymbol{\nabla}) \mathbf{u}_{1}\right)=\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}\right) .
$$

So if $\mathbf{x}$ is in $\Delta, \mathbf{u} \in R^{n}$, then

$$
\bar{f}(t, \mathbf{x}, \mathbf{u})=\frac{2\left[\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot\left(\mathbf{f}(\mathbf{x}, \mathbf{u})-\mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}\right)\right)\right]}{\left(w^{2}+1\right)^{2}},
$$

which is independent of $t$ for $\mathbf{x} \in \Delta, \mathbf{u} \in R^{n}$. Hence $f_{0}$ is also independent of $t$.

Lemma 2.7. If $\mathbf{x}_{0} \in \partial \Delta_{0}$ then $f_{0}\left(\mathbf{x}_{0}, \mathbf{u}_{0}\right)<0$ for all $\mathbf{u} \in R_{0}\left(\mathbf{x}_{0}\right)$.
Proof. Let $\mathbf{x}_{0} \in \partial \Delta_{0}$. Now

$$
\frac{1}{(\bar{u}-1)}=\frac{1}{\left(w^{2}+1\right)^{-1}-1}=-\frac{w^{2}+1}{w^{2}} .
$$

Therefore, if $\mathbf{u}$ is not on $\partial W\left(\mathbf{x}_{0}\right)$

$$
\begin{align*}
f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right) & =\frac{2\left[\left(\mathbf{u}-\mathbf{u}_{1}\right) \cdot\left(\mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}\right)-\mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right)\right)\right]}{w^{2}\left(w^{2}+1\right)} \\
& =\frac{2\left[\mathbf{N} \cdot\left(\mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}_{1}+\mathbf{N}\right)-\mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right)\right)\right]}{|\mathbf{N}|^{2}\left(|\mathbf{N}|^{2}+1\right)} \tag{2.22}
\end{align*}
$$

But, since $\mathbf{N}$ is normal to $\partial W\left(\mathbf{x}_{0}\right)$ at $\mathbf{u}_{1}$, we have $\mathbf{N} \cdot \mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right)=0$, and $\mathbf{N} \cdot \mathbf{f}\left(\mathbf{x}_{0}, \mathbf{u}\right)<0$, giving

$$
\begin{equation*}
f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right)<0 . \tag{2.23}
\end{equation*}
$$

For u close to $\partial W\left(\mathbf{x}_{0}\right)$, we have

$$
\begin{aligned}
f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right) & =\frac{2\left[\mathbf{N} \cdot\left(\left(J f\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right) \mathbf{N}\right)+O(|\mathbf{N}|)^{2}\right)\right]}{|\mathbf{N}|^{2}\left(|\mathbf{N}|^{2}+1\right)} \\
& =\frac{\left[\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right) \hat{\mathbf{N}}\right)+O(|\mathbf{N}|)\right]}{|\mathbf{N}|^{2}+1}
\end{aligned}
$$

But condition (F5) implies that $\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}_{0}, \mathbf{u}_{1}\right) \hat{\mathbf{N}}\right)<0$. Also, $f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right)$ is bounded as $\mathbf{u}$ approaches $\partial W\left(\mathbf{x}_{0}\right)$. So $f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right)$ is continuous and negative for $\mathbf{u}$ in $R_{0}\left(\mathbf{x}_{0}\right)$.

Lemma 2.8. $\left|f_{0}(\mathbf{x}, \mathbf{u})\right|$ is bounded for $\mathbf{x} \in \Delta-$ int $\Delta_{0}$ and $\mathbf{u} \in R^{n}$.
Proof. For any $\mathbf{x} \in \Delta-$ int $\Delta_{0}$, u close to $\partial W(\mathbf{x}), \mathbf{N}=\mathbf{u}_{1}(\mathbf{u})-\mathbf{u}$, we have, similarly to before,

$$
\begin{equation*}
f_{0}(\mathbf{x}, \mathbf{u})=\frac{\left[\hat{\mathbf{N}} \cdot\left(J f\left(\mathbf{x}, \mathbf{u}_{1}\right) \hat{\mathbf{N}}\right)+O(|\mathbf{N}|)\right]}{|\mathbf{N}|^{2}+1} \tag{2.24}
\end{equation*}
$$

which is clearly bounded as $|\mathbf{N}| \rightarrow 0$.
Also,

$$
f_{0}(\mathbf{x}, \mathbf{u})=2|\mathbf{N}|^{-2}\left(|\mathbf{N}|^{2}+1\right)^{-1}\left[\mathbf{N} \cdot\left(\mathbf{f}(\mathbf{x}, \mathbf{u})-\mathbf{f}\left(\mathbf{x}, \mathbf{u}_{1}\right)\right)\right] .
$$

We know that $|\mathbf{f}(\mathbf{x}, \mathbf{u})|<k_{1}|\mathbf{u}|+k_{2}$. Let

$$
\begin{equation*}
F=\max _{\substack{\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0} \\ \mathbf{u} \in \partial W(\mathbf{x})}}|\mathbf{f}(\mathbf{x}, \mathbf{u})| . \tag{2.25}
\end{equation*}
$$

Then

$$
\left|f_{0}(\mathbf{x}, \mathbf{u})\right|<2|\mathbf{N}|^{-1}\left(|\mathbf{N}|^{2}+1\right)^{-1}\left[k_{1}|\mathbf{u}|+k_{2}+F\right] .
$$

Now assume that

$$
\begin{equation*}
U=\max _{\substack{\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0} \\ \mathbf{u}_{1} \in \partial W(\mathbf{x})}}\left|\mathbf{u}_{1}\right| . \tag{2.26}
\end{equation*}
$$

If $|\mathbf{u}|>2 U$ then $\left|\mathbf{u}-\mathbf{u}_{1}\right|>|\mathbf{u}| / 2$. Therefore

$$
\begin{align*}
\left|f_{0}(\mathbf{x}, \mathbf{u})\right| & <4|\mathbf{u}|^{-1}\left(\frac{1}{2}|\mathbf{u}|^{2}+1\right)^{-1}\left[k_{1}|\mathbf{u}|+k_{2}+F\right] \\
& <8|\mathbf{u}|^{-2}\left[k_{1}+|\mathbf{u}|^{-1}\left(k_{2}+F\right)\right], \tag{2.27}
\end{align*}
$$

which approaches zero as $|\mathbf{u}| \rightarrow \infty$.
So $\left|f_{0}(\mathbf{x}, \mathbf{u})\right|$ is bounded in the compact region $\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0},|\mathbf{u}|<2 U$ and $f_{0} \rightarrow 0$ as $|\mathbf{u}| \rightarrow \infty$. This implies that $f_{0}$ is bounded everywhere.

Proof of Theorem 2.2. First, show that for each $\varepsilon>0$ there exists $\delta>0$ such that for any $t_{1}>0, \mathbf{p} \in \Delta, \mathbf{r} \in R^{n}$ if

$$
1-\frac{1}{1+\left|\boldsymbol{\psi}\left(t_{1} ; \mathbf{p}, \mathbf{r}\right)-\mathbf{u}_{1}\right|^{2}} \leqq \delta
$$

then

$$
1-\frac{1}{1+\left|\boldsymbol{\psi}(t ; \mathbf{p}, \mathbf{r})-\mathbf{u}_{1}\right|^{2}} \leqq \varepsilon
$$

for $t_{1} \leqq t \leqq T(\mathbf{p})$.
If $\mathbf{p} \in \Delta-\Delta_{0}$ and $s(t) \geqq 0$ is the arc-length along the characteristic $\phi_{\mathbf{p}}(t)$ from $\mathbf{p}$, then we can define $t$ as $t \equiv t(s)$ because we know that $s$ is strictly increasing with $t$. Define

$$
z(s)=\left[1+\left|\boldsymbol{\psi}(t(s) ; \mathbf{p}, \mathbf{r})-\mathbf{u}_{1}\right|^{2}\right]^{-1}
$$

for $s \geqq 0$.
Then

$$
\begin{aligned}
\frac{d}{d t} \ln (1-z) & =\frac{1}{1-z} \bar{f}(\mathbf{x}, \psi) \\
& =f_{0}(\mathbf{x}, \psi)
\end{aligned}
$$

and

$$
\begin{align*}
\frac{d}{d x} \ln (1-z) & =f_{0}(\mathbf{x}, \psi) /|\mathbf{c}(\mathbf{x})| \\
& =g(\mathbf{x}, \psi), \quad \text { say } . \tag{2.28}
\end{align*}
$$

Now there are $h>0, k>0$ such that $g(\mathbf{x}, \mathbf{u})<0$ for $\mathbf{x} \in \Delta_{h}-\operatorname{int} \Delta_{0},\left|\mathbf{u}-\mathbf{u}_{1}(\mathbf{u})\right|<k$.
So if $1-z<k$ for $\mathbf{p}$ in $\partial \Delta_{0}$ then $1-z$ remains less than $k$ while $\phi_{\mathbf{p}}(t) \in \Delta_{h}$.
$\Delta$-int $\Delta_{h}$ is a compact set and so there is an $M=\max _{\mathbf{x} \in \Delta-\mathrm{int} \Delta_{n}} g(\mathbf{x}, \mathbf{u})$ (because $g=f_{0} /|\mathbf{c}|$ and $f_{0}(\mathbf{x}, \mathbf{u})$ is bounded). Therefore $(d / d s) \ln (1-z) \leqq M$.

Let $m=\max _{\mathbf{x} \in \Delta-\text { int } \Delta_{h}} s(\mathbf{x})$. Now $1-z \leqq k$ for $\mathbf{x} \in \Delta_{h}$, and so

$$
\ln (1-z(s)) \leqq M m+\ln \left(1-z\left(s_{1}\right)\right)
$$

for $0<s_{1} \leqq s$. Therefore

$$
1-z(s) \leqq \exp (M m)\left(1-z\left(s_{1}\right)\right) .
$$

Putting $\delta=\exp (-M m) \min (\varepsilon, k)$ we finally obtain $1-z(s) \leqq \varepsilon$ for $0<s_{1} \leqq s$, giving

$$
\begin{equation*}
1-\left[1+\left|\boldsymbol{\psi}(t ; \mathbf{p}, \mathbf{r})-\mathbf{u}_{1}\right|^{2}\right]^{-1} \leqq \varepsilon \tag{2.29}
\end{equation*}
$$

if $t_{1} \leqq t \leqq T(\mathbf{p})$, and

$$
1-\left[1+\left|\boldsymbol{\psi}\left(t_{1} ; \mathbf{p}, \mathbf{r}\right)-\mathbf{u}_{1}\right|^{2}\right]^{-1} \leqq \delta .
$$

Now we must show that this gives $\lim _{t \rightarrow \infty} \bar{u}(t, \mathbf{x})=1$ uniformly for $\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0}$. Choose $\varepsilon \in(0,1)$. Choose $\delta$ such that if

$$
1-\left[1+\left|\boldsymbol{\psi}\left(t_{1} ; \mathbf{p}, \mathbf{r}\right)-\mathbf{u}_{1}\right|^{2}\right]^{-1} \leqq \delta
$$

then

$$
\begin{equation*}
1-\left[1+\left|\boldsymbol{\psi}(t ; \mathbf{p}, \mathbf{r})-\mathbf{u}_{1}\right|^{2}\right]^{-1} \leqq \varepsilon / 2 \tag{2.30}
\end{equation*}
$$

for all $t$ in the range $\left[t_{1}, T(\mathbf{p})\right]$. Now Lemma 2.4 implies that $\phi_{\mathbf{p}}(t)$ is in $\partial \Delta_{0}$ for all $t$ if $\mathbf{p}$ is in $\partial \Delta_{0}$. In other words this characteristic curve lies entirely on $\partial \Delta_{0}$.

If $\mathbf{x}_{0}$ is on $\partial \Delta_{0}, r \in R_{0}\left(\mathbf{x}_{0}\right)$ and

$$
\begin{equation*}
y(t)=\left[1+\left|\psi\left(t ; \mathbf{x}_{0}, \mathbf{r}\right)-\mathbf{u}_{1}(\psi)\right|^{2}\right]^{-1} \tag{2.31}
\end{equation*}
$$

then

$$
\frac{d y}{d t}=\bar{f}\left(\phi_{\mathrm{x}_{0}}(t), \psi\right)
$$

which, from Lemma 2.7, is positive if $\psi$ is not on $\partial W\left(\phi_{\mathbf{x}_{0}}(t)\right)$.
Recall that $R^{\prime}\left(\mathbf{x}_{0}\right)$ is a closed subset of $R^{n}$ containing $\partial W\left(\mathbf{x}_{0}\right)$, and if $\mathbf{u} \in R_{0}\left(\mathbf{x}_{0}\right)$ then there is some $t_{0} \geqq 0$ such that $\psi\left(t ; \mathbf{x}_{0}, \mathbf{u}\right) \in R^{\prime}\left(\mathbf{x}_{0}\right)$ for all $t \geqq t_{0}$. Let

$$
\begin{equation*}
\alpha=\max \left\{f_{0}\left(\mathbf{x}_{0}, \mathbf{u}\right): \mathbf{x}_{0} \in \partial \Delta_{0}, \mathbf{u} \in R^{\prime}\left(\mathbf{x}_{0}\right)\right\} . \tag{2.32}
\end{equation*}
$$

Thus $\alpha<0$. Now $\psi\left(t ; \mathbf{x}_{0}, \mathbf{r}\right) \in R^{\prime}$ for all $t$ greater than some $t_{0} \geqq 0$. So for $t \geqq t_{0}$

$$
\begin{aligned}
\frac{d}{d t} \ln (1-y) & =-\frac{1}{(1-y)} \bar{f}\left(\phi_{\mathrm{x}_{0}}(t), \psi\right) \\
& =f_{0}\left(\phi_{\mathrm{x}_{0}}(t), \psi\right) \\
& <\alpha
\end{aligned}
$$

because $\psi$ approaches $\partial W\left(\phi_{\mathbf{x}_{0}}(t)\right)$ and never leaves $R^{\prime}\left(\phi_{\mathbf{x}_{0}}(t)\right)$. So

$$
\begin{equation*}
1-y(t) \leqq\left(1-y\left(t_{0}\right)\right) e^{\alpha\left(t-t_{0}\right)} . \tag{2.33}
\end{equation*}
$$

So there exists $t_{1}>0$ such that $1-y(t)<\delta / 2$ for $t \geqq t_{1}, \mathbf{r} \in R_{0}\left(\mathbf{x}_{0}\right)$. Also, since $\mathbf{v}$ is continuous, there is $h_{0}>0$ such that

$$
1-\left[1+\left|\boldsymbol{\psi}\left(t_{1} ; \mathbf{x}, \mathbf{v}(\mathbf{x})\right)-\mathbf{u}_{1}\right|^{2}\right]^{-1}<\delta
$$

for $\mathbf{x} \in \Delta_{h_{0}}$, such that $\min _{\mathbf{x} \in \partial \Delta_{h_{0}}} T(\mathbf{x}) \geqq t_{1}$. Now the conditions for the first part are satisfied, giving

$$
1-\left[1+\left|\boldsymbol{\psi}(t ; \mathbf{x}, \mathbf{v}(\mathbf{x}))-\mathbf{u}_{1}\right|^{2}\right]^{-1}<\varepsilon / 2
$$

for all $t \geqq t_{1}$. So

$$
\left|\psi-\mathbf{u}_{1}\right|^{2}<\frac{\varepsilon / 2}{1-\varepsilon / 2}<\varepsilon,
$$

since $\varepsilon<1$.
So if $t \geqq t_{1}$ we have $\phi(0 ; t, \mathbf{x}) \in \Delta_{h_{0}}$, and hence

$$
\begin{equation*}
\left|\boldsymbol{\psi}(t ; \boldsymbol{\phi}(0 ; t, \mathbf{x}), \mathbf{v}(\boldsymbol{\phi}(0 ; t, \mathbf{x})))-\mathbf{u}_{1}\right|^{2}<\varepsilon . \tag{2.34}
\end{equation*}
$$

So $\lim _{t \rightarrow \infty}\left|\mathbf{u}(t, \mathbf{x})-\mathbf{u}_{1}\right|=0$.
3. Chaos. Recall that for $\mathbf{x} \in \Delta_{0}, S_{0}(\mathbf{x})$ was defined as $S_{0}(\mathbf{x})=W(\mathbf{x})-R_{0}(\mathbf{x})$. From now on we will assume that for each $\mathbf{x}$ in $\Delta_{0}, S_{0}(\mathbf{x})$ consists of just one point $\mathbf{u}_{0}(\mathbf{x})$.

Now we show that chaos exists if $\mathbf{v}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})$ for each $\mathbf{x} \in \Delta_{0}$.
Let

$$
\begin{equation*}
V_{+}=\left\{\mathbf{v} \in C(\Delta): \mathbf{v}(\mathbf{x}) \in R_{0}(\mathbf{x}) \forall \mathbf{x} \in \Delta_{0}\right\} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{0}=\left\{\mathbf{v} \in C(\Delta): \mathbf{v}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x}) \forall \mathbf{x} \in \Delta_{0}\right\} \tag{3.2}
\end{equation*}
$$

Lemma 3.1. Both $V_{+}$and $V_{0}$ are invariant under $S_{t}$ where $S_{t}$ is an element of the semidynamical system $\left\{S_{t}\right\}_{t \geqq 0}$ which maps $\mathbf{u}\left(t_{0}, \cdot\right)$ to $\mathbf{u}\left(t_{0}+t, \cdot\right)$.

Proof. Recall that

$$
\begin{aligned}
\left(S_{t} \mathbf{v}\right)(\mathbf{x}) & =\mathbf{u}(t, \mathbf{x}) \\
& =\boldsymbol{\psi}\left(t ; \mathbf{x}_{0}, \mathbf{v}\left(\mathbf{x}_{0}\right)\right)
\end{aligned}
$$

where $\mathbf{x}_{0}=\boldsymbol{\phi}(0 ; t, \mathbf{x})$; also $\psi$ satisfies

$$
\frac{d \psi}{d t}=\mathbf{f}(\mathbf{x}, \psi) .
$$

Now if $\mathbf{x} \in \Delta_{0}$ we have $\boldsymbol{\phi}(0 ; t, \mathbf{x}) \in \Delta_{0}$ for all $t \geqq 0$. Hence

$$
\mathbf{v}(\phi(0 ; t, \mathbf{x}))=\mathbf{u}_{0}(\phi(0 ; t, \mathbf{x}))
$$

which is in $S_{0}(\phi(0 ; t, \mathbf{x}))$. But $S_{0}(\mathbf{x})$ is defined as the subset of $W(\mathbf{x})$ for which $\psi(t ; \mathbf{x}, \mathbf{u})$ does not approach $\partial W\left(\phi_{\mathbf{x}}(t)\right)$ as $t \rightarrow \infty$. Therefore if $\mathbf{u} \in S_{0}(\mathbf{x})$ it follows that $\psi(t ; \mathbf{x}, \mathbf{u})$ lies in $S_{0}\left(\phi_{\mathbf{x}}(t)\right)$ for all $t \geqq 0$. Thus for each $\mathbf{x} \in \Delta_{0}$ we have $\left(S_{t} \mathbf{v}\right)(\mathbf{x}) \in S_{0}(\mathbf{x})$, giving $\left(S_{t} \mathbf{v}\right)(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})$ for all $t$. So $V_{0}$ is invariant under $S_{t}$.

Similarly if $\mathbf{v}(\mathbf{x}) \in R_{0}(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{0}$ then $\left(S_{t} \mathbf{v}\right)(\mathbf{x})$ is also in $R_{0}(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{0}$. So $V_{+}$is invariant under $S_{t}$. We have shown that if $\mathbf{v} \in V_{+}$then $\left(S_{t} \mathbf{v}\right)(\mathbf{x})$ approaches $\partial W(\mathbf{x})$ as $t \rightarrow \infty$.

Let

$$
\begin{equation*}
V_{W}=\left\{\mathbf{v} \in V_{0}: \mathbf{v}(\mathbf{x}) \in \text { int } W(\mathbf{x}) \forall \mathbf{x} \in \Delta\right\} . \tag{3.3}
\end{equation*}
$$

We demonstrate that this is a global attractor.
Lemma 3.2. If $\mathbf{c}$ and $\mathbf{f}$ satisfy ( C 1$)-(\mathrm{C} 2)$ and ( F 1 )-( F 5 ), then $V_{W}$ is invariant under $S_{t}$, and for each $\mathbf{v} \in V_{0}$ there is some $T_{0} \geqq 0$ such that $S_{t} \mathbf{v} \in V_{W}$ for all $t \geqq T_{0}$.

Proof. Now $\partial W(\mathbf{x})$ is invariant under $S_{t}$ since if $\mathbf{u}\left(t_{0}, \mathbf{x}\right)$ lies on $W(\mathbf{x})$ for some $t_{0} \geqq 0$ and all $\mathbf{x} \in \Delta$ then $\mathbf{u}(t, \mathbf{x})$ lies on $\partial W(\mathbf{x})$ for all $\mathbf{x}$ and all $t \geqq t_{0}$. Now

$$
\begin{equation*}
\left(S_{t} \mathbf{v}\right)(\mathbf{x})=\psi(t ; \phi(0 ; t, \mathbf{x}), \mathbf{v}(\phi(0 ; t, \mathbf{x}))) . \tag{3.4}
\end{equation*}
$$

If $\mathbf{v}(\mathbf{x})$ lies in $\partial W(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta$, then $\left(S_{t} \mathbf{v}\right)(\mathbf{x})$ remains in $\partial W(\mathbf{x})$ for all $\mathbf{x} \in \Delta$ and all $t \geqq 0$.

The property of uniqueness of solutions ensures that if $\mathbf{v}(\boldsymbol{\phi}(0 ; t, \mathbf{x}))$ is in int $W(\boldsymbol{\phi}(0 ; t, \mathbf{x}))$ then $\left(S_{t} \mathbf{v}\right)(\mathbf{x}) \in$ int $W(\mathbf{x})$ for all $t \geqq 0$. Similarly if $\mathbf{v}(\phi(0 ; t, \mathbf{x}))$ is in $R^{n}-W(\phi(0 ; t, \mathbf{x}))$ then $\left(S_{t} \mathbf{v}\right)(\mathbf{x}) \in R^{n}-W(\mathbf{x})$ for all $t \geqq 0$. This, together with the invariance of $V_{0}$, gives invariance of $V_{W}$.

Also if $\mathbf{v} \in V_{0}$ we know that $\mathbf{v}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{0}$. Since $\partial W(\mathbf{x})$ is contained in $R_{0}(\mathbf{x})$ for all $\mathbf{x} \in \Delta_{0}$, it follows that in this case $\mathbf{v}(\mathbf{x}) \in$ int $W(\mathbf{x})$.

So there is some $h_{0}>0$ such that $\mathbf{v}(\mathbf{x}) \in$ int $W(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{h_{0}}$-int $\Delta_{0}$. So if $T_{0}=\max _{\mathbf{x} \in \partial \Delta_{h_{0}}} T(\mathbf{x}), \mathbf{x} \in \Delta-\Delta_{0}$ and $t_{0} \geqq T_{0}$, we have $\phi(0 ; t, \mathbf{x}) \in \Delta_{h_{0}}$ giving $\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x}) \in$ int $W(\mathbf{x})$, because $\mathbf{v}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)$ is in int $W\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)$.

Now extend $\mathbf{u}_{0}$ to be a continuous function from $\Delta$ to $R^{n}$ with $\mathbf{u}_{0}(\mathbf{x}) \in$ int $W(\mathbf{x})$ for each $\mathbf{x} \in \Delta$.

Lemma 3.3. Suppose $\mathbf{c}$ and $\mathbf{f}$ satisfy (C1)-(C2) and (F1)-(F5), and that for each $\mathbf{x}$ in $\Delta_{0}, S_{0}(\mathbf{x})$ consists of the single point $\mathbf{u}_{0}(\mathbf{x})$. Let $\mathbf{v}_{0} \in V_{W}$. Let $\delta<$ $\max _{\mathbf{x} \in \Delta_{0}} d\left(\mathbf{u}_{0}(\mathbf{x}), \partial W(\mathbf{x})\right)$, and let

$$
\begin{equation*}
V_{\delta}=\left\{\mathbf{v}_{0}+\delta \hat{\mathbf{n}}:|\hat{\mathbf{n}}|=1\right\}, \tag{3.5}
\end{equation*}
$$

with

$$
S_{t} V_{\delta}=\left\{S_{t} \mathbf{v}: \mathbf{v} \in V_{\delta}\right\}
$$

For $\varepsilon>0$ denote by $W_{\varepsilon}(\mathbf{x})$ the subset of $W(\mathbf{x})$ consisting of points $\mathbf{x}$ such that the open ball centered at $\mathbf{x}$ with radius $\varepsilon$ lies in $W(\mathbf{x})$. Let $\varepsilon>0$ be sufficiently small so that for each $\mathbf{x}$ in $\Delta, W_{\varepsilon}(\mathbf{x})$ is nonempty and simply connected.

Then there is some $t_{0}>0$ such that for all $t \geqq t_{0}$ and all $\mathbf{x} \in \Delta,\left(S_{t} V_{\delta}\right)(\mathbf{x})$ lies in $W(\mathbf{x})$ and encloses $W_{\varepsilon}(\mathbf{x})$.

Proof. From Theorem 2.2 and Lemma 3.2 it is clear that there is some $t_{0}>0$ such that if $t>t_{0}, \mathbf{x} \in \Delta$ and $\mathbf{v} \in V_{\delta}$, then $\left(S_{t} \mathbf{v}\right)(\mathbf{x}) \in W(\mathbf{x})$ and lies within distance $\varepsilon$ of $\partial W(\mathbf{x})$. It remains to show that $\left(S_{t} V_{\delta}\right)(\mathbf{x})$ encloses all of $W_{\varepsilon}(\mathbf{x})$.

Consider $\mathbf{x}_{0} \in \Delta_{0}$. Now $\mathbf{v}_{0}\left(\mathbf{x}_{0}\right)$ is inside $V_{\delta}\left(\mathbf{x}_{0}\right)$, and so $\left(S_{t_{0}} \mathbf{v}_{0}\right)\left(\mathbf{x}_{0}\right)$ lies inside $\left(S_{t_{0}} V_{\delta}\right)\left(\mathbf{x}_{0}\right)$. But $\left(S_{t_{0}} \mathbf{v}_{0}\right)\left(\mathbf{x}_{0}\right)=\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$, whose distance from $\partial W\left(\mathbf{x}_{0}\right)$ is greater than $\varepsilon$. Hence $\left(S_{t_{0}} V_{\delta}\right)\left(\mathbf{x}_{0}\right)$ encloses at least one point of $W_{\varepsilon}\left(\mathbf{x}_{0}\right)$. Therefore $\left(S_{t_{0}} V_{\delta}\right)\left(\mathbf{x}_{0}\right)$ must enclose all of $W_{\varepsilon}\left(\mathbf{x}_{0}\right)$, since all points of $\left(S_{t_{0}} V_{\delta}\right)\left(\mathbf{x}_{0}\right)$ lie outside $W_{\varepsilon}\left(\mathbf{x}_{0}\right)$.

Now $\left(S_{t_{0}} V_{\delta}\right)(\mathbf{x})$ and $W(\mathbf{x})$ both vary continuously with $\mathbf{x}$. Also, $W_{\varepsilon}(\mathbf{x})$ is nonempty and connected for each $\mathbf{x} \in \Delta$. So it follows that for each $\mathbf{x} \in \Delta,\left(S_{t_{0}} V_{\delta}\right)(\mathbf{x})$ encloses $W_{\varepsilon}(\mathbf{x})$.

Lemma 3.4. Suppose $\mathbf{c}$ and $\mathbf{f}$ satisfy (C1)-(C2) and (F1)-(F5). Let $\mathbf{q}$ be an element of $V_{W}$. Let $\delta>0, \tau \geqq 0$ and $h_{0}>0$. Then there is some $t_{0}>\tau$, numbers $\beta \geqq \alpha>0$ with $\beta \leqq h_{0}$ and a continuous mapping $\mathbf{p}$ from $\mathbf{x}$ in $\Delta_{\beta}-\operatorname{int} \Delta_{\alpha}$ to $\mathbf{p}(\mathbf{x}) \in R^{n}$ with the following properties:

1) For all $\mathbf{x}$ in $\Delta_{\beta}$-int $\Delta_{\alpha}$ we have $\left|\mathbf{p}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \delta$;
2) For each $\mathbf{v} \in V_{W}$ with

$$
\begin{equation*}
\left|\mathbf{v}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \partial \Delta_{\alpha}}\left|\mathbf{p}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{\alpha}-\operatorname{int} \Delta_{0} \tag{3.6}
\end{equation*}
$$

and

$$
\mathbf{v}(\mathbf{x})=\mathbf{p}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta_{\alpha}-\operatorname{int} \Delta_{\beta}
$$

we have

$$
\begin{equation*}
\left|\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \partial \Delta_{h_{0}}}\left|\mathbf{q}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{h_{0}}-\text { int } \Delta_{0} \tag{3.7}
\end{equation*}
$$

and

$$
\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})=\mathbf{q}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta-\operatorname{int} \Delta_{h_{0}} .
$$

Proof. Let

$$
\begin{equation*}
q_{h_{0}}=\max _{\mathbf{x} \in \partial \Delta_{h_{0}}}\left|\mathbf{q}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| . \tag{3.8}
\end{equation*}
$$

Without loss of generality assume that $\left|\mathbf{q}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq q_{h_{0}}$ if $\mathbf{x} \in \Delta_{h_{0}}$.
Let $\theta$ be a continuous function from $\Delta$ to $[0,1]$ such that $\theta(\mathbf{x})=1$ for all $\mathbf{x} \in \Delta_{0}$, $0<\theta(\mathbf{x})<1$ for all $\mathbf{x}$ in int $\Delta_{h_{0}}-\Delta_{0}$ and $\theta(\mathbf{x})=0$ for all $\mathbf{x}$ outside $\Delta_{h_{0}}$. Let $V_{\delta}$ be the subset of $V_{+}$consisting of functions $\overline{\mathbf{v}}$ that satisfy

$$
\begin{equation*}
\overline{\mathbf{v}}(\mathbf{x})=\frac{1}{2} \delta \theta(\mathbf{x}) \mathbf{n}+u_{0}(\mathbf{x}) \tag{3.9}
\end{equation*}
$$

for all $\mathbf{x}$ in $\Delta$-int $\Delta_{0}$, where $\mathbf{n}$ is some unit vector in $R^{n}$. Denote by $V_{\delta}(\mathbf{x})$ the set of points $\left\{\overline{\mathbf{v}}(\mathbf{x}): \overline{\mathbf{v}} \in V_{\delta}\right\}$. For each $\mathbf{x} \in \operatorname{int} \Delta_{h_{0}}, V_{\delta}(\mathbf{x})$ forms a surface homeomorphic to $S^{n-1}$, and $u_{0}(\mathbf{x})$ lies inside this surface. Denote by $\left(S_{t} V_{\delta}\right)(\mathbf{x})$ the set of points $\left\{\left(S_{t} \bar{v}\right)(\mathbf{x}): \overline{\mathbf{v}} \in V_{\delta}\right\}$. This is a surface homeomorphic to $V_{\delta}(\mathbf{x})$.

From Theorem 2.2 we know that for each element $\overline{\mathbf{v}}$ of $V_{\delta},\left(S_{t} \overline{\mathbf{v}}\right)(\mathbf{x})$ approaches $\partial W(\mathbf{x})$ uniformly for $\mathbf{x}$ in $\Delta$. Also since $u_{0}(\mathbf{x})$ lies inside $V_{\delta}(\mathbf{x})$ for each $\mathbf{x}$ in int $\Delta_{h_{0}}$, and $\mathbf{q} \in V_{W}$ it follows, as in Lemma 3.3, that there exists $t_{0}>\max _{\mathbf{x} \in \partial \Delta_{h_{0}}} T(\mathbf{x})$ such that $\mathbf{q}(\mathbf{x})$ is inside the surface $\left(S_{t_{0}}\right)(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta$. So $\phi(0 ; t, \mathbf{x}) \in \Delta_{h_{0}}$ for all $t \geqq t_{0}$, and for all $\mathbf{x}$ in $\Delta$.

Let $\psi_{0}(t ; \mathbf{x})$ be the solution of

$$
\begin{equation*}
\frac{d \mathbf{u}}{d t}=\mathbf{f}\left(\boldsymbol{\phi}\left(t ; t_{0}, \mathbf{x}\right), \mathbf{u}\right) \tag{3.10}
\end{equation*}
$$

with $\psi_{0}\left(t_{0}, \mathbf{x}\right)=\mathbf{q}(\mathbf{x})$. Now $\psi_{0}\left(t_{0}, \mathbf{x}\right)$ lies inside $\left(S_{t_{0}} V_{\delta}\right)(\mathbf{x})$. So $\psi_{0}(t ; \mathbf{x})$ lies inside $\left(S_{t} V_{\delta}\right)(\mathbf{x})$ for all $t \geqq 0$. Putting $t=0$ we find that $\psi_{0}(0 ; \mathbf{x})$ is inside $V_{\delta}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right.$ ).

So $\left|\Psi_{0}(0 ; \mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta$ for all $\mathbf{x}$ in $\Delta-\Delta_{0}$ since $\left|\overline{\mathbf{v}}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta$ for all $\mathbf{x}$ in $\Delta-\Delta_{0}$.
Now if $\mathbf{x} \in \partial \Delta_{0}$, then $\psi\left(t_{0} ; \mathbf{x}, \mathbf{u}_{0}(\mathbf{x})\right)=\mathbf{u}_{0}(\mathbf{x})$. So there exist numbers $r_{0}>0$ and $h>0$ such that if $\mathbf{x} \in \Delta_{h}-\operatorname{int} \Delta_{0}$ and $\mathbf{u} \in R^{n}$ with $\left|\mathbf{u}-\mathbf{u}_{0}(\mathbf{x})\right|<r_{0}$ then we have $\mid \boldsymbol{\psi}\left(t_{0} ; \mathbf{x}, \mathbf{u}\right)-$ $\mathbf{u}_{0}(\mathbf{x}) \mid<q_{h_{0}}$.

Now by the definition of $t_{0}$ we have $\phi\left(0 ; t_{0}, \mathbf{x}\right) \in \operatorname{int} \Delta_{h_{0}}$ for all $\mathbf{x}$ in $\Delta$. Let $\beta<h_{0}$ such that $\phi\left(0 ; t_{0}, \mathbf{x}\right) \in \Delta_{\beta}$ for all $\mathbf{x}$ in $\Delta$ and choose $\alpha$ such that

1) $0<\alpha<\beta$,
2) $\phi\left(0 ; t_{0}, \mathbf{x}\right) \in \Delta_{\beta}$-int $\Delta_{\alpha}$ for all $\mathbf{x}$ in $\Delta-\operatorname{int} \Delta_{h_{0}}$,
3) $\left|\boldsymbol{\psi}\left(0 ; \boldsymbol{\phi}_{\mathbf{x}}\left(t_{0}\right)\right)-\mathbf{u}_{0}(\mathbf{x})\right|<r_{0}$ for all $\mathbf{x}$ in $\Delta_{\alpha}$.

Define

$$
\begin{equation*}
\mathbf{p}(\mathbf{x})=\boldsymbol{\psi}\left(0 ; \boldsymbol{\phi}_{\mathbf{x}}\left(t_{0}\right)\right) \tag{3.11}
\end{equation*}
$$

for all $\mathbf{x}$ in $\Delta_{\beta}$-int $\Delta_{\alpha}$. Now

$$
\psi\left(t_{0} ; \phi_{\mathbf{x}}\left(t_{0}\right)\right)=\mathbf{q}\left(\boldsymbol{\phi}_{\mathbf{x}}\left(t_{0}\right)\right)
$$

We have shown that $\left|\boldsymbol{\psi}(0 ; \mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta$, which implies that $\left|\mathbf{p}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta$ for all $\mathbf{x}$ in $\Delta_{\beta}$-int $\Delta_{\alpha}$.

Define

$$
\begin{equation*}
p_{\alpha}=\max _{\mathbf{x} \in \partial \Delta_{\alpha}}\left|\mathbf{p}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| . \tag{3.12}
\end{equation*}
$$

Choose $\mathbf{v} \in V_{W}$ such that

$$
\begin{aligned}
& \left|\mathbf{v}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq p_{\alpha} \quad \forall \mathbf{x} \text { in } \Delta_{\alpha} \\
& \mathbf{v}(\mathbf{x})=\mathbf{p}(\mathbf{x}) \quad \forall \mathbf{x} \text { in } \Delta_{\beta}-\text { int } \Delta_{\alpha} .
\end{aligned}
$$

Now $\phi\left(0 ; t_{0}, \mathbf{x}\right) \in \Delta_{\beta}$-int $\Delta_{\alpha}$ for all $\mathbf{x}$ in $\Delta$-int $\Delta_{h_{0}}$, and so

$$
\left.\mathbf{p}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)=\mathbf{v}\left(\phi 0 ; t_{0}, \mathbf{x}\right)\right)
$$

for all $\mathbf{x}$ in $\Delta$-int $\Delta_{h_{0}}$. Therefore

$$
\begin{align*}
\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x}) & =\psi\left(t_{0} ; \phi\left(0 ; t_{0}, \mathbf{x}\right), \mathbf{p}\left(\phi\left(0 ; t_{0}, \mathbf{x}\right)\right)\right) \\
& =\psi\left(t_{0} ; \phi\left(0 ; \mathrm{t}_{0}, \mathbf{x}\right), \Psi_{0}(0 ; \mathbf{x})\right)  \tag{3.13}\\
& =\psi_{0}\left(t_{0} ; \mathbf{x}\right) \\
& =\mathbf{q}(\mathbf{x})
\end{align*}
$$

if $\mathbf{x}$ is outside $\Delta_{h_{0}}$.
If $\mathbf{x} \in \Delta_{h_{0}}$ and $\phi\left(0 ; t_{0}, \mathbf{x}\right)$ is not in $\Delta_{\alpha}$, then

$$
\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})=\mathbf{q}(\mathbf{x})
$$

as before, giving $\left|\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<q_{h_{0}}$.
If $\mathbf{x} \in \Delta_{h_{0}}$-int $\Delta_{0}$ and $\phi\left(0 ; t_{0}, \mathbf{x}\right) \in \Delta_{\alpha}$, then

$$
\left|\mathbf{v}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)-\mathbf{u}_{0}(\mathbf{x})\right| \leqq p_{\alpha}=\max _{\mathbf{x} \in \partial \Delta_{\alpha}}\left|\mathbf{p}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| .
$$

So if $\mathbf{x}_{\alpha}$ is on $\partial \Delta_{\alpha}$ we have

$$
\begin{aligned}
\left|\mathbf{v}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)-\mathbf{u}_{0}(\mathbf{x})\right| & \leqq\left|\mathbf{p}\left(\mathbf{x}_{a}\right)-\mathbf{u}_{0}(\mathbf{x})\right| \\
& \leqq\left|\boldsymbol{\Psi}_{0}\left(0 ; \boldsymbol{\phi}_{\mathbf{x}_{\alpha}}\left(t_{0}\right)\right)-\mathbf{u}_{0}(\mathbf{x})\right| \\
& \leqq r_{0} .
\end{aligned}
$$

Now

$$
\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})=\psi\left(t_{0} ; \boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right), \mathbf{v}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)\right),
$$

and therefore

$$
\begin{aligned}
\left|\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| & =\left|\boldsymbol{\psi}\left(t_{0} ; \boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right), \mathbf{v}\left(\boldsymbol{\phi}\left(0 ; t_{0}, \mathbf{x}\right)\right)\right)-\mathbf{u}_{0}(\mathbf{x})\right| \\
& \leqq \sup _{\substack{\mathbf{x} \in \Delta_{h_{0}} \\
\left|\mathbf{r}-\mathbf{u}_{0}(\mathbf{x})\right|<r_{0}}}\left|\boldsymbol{\psi}\left(t_{0} ; \mathbf{p}, \mathbf{r}\right)-\mathbf{u}_{0}(\mathbf{x})\right| \\
& <\boldsymbol{q}_{h_{0}} \text { as required. }
\end{aligned}
$$

Theorem 3.1. If $\mathbf{c}$ and $\mathbf{f}$ satisfy (C1)-(C2) and (F1)-(F5) and $S_{0}(\mathbf{x})=\left\{\mathbf{u}_{0}(\mathbf{x})\right\}$ for each $\mathbf{x} \in \Delta_{0}$, then the semidynamical system $\left\{S_{t}\right\}_{t \geqq 0}$ is chaotic in $V_{W}$.

Proof. First, we show instability of each element of $V_{W}$. Let

$$
\begin{equation*}
\varepsilon=\frac{1}{4} \min _{\substack{\mathbf{x} \in \partial \Delta \\ \mathbf{u} \in \partial W(\mathbf{x})}}\left|\mathbf{u}-\mathbf{u}_{0}(\mathbf{x})\right| . \tag{3.14}
\end{equation*}
$$

Choose $\delta>0$ with

$$
\begin{equation*}
\delta<\min _{\substack{\mathbf{x} \in \Delta-\operatorname{int} \Delta_{0} \\ \mathbf{u} \in \mathcal{2} W(\mathbf{x})}}\left|\mathbf{u}-\mathbf{u}_{0}(\mathbf{x})\right| . \tag{3.15}
\end{equation*}
$$

Let $\mathbf{v}_{0}$ be an element of $V_{W}$; that is, $\mathbf{v}_{0}$ is a continuous function from $\Delta$ to $R^{n}$ with $\mathbf{v}_{0}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})$ if $\mathbf{x}$ is in $\partial \Delta_{0}$, and $\mathbf{v}_{0}(\mathbf{x})$ is in the interior of $W(\mathbf{x})$ for each $\mathbf{x}$ in $\Delta-\Delta_{0}$. Let

$$
\begin{equation*}
V_{\delta}=\left\{\mathbf{v} \in V_{W}: \max _{\mathbf{x} \in \Delta}\left|\mathbf{v}(\mathbf{x})-\mathbf{v}_{0}(\mathbf{x})\right|<\delta\right\} . \tag{3.16}
\end{equation*}
$$

Now there exists $h_{0}>0$ such that

$$
\begin{equation*}
\left|\mathbf{v}_{0}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta / 2 \tag{3.17}
\end{equation*}
$$

for all $\mathbf{x}$ in $\Delta_{h_{0}}$, since $\mathbf{v}_{0}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{0}$.
Choose $\mathbf{q}_{1}, \mathbf{q}_{2}$ in $V_{W}$ such that $\left|\mathbf{q}_{1}(\mathbf{x})-\mathbf{q}_{2}(\mathbf{x})\right|>2 \varepsilon$ for some $\mathbf{x}$ in $\Delta$.
Applying Lemma 3.4 with $\tau=0$, we can choose $t_{0}>0$ and $\mathbf{p}_{1}, \mathbf{p}_{2}$ defined on $\Delta_{\beta_{1}}-\operatorname{int} \Delta_{\alpha_{1}}$ and $\Delta_{\beta_{2}}$-int $\Delta_{\alpha_{2}}$ respectively, with the following properties:

1) $\left|\mathbf{p}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta / 2$ in the range of definition of $\mathbf{p}_{i}$;
2) For each $\mathbf{v}_{i}$ in $V_{W}$ with

$$
\begin{aligned}
\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| & \leqq \max _{\mathbf{x} \in \partial \Delta_{\alpha_{i}}}\left|\mathbf{p}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{\alpha_{i}}, \\
\mathbf{v}_{i}(\mathbf{x}) & =\mathbf{p}_{i}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta_{\beta_{i}}-\operatorname{int} \Delta_{\alpha_{i}}
\end{aligned}
$$

we have

$$
\begin{gathered}
\left|\left(S_{t_{0}} \mathbf{v}_{i}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \partial \Delta_{h_{0}}}\left|\mathbf{q}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{h_{0}}, \\
\left(S_{t_{0}} \mathbf{v}_{i}\right)(\mathbf{x})=\mathbf{q}_{i}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta-\operatorname{int} \Delta_{h_{0}} .
\end{gathered}
$$

Let $\mathbf{v}_{i}(\mathbf{x})$ be a continuous function from $\Delta$ to $R^{n}$, with

$$
\begin{align*}
& \mathbf{v}_{i}(\mathbf{x})= \begin{cases}\mathbf{u}_{0}(\mathbf{x}) & \forall \mathbf{x} \in \Delta_{0}, \\
\mathbf{p}_{i}(\mathbf{x}) & \forall \mathbf{x} \in \Delta_{\beta_{i}}-\operatorname{int} \Delta_{\alpha_{i}}, \\
\mathbf{v}_{0}(\mathbf{x}) & \forall \mathbf{x} \in \Delta-\operatorname{int} \Delta_{h_{0}},\end{cases}  \tag{3.18}\\
& \left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \delta / 2 \quad \forall \mathbf{x} \in \Delta_{h_{0}}
\end{align*}
$$

and

$$
\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \partial \Delta_{\alpha_{i}}}\left|\mathbf{p}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{\alpha_{i}} .
$$

Now for $\mathbf{x}$ outside $\Delta_{h_{0}}$ we have

$$
\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{v}_{0}(\mathbf{x})\right|=0 .
$$

For $\mathbf{x}$ in $\Delta_{h_{0}}$-int $\Delta_{0}$, (3.17) implies that $\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \delta / 2$; and (3.18) implies that $\left|\mathbf{v}_{0}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \delta / 2$, which gives

$$
\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{v}_{0}(\mathbf{x})\right| \leqq \delta .
$$

Also, for $\mathbf{x} \in \Delta_{0}$ we have

$$
\mathbf{v}_{i}(\mathbf{x})=\mathbf{v}_{0}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})
$$

Hence $\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{v}_{0}(\mathbf{x})\right| \leqq \delta$ for all $\mathbf{x}$ in $\Delta$, and so $\mathbf{v}_{i} \in V_{\delta}$.
So

$$
\begin{array}{ll}
\mathbf{v}_{i}(\mathbf{x})=\mathbf{p}_{i}(\mathbf{x}) & \forall \mathbf{x} \in \Delta_{\beta_{i}}-\text { int } \Delta_{\alpha_{i}} \\
\left|\mathbf{v}_{i}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \mathbf{p}_{\alpha} & \forall \mathbf{x} \in \Delta_{\alpha_{i}}
\end{array}
$$

Therefore

$$
\left(S_{t_{0}} \mathbf{v}_{i}\right)(\mathbf{x})=\mathbf{q}_{i}(\mathbf{x}) \text { for } \mathbf{x} \text { in } \Delta-\text { int } \Delta_{h_{0}},
$$

and so

$$
\begin{align*}
\left|\left(S_{t_{0}} \boldsymbol{v}_{2}\right)(\mathbf{x})-\left(S_{t_{0}} \mathbf{v}_{1}\right)(\mathbf{x})\right| & =\left|\mathbf{q}_{2}(\mathbf{x})-\mathbf{q}_{1}(\mathbf{x})\right|  \tag{3.19}\\
& >\varepsilon
\end{align*}
$$

at some point $\mathbf{x}$ in $\partial \Delta$. This holds for all $\delta>0$. So there is no uniform convergence, and each element of $V_{W}$ is unstable under $\left\{S_{t}\right\}_{t \geqq 0}$.

For the second part of the proof it remains to show that some element of $V_{W}$ has a dense orbit.

Let $\left\{\mathbf{q}_{n}\right\}_{n=1}^{\infty}$ be a dense set in $V_{W}$ and suppose that $\mathbf{q}_{n}(\mathbf{x}) \neq \mathbf{u}_{0}(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta-\Delta_{0}$. Let

$$
\begin{equation*}
b=\min _{\substack{\mathbf{x} \in \Delta \\ \mathbf{u} \in W(\mathbf{x})}}\left|\mathbf{u}-\mathbf{u}_{0}(\mathbf{x})\right| \tag{3.20}
\end{equation*}
$$

and let $\delta=b / 2$. Choose $h_{1} \in\left(0, \frac{1}{2}\right)$ such that $\left|\mathbf{q}_{1}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq b / 2$ for all $\mathbf{x}$ in $\Delta_{h_{1}}$. Let $\tau_{1}=0$.
Apply Lemma 3.4 to get a function $\mathbf{p}_{1}$ defined on $\Delta_{\beta_{1}}$ int $\Delta_{\alpha_{1}}$ and a number $t_{01}$ such that

1) $\left|\mathbf{p}_{1}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|<\delta_{1} / 2$ in the range of definition of $\mathbf{p}_{1}$;
2) For each $v$ in $V_{W}$ with

$$
\begin{aligned}
\left|\mathbf{v}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| & \leqq \max _{\mathbf{x} \in \partial \Delta_{\alpha_{1}}}\left|\mathbf{p}_{1}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{\alpha_{1}}, \\
\mathbf{v}(\mathbf{x}) & =\mathbf{p}_{1}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta_{\beta_{1}}-\operatorname{int} \Delta_{\alpha_{1}}
\end{aligned}
$$

we have

$$
\begin{gathered}
\left|\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \partial \Delta_{h_{0}}}\left|\mathbf{q}_{1}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \quad \forall \mathbf{x} \in \Delta_{h_{0}}, \\
\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})=\mathbf{q}_{1}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta-\text { int } \Delta_{h_{0}} .
\end{gathered}
$$

For each integer $n>1$ let

$$
\delta_{n}=\min \left(\frac{b}{2^{n}}, \max _{\mathbf{x} \in \Delta_{\alpha_{n-1}}}\left|\mathbf{p}_{n-1}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right|\right)
$$

and choose $h_{n}>0$ with $h_{n}<\min \left(2^{-n}, \alpha_{n-1}\right)$ such that $\left|\mathbf{q}_{n}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq\left(b / 2^{n}\right)$ for all $\mathbf{x}$ in $\Delta_{h_{n}}$. Let $\tau_{n}=t_{0, n-1}$. Again apply Lemma 3.4 to get $\mathbf{p}_{n}$ defined on $\Delta_{\beta_{n}}-\operatorname{int} \Delta_{\alpha_{n}}$ and $t_{0 n} \geqq t_{0, n-1}$.

Now

$$
0<\cdots<\alpha_{n}<\beta_{n}<h_{n}<\alpha_{n-1}<\cdots
$$

Also, $\lim _{n \rightarrow \infty} \delta_{n}=0$, and $\lim _{n \rightarrow \infty} d_{n}=0$. Let $\mathbf{v}$ be a continuous function from $\Delta$ to $R^{n}$ satisfying

$$
\begin{align*}
& \mathbf{v}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta_{0}, \\
& \mathbf{v}(\mathbf{x})=\mathbf{p}_{n}(\mathbf{x}) \quad \forall \mathbf{x} \in \Delta_{\beta_{n}}-\text { int } \Delta_{\alpha_{n}}  \tag{3.21}\\
& \left|\mathbf{v}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \max _{\mathbf{x} \in \Delta_{\alpha_{n}}}\left|\mathbf{p}_{n}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| .
\end{align*}
$$

Now $\mathbf{v}$ is continuous on $\partial \Delta_{0}$ because $\left|\mathbf{p}_{n}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \delta_{n}$ in the area of definition of $\mathbf{p}_{n}$. Clearly $\mathbf{v} \in V_{W}$.

Also

$$
\begin{aligned}
\left|\left(S_{t_{0 n}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| & \leqq \max _{\mathbf{x} \in \partial \Delta_{h_{n}}}\left|\mathbf{q}_{n}(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \\
& \leqq \frac{b}{2^{n}}
\end{aligned}
$$

for $\mathbf{x} \in \Delta_{h_{n}}$, and

$$
\left(S_{t_{0 n}} \mathbf{v}\right)(\mathbf{x})=\mathbf{q}_{n}(\mathbf{x})
$$

if $\mathbf{x} \in \Delta$-int $\Delta_{h_{n}}$, giving

$$
\left|\left(S_{t_{0 n}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \frac{b}{2^{n}}
$$

So

$$
\begin{equation*}
\left|\left(S_{t_{0 n}} \mathbf{v}\right)(\mathbf{x})-\mathbf{u}_{0}(\mathbf{x})\right| \leqq \frac{b}{2^{n}} \quad \forall \mathbf{x} \in \Delta \tag{3.22}
\end{equation*}
$$

Therefore

$$
\sup _{\mathbf{x} \in \Delta}\left|\left(S_{t_{0}} \mathbf{v}\right)(\mathbf{x})-\mathbf{q}_{n}(\mathbf{x})\right| \leqq \frac{2 b}{2^{n}},
$$

which implies that $\left\{S_{t_{0 n}} \mathbf{v}\right\}_{n=1}^{\infty}$ is dense in $V_{W}$.
4. Periodic orbits. P. Brunovsky [2] proves the following.

Theorem (Brunovsky). Let $\Delta=[0,1]$. Assume that

1) The function $c$ maps $\Delta$ to $[0, \infty)$, the function $f$ maps $\Delta \times[0, \infty)$ to $R$, and both $c$ and $f$ are $C^{1}$;
2) $c(0)=0$ and $c(x)>0$ for all $x>0$;
3) There is some $u_{0} \in(0,1]$ such that (a) $f(0, u)\left(u-u_{0}\right)<0$ for all $u>0, u \neq u_{0}$, and (b) $f_{u}\left(0, u_{0}\right)<0$;
4) There exist $k_{1} \geqq 0, k_{2} \geqq 0$ such that $f(x, u) \leqq k_{1} u+k_{2}$ for all $x \in \Delta, u \geqq 0$;
5) $f(x, 0)=0$ for all $x \in \Delta$.

Then we have
(a) For each $\tau>0$ there is a continuum of functions $v$ in $V_{W}$ (defined as before) satisfying $S_{\tau} v=v$, that is, functions $v$ that give rise to $\tau$-periodic behaviour;
(b) The set of all periodic points of $S_{t}$ is dense in $V_{W}$.

We now wish to prove an analogous result for the more general case. In fact this theorem generalizes to an almost identical statement.

Theorem 4.1. Suppose $\mathbf{c}$ and $\mathbf{f}$ satisfy (C1)-(C2) and (F1)-(F5), and for each $\mathbf{x}$ in $\Delta_{0}, S_{0}(\mathbf{x})$ consists of just the one point $\left\{\mathbf{u}_{0}(\mathbf{x})\right\}$. Then
(a) For each $\tau>0$ there is a continuum of functions $\mathbf{v}$ in $V_{W}$ (defined as before) satisfying $S_{\tau} \mathbf{v}=\mathbf{v}$, that is, functions $\mathbf{v}$ that give rise to $\tau$-periodic behaviour;
(b) The set of all periodic points of $S_{t}$ is dense in $V_{W}$.

Recall that if $\mathbf{x} \in \Delta-\Delta_{0}$, then $\boldsymbol{\phi}_{\mathbf{x}}(t)$ is the characteristic curve satisfying

$$
\frac{\partial \phi}{\partial t}=\mathbf{c}(\phi)
$$

and $T(\mathbf{x})$ is the (unique) value of $t$ for which $\phi_{\mathbf{x}}(t)$ intersects $\partial \Delta$. Thus $\phi_{\mathbf{x}}(T(\mathbf{x}))$ is the point of $\partial \Delta$ at which this intersection takes place.

We now consider a one-to-one correspondence between functions $\mathbf{v}: \Delta-\Delta_{0} \rightarrow R^{n}$ and functions $\mathbf{g}: \partial \Delta \times[0, \infty) \rightarrow R^{n}$.

Let $\overline{\mathbf{x}} \in \partial \Delta$. Let $\boldsymbol{\Phi}$ be the mapping from the function space $\left(C\left(\Delta-\Delta_{0}\right)\right)^{n}$ to the function space $(C(\partial \Delta \times[0, \infty)))^{n}$ defined by

$$
\begin{align*}
\Phi(\mathbf{v})(\overline{\mathbf{x}}, t) & =\psi(t ; \phi(0 ; t, \overline{\mathbf{x}}), \mathbf{v}(\phi(0 ; t, \overline{\mathbf{x}}))) \\
& =\mathbf{u}(t, \overline{\mathbf{x}}) \tag{4.1}
\end{align*}
$$

if $\mathbf{u}(0, \mathbf{x})=\mathbf{v}(\mathbf{x})$ for all $\mathbf{x} \in \Delta-\Delta_{0}$. Thus if $\mathbf{g}$ is a function from $\partial \Delta \times[0, \infty)$ to $R^{n}$, we have $\mathbf{g}=\boldsymbol{\Phi}(\mathbf{v})$ iff

$$
\begin{equation*}
\mathbf{v}(\mathbf{x})=\psi\left(-T(\mathbf{x}) ; \phi_{\mathbf{x}}(T(\mathbf{x})), \mathbf{g}\left(\phi_{\mathbf{x}}(T(\mathbf{x})), T(\mathbf{x})\right)\right) \tag{4.2}
\end{equation*}
$$

for all $\mathbf{x}$ in $\Delta-\Delta_{0}$.
Therefore we can state the following.
Lemma 4.1. The map $\boldsymbol{\Phi}$ defined by (4.1) is invertible, with inverse given by (4.2).
Note that here one is not necessarily able to extend $\mathbf{v}$ to a function from $\Delta$ to $R^{n}$, as $\mathbf{v}(\mathbf{x})$ need not have a limit as $\mathbf{x}$ approaches $\partial \Delta_{0}$.

Lemma 4.2. Let $\mathbf{g}$ be a continuous function from $\partial \Delta \times[0, \infty)$ to $R^{n}$, with $\mathbf{g}(\overline{\mathbf{x}}, t) \in$ $W(\overline{\mathbf{x}})$ and

$$
\begin{equation*}
d(\mathbf{g}(\overline{\mathbf{x}}, t), \partial W(\overline{\mathbf{x}})) \geqq \eta \tag{4.3}
\end{equation*}
$$

for some $\eta>0$ and all $t \geqq 0$, all $\overline{\mathbf{x}} \in \partial \Delta$. Then $\mathbf{g} \in \boldsymbol{\phi}\left(V_{W}\right)$.
Proof. We must show that if $\mathbf{x} \in \Delta-\Delta_{0}$ approaches $\mathbf{x}_{0} \in \partial \Delta_{0}$, then $\lim _{\mathrm{x} \rightarrow \mathrm{x}_{0}} \boldsymbol{\Phi}^{-1}$ $(\mathbf{g})(\mathbf{x})=\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$. This is sufficient, because then we can define

$$
\begin{array}{ll}
\mathbf{v}(\mathbf{x})=\Phi^{-1}(\mathbf{g})(\mathbf{x}) & \forall \mathbf{x} \in \Delta-\Delta_{0},  \tag{4.4}\\
\mathbf{v}\left(\mathbf{x}_{0}\right)=\lim _{\mathbf{x} \rightarrow \mathbf{x}_{0}} \Phi^{-1}(\mathbf{g})(\mathbf{x}) & \forall \mathbf{x}_{0} \in \partial \Delta_{0}
\end{array}
$$

Let $\overline{\mathbf{x}}$ be a point on $\partial \Delta$. Let $\delta>0,0<h_{0} \leqq \frac{1}{2}$ and define $V_{\delta}$ as in (3.9), that is,

$$
V_{\delta}=\left\{\mathbf{u}_{0}+\frac{1}{2} \delta \theta \mathbf{n}:|\mathbf{n}|=1\right\}
$$

where $\theta$ is a continuous function from $\Delta$ to $R$, with $\theta(\mathbf{x})=1$ if $\mathbf{x} \in \Delta_{0}, \theta(\mathbf{x})=0$ if $\mathbf{x}$ is outside $\Delta_{h_{0}}$, and $0<\theta(\mathbf{x})<1$ otherwise. Define $S_{t} V_{\delta}$ as $\left\{S_{t} \mathbf{v}: \mathbf{v} \in V_{\delta}\right\}$.

Because $\mathbf{v}\left(\mathbf{x}_{0}\right) \in R_{0}\left(\mathbf{x}_{0}\right)$ for all $\mathbf{x} \in \Delta_{0}$, we know from Theorem 2.2 that for each $\mathbf{v}$ in $V_{\delta}, \boldsymbol{\Phi}(\mathbf{v})(\overline{\mathbf{x}}, t)$ approaches $\partial \mathrm{W}(\overline{\mathbf{x}})$ as $t \rightarrow \infty$. Therefore there is some time $t_{\delta}>0$ such that for each $t \geqq t_{\delta}$ and each $\mathbf{v} \in V_{\delta}$ we have $d(\Phi(\mathbf{v})(\overline{\mathbf{x}}, t), \partial W(\overline{\mathbf{x}}))<\eta$.

Now $\boldsymbol{\Phi}\left(V_{\delta}\right)(\overline{\mathbf{x}}, t)$ is homeomorphic to $\partial W(\mathbf{x})$. Also for each $\mathbf{x}_{0} \in \partial \Delta_{0}, V_{\delta}\left(\mathbf{x}_{0}\right)$ encloses $\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$. So, by an argument similar to that of Lemma 3.1, if $t \geqq t_{\delta}$, then $\boldsymbol{\Phi}\left(V_{\delta}\right)(\overline{\mathbf{x}}, t)$ encloses the subset of $W(\overline{\mathbf{x}})$ which lies at distance greater than $\eta$ from the boundary. Thus $\mathbf{g}(\overline{\mathbf{x}}, t)$ lies inside $\Phi\left(V_{\delta}\right)(\overline{\mathbf{x}}, t)$. This implies that $\Phi^{-1}(\mathbf{g})(\mathbf{x})$ lies inside $V_{\delta}(\mathbf{x})$ for all $\mathbf{x}$ with $T(\mathbf{x}) \geqq t_{\delta}$. So there is some $h>0$ such that $V_{\delta}(\mathbf{x})$ encloses $\boldsymbol{\Phi}^{-1}(\mathbf{g})(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta_{h}-\Delta_{0}$.

However $\delta$ was arbitrary, and for each $\mathbf{x}_{0} \in \partial \Delta_{0}$ the surface $V_{\delta}\left(\mathbf{x}_{0}\right)$ encloses $\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$. Therefore $\lim _{\mathbf{x} \rightarrow \mathbf{x}_{0}} \boldsymbol{\Phi}^{-1}(\mathbf{g})(\mathbf{x})=\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$, and so $\mathbf{g} \in \boldsymbol{\Phi}\left(V_{W}\right)$.

Lemma 4.3. If $\boldsymbol{\Phi}(\mathbf{v})(\overline{\mathbf{x}}, t)$ is periodic in $t$ with period $\tau$ independent of $\overline{\mathbf{x}}$, then the solution $\mathbf{u}(\mathbf{x}, t)$ is periodic with period $\tau$ for all $\mathbf{x} \in \Delta-\Delta_{0}$.

Proof. Suppose $\left(S_{t} \mathbf{v}\right)(\mathbf{x}) \neq\left(S_{t+\tau} \mathbf{v}\right)(\mathbf{x})$ for some $\mathbf{x} \in \Delta-\Delta_{0}$ and some $t \geqq 0$. Therefore

$$
\psi(t ; \phi(0 ; t, \mathbf{x}), \mathbf{v}(\phi(0 ; t, \mathbf{x}))) \neq \psi(t+\tau ; \phi(0 ; t+\tau, \mathbf{x}), \mathbf{v}(\phi(0 ; t+\tau, \mathbf{x}))) .
$$

Consider the situation after time $T(\mathbf{x})$. Then

$$
\psi(t+T(\mathbf{x}) ; \phi(0 ; t, \mathbf{x}), \mathbf{v}(\phi(0 ; t, \mathbf{x}))) \neq \psi(t+T(\mathbf{x})+\tau ; \phi(0 ; t+\tau, \mathbf{x}), \mathbf{v}(\phi(0 ; t+\tau, \mathbf{x}))) .
$$

But after time $T(\mathbf{x})$ we also have $\phi_{\mathbf{x}}(T(\mathbf{x})) \in \partial \Delta$. Thus

$$
\psi(t+T(\mathbf{x}) ; \phi(0 ; t, \mathbf{x}), \mathbf{v}(\phi(0 ; t, \mathbf{x})))=\boldsymbol{\Phi}(\mathbf{v})(\phi(t+T(\mathbf{x}) ; t, \mathbf{x}), t+T(\mathbf{x}))
$$

and

$$
\begin{aligned}
\psi(t+T(\mathbf{x})+ & \tau ; \phi(0 ; t+\tau, \mathbf{x}), \mathbf{v}(\phi(0 ; t+\tau, \mathbf{x}))) \\
& =\Phi(\mathbf{v})(\phi(t+T(\mathbf{x})+\tau ; t+\tau, \mathbf{x}), t+T(\mathbf{x})+\tau)
\end{aligned}
$$

But since $\mathbf{c}$ is independent of $t$, we have

$$
\phi(t+T(\mathbf{x}) ; t, \mathbf{x})=\phi(t+T(\mathbf{x})+\tau ; t+\tau, \mathbf{x})
$$

and thus

$$
\Phi(\mathbf{v})(\phi(t+T(\mathbf{x}) ; t, \mathbf{x}), t+T(\mathbf{x})) \neq \Phi(\mathbf{v})(\phi(t+T(\mathbf{x}) ; t, \mathbf{x}), t+T(\mathbf{x})+\tau)
$$

But this contradicts the hypothesis that $\Phi(\mathbf{v})(\overline{\mathbf{x}}, t)$ is periodic in $t$ with period $\tau$. Therefore we must have

$$
\left(S_{t} \mathbf{v}\right)(\mathbf{x})=\left(S_{t+\tau} \mathbf{v}\right)(\mathbf{x})
$$

for all $\mathbf{x} \in \Delta-\Delta_{0}$ and all $t \geqq 0$.
If $\mathbf{v}_{0} \in V_{W}$ and

$$
\begin{equation*}
\varepsilon<\frac{1}{2} \min _{\mathbf{x} \in \Delta-\mathrm{int} \Delta_{0}} d\left(\mathbf{v}_{0}(\mathbf{x}), \partial W(\mathbf{x})\right) \tag{4.5}
\end{equation*}
$$

denote by $V_{\varepsilon}\left(\mathbf{v}_{0}\right)$ the set of functions $V_{\varepsilon}=\left\{\mathbf{v}_{0}+\hat{\mathbf{u}}:|\hat{\mathbf{u}}|=1\right\}$, and denote by $S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)$ the set of functions $\left\{S_{t} \mathbf{v}: \mathbf{v} \in V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right\}$.

Lemma 4.4. For each $\mathbf{v}_{0} \in V_{W}$ and $\varepsilon$ as in (4.5), there is some $t_{0}>0$ such that $\left(S_{s} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$ lies strictly inside $\left(S_{s+t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$ for all $s \geqq 0, t \geqq t_{0}, \mathbf{x} \in \Delta$.

Proof. Each element $\mathbf{v}$ of $V_{\varepsilon}\left(\mathbf{v}_{0}\right)$ is in $V_{+}$, since $\mathbf{v}(\mathbf{x}) \neq \mathbf{u}_{0}(\mathbf{x})$ for $\mathbf{x}$ in $\Delta_{0}$. Hence, by Theorem 2.2, $\left(S_{t} \mathbf{v}\right)(\mathbf{x})$ approaches $\partial W(\mathbf{x})$ as $t \rightarrow \infty$ uniformly for $\mathbf{x} \in \Delta$. Thus there is some $t_{0}>0$ such that $d\left(\left(S_{t} \mathbf{v}\right)(\mathbf{x}), \partial W(\mathbf{x})\right)<\varepsilon$ for each $\mathbf{v} \in V_{\varepsilon}\left(\mathbf{v}_{0}\right), \mathbf{x} \in \Delta$ and $t \geqq t_{0}$.

Now, by Lemma 3.3, if $t \geqq t_{0}, \mathbf{x} \in \Delta$, then $\left(S_{t} V_{\varepsilon}\left(v_{0}\right)\right)(\mathbf{x})$ encloses $\{\mathbf{u} \in$ $W(\mathbf{x}): d(\mathbf{u}, \partial W(\mathbf{x}))>\varepsilon\}$, which in turn contains $V_{\varepsilon}\left(\mathbf{v}_{0}\right)(\mathbf{x})$. So $V_{\varepsilon}\left(\mathbf{v}_{0}\right)(\mathbf{x})$ is enclosed by $\left(S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$ for all $\mathbf{x} \in \Delta$ and all $t \geqq t_{0}$. Hence, using the uniqueness of solutions (Lemma 2.1), it follows that $\left(S_{s} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$ is enclosed by $\left(S_{s+t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$ for $s \geqq 0$.

Proof of Theorem 4.1. (a) There is a continuum of functions $\mathbf{g}: \partial \Delta \times[0, \infty) \rightarrow R^{n}$ periodic in $t$ with period $\tau$, such that $\mathbf{g}(\overline{\mathbf{x}}, t) \in$ int $W(\overline{\mathbf{x}})$. Now Lemmas 4.1 and 4.2 imply that each $\mathbf{g}$ is in $\boldsymbol{\Phi}\left(V_{W}\right)$, and from Lemma 4.3 it follows that for each such $\mathbf{g}$ the associated function $\mathbf{u}(t, \mathbf{x})$ is periodic in $t$ with period $\tau$ for $\mathbf{x} \in \Delta-\Delta_{0}$. For $\mathbf{x}_{0} \in \Delta_{0}$, $\mathbf{v} \in V_{W}$, it follows, by the definition of $S_{0}\left(\mathbf{x}_{0}\right)$, that $\left(S_{t} \mathbf{v}\right)\left(\mathbf{x}_{0}\right)=\mathbf{u}_{0}\left(\mathbf{x}_{0}\right)$ for all $t \geqq 0$. Hence there is a continuum of initial functions $\mathbf{v} \in V_{W}$ that give rise to $\tau$-periodic solutions $\mathbf{u}(t, \mathbf{x})$.
(b) Choose $\mathbf{v}_{0} \in V_{W}$, and let

$$
\varepsilon<\frac{1}{2} \min _{\mathbf{x} \in \Delta-\mathrm{int} \Delta_{0}} d\left(\mathbf{v}_{0}(\mathbf{x}), \partial W(\mathbf{x})\right) .
$$

Define $V_{\varepsilon}\left(\mathbf{v}_{0}\right)$ and $S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)$ as before. Let $\mathbf{g}=\boldsymbol{\Phi}\left(\mathbf{v}_{0}\right)$.
By Lemma 4.4 we can choose $t_{p}$ such that if $t \geqq 0$ and $\mathbf{x} \in \Delta$, then $\left(S_{t_{p}+t} V_{\varepsilon}\left(v_{0}\right)\right)(\mathbf{x})$ encloses $\left(S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\mathbf{x})$.

Now choose $\overline{\mathbf{g}}$ to be a continuous function from $\partial \Delta \times[0, \infty)$ to $R^{n}$ subject to the following conditions:

1) For all $\overline{\mathbf{x}} \in \partial \Delta$ and $0 \leqq t<t_{p}$ let $\overline{\mathbf{g}}(\overline{\mathbf{x}}, t)$ be in the open region bounded by $\left(S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\overline{\mathbf{x}})$.
2) For all $\overline{\mathbf{x}} \in \partial \Delta$ and all $t \geqq t_{p} \operatorname{let} \overline{\mathbf{g}}(\overline{\mathbf{x}}, t)=\overline{\mathbf{g}}\left(\overline{\mathbf{x}}, t-n t_{p}\right)$, where $n$ is a positive integer, and $0 \leqq t-n t_{p}<t_{p}$.

This is possible, since $t_{p}$ was chosen such that $\left(S_{t_{p}} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\overline{\mathbf{x}})$ encloses $\left(S_{0} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\overline{\mathbf{x}})$, which in turn encloses $\overline{\mathbf{g}}(\overline{\mathbf{x}}, 0)$. Thus $\overline{\mathbf{g}}$ is periodic in $t$ with period $t_{p}$.

By Lemma 4.1 we have $\mathbf{g} \in \boldsymbol{\Phi}(\overline{\mathbf{v}})$ for some $\overline{\mathbf{v}}$ which maps $\Delta$ to $R^{n}$. Also, since $\overline{\mathbf{g}}$ is periodic in $t$, and $\overline{\mathbf{g}}(\overline{\mathbf{x}}, t) \in$ int $W(\overline{\mathbf{x}})$ for all $t \geqq 0$ and all $\overline{\mathbf{x}} \in \partial \Delta, \overline{\mathbf{g}}$ satisfies the conditions of Lemma 4.2. Therefore $\overline{\mathbf{v}} \in V_{W}$.

Now $\overline{\mathbf{g}}(\overline{\mathbf{x}}, t)$ lies inside $\left(S_{t} V_{\varepsilon}\left(\mathbf{v}_{0}\right)\right)(\overline{\mathbf{x}})$ for all $t \geqq 0$ and all $\overline{\mathbf{x}} \in \partial \Delta$. Therefore $\overline{\mathbf{v}}(\mathbf{x})$ lies inside $V_{\varepsilon}\left(\mathbf{v}_{0}\right)(\mathbf{x})$ for all $\mathbf{x}$ in $\Delta$-int $\Delta_{0}$. Also, since $\mathbf{v} \in V_{W}$, we have

$$
\overline{\mathbf{v}}(\mathbf{x})=\mathbf{v}_{0}(\mathbf{x})=\mathbf{u}_{0}(\mathbf{x})
$$

for all $\mathbf{x} \in \Delta_{0}$. Hence for each $\mathbf{x} \in \Delta$ we have

$$
\left|\overline{\mathbf{v}}(\mathbf{x})-\mathbf{v}_{\mathbf{0}}(\mathbf{x})\right|<\varepsilon .
$$

Thus for any $\mathbf{v}_{0}$ in $V_{W}$ there is some $\overline{\mathbf{v}}$ arbitrarily close to $\mathbf{v}_{0}$, such that $\left\{S_{t} \overline{\mathbf{v}}\right\}_{t \geqq 0}$ is periodic in $t$. Therefore the set of periodic points of $S_{t}$ is dense in $V_{w}$.

Hence chaos of a type analogous to that of Li and Yorke [7] is present in $V_{w}$.
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# ON THREE-BODY SCATTERING NEAR THRESHOLDS* 
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#### Abstract

Using exponential decay of the two-body interactions at infinity we discuss analytic expansions of two-cluster scattering operators and scattering amplitudes with respect to channel momenta around (negative) thresholds. An explicit formula for elastic scattering amplitudes in terms of the three-body resolvent is derived.
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1. Introduction. This paper continues previous studies of threshold scattering in nonrelativistic two-body systems (cf. [1], [2]) to the three-body problem. We are especially concerned with analytic expansions of two-cluster scattering operators and scattering amplitudes with respect to channel momenta around (negative) thresholds assuming exponential falloff of the two-body interactions at infinity.

In § 2 we introduce our basic assumptions on the two-body interactions, establish the terminology used throughout this paper, and recall the direct integral decomposition of channel Hamiltonians. Faddeev's theory [14] in the Hilbert space version of Ginibre and Moulin [16] is discussed in §3. Here our presentation essentially follows Amrein, Jauch and Sinha [3] and Amrein and Sinha [5]. Since we are particularly interested in the behaviour of the three-particle resolvent near thresholds, we use stronger decay assumptions on the two-body potentials (of the type $|x|^{-4-\varepsilon}, \varepsilon>0$ as $|x| \rightarrow \infty$ ) than in [5]. Section 4, which describes continuity and the threshold behaviour of averaged total cross sections, merely supplements the treatment in [5] (cf. their Remark 3). For two-body potentials decaying like $|x|^{-5-\varepsilon}, \varepsilon>0$ at infinity we represent the two-cluster scattering amplitudes as scalar products in $L^{2}\left(\mathscr{R}^{6}\right)$ (in analogy to the two-body problem) and discuss their continuity properties with respect to energy and angle variables in §5. As a special case of our threshold considerations of two-cluster scattering amplitudes we mention the definition of elastic scattering lengths and their explicit formulas in terms of the three-body resolvent (cf. also [15]). Finally, using an exponential decay of the two-body potentials in § 6, we derive analytic expansions of two-cluster scattering operators and amplitudes with respect to channel momenta around (negative) thresholds.
2. Notations and basic facts. Greek indices $\alpha, \beta, \gamma, \delta$ denote pairs of particles, or the corresponding third particle, i.e., $(1,2)$ or 3 (resp. $(2,3)$, or 1 and $(3,1)$ or 2 ). If all particles are considered simultaneously we denote the triple $(1,2,3)$ by $\alpha=0(\beta=0$, etc.). If $\mu_{j}, j=1,2,3$ denote the masses of the spinless and distinguishable particles in $\mathscr{R}^{3}, m_{\alpha}$ denotes the reduced mass of the pair $\alpha=(j, l)$, i.e.,

$$
\begin{equation*}
m_{\alpha}^{-1}=\mu_{j}^{-1}+\mu_{l}^{-1}, \quad \alpha=(j, l) \tag{2.1}
\end{equation*}
$$

and $n_{\alpha}$ denotes the reduced mass of the pair $\alpha=(j, l)$ and the corresponding third particle, i.e.,

$$
\begin{equation*}
n_{\alpha}^{-1}=\left(\mu_{j}+\mu_{l}\right)^{-1}+\mu_{p}^{-1}, \quad \alpha=(j, l)=p . \tag{2.2}
\end{equation*}
$$

[^89]Finally $M=\sum_{j=1}^{3} \mu_{j}$ abbreviates the total mass. If $\xi_{j}, j=1,2,3$ denote the coordinates of the particles in configuration space the center of mass and Jacobi coordinates are defined by

$$
\begin{align*}
& x_{s}=M^{-1} \sum_{j=1}^{3} \mu_{j} \xi_{j} \\
& x_{\alpha}=\xi_{j}-\xi_{l}  \tag{2.3}\\
& y_{\alpha}=x_{p}-\left(\mu_{j}+\mu_{l}\right)^{-1}\left(\mu_{j} \xi_{j}+\mu_{l} \xi_{l}\right), \quad \alpha=(j, l)=p
\end{align*}
$$

The associated conjugate momenta are denoted by

$$
\begin{align*}
& k_{s}=\sum_{j=1}^{3} \eta_{j}, \\
& k_{\alpha}=\left(\mu_{j}+\mu_{l}\right)^{-1}\left(\mu_{l} \eta_{j}-\mu_{j} \eta_{l}\right),  \tag{2.4}\\
& q_{\alpha}=M^{-1}\left(\mu_{j}+\mu_{l}\right) \eta_{p}-M^{-1} \mu_{p}\left(\eta_{j}+\eta_{l}\right), \quad \alpha=(j, l)=p
\end{align*}
$$

where $\eta_{j}$ are conjugate momenta of $\xi_{j}, j=1,2,3$. For later purposes we note that

$$
\begin{align*}
& x_{\alpha}=-x_{\beta}-x_{\gamma} \\
& y_{\alpha}=-\left(\mu_{\alpha}+\mu_{\gamma}\right) \mu_{\alpha}^{-1} y_{\beta}+\varepsilon(\alpha, \beta, \gamma)\left(\mu_{\beta}+\mu_{\gamma}\right)^{-1} M\left(\mu_{\gamma} / \mu_{\alpha}\right) x_{\alpha} \\
& x_{\alpha}=\varepsilon(\alpha, \beta, \gamma) y_{\beta}-\left(\mu_{\alpha}+\mu_{\gamma}\right)^{-1} \mu_{\alpha} x_{\beta} \\
& y_{\alpha}=-\left(\mu_{\beta}+\mu_{\gamma}\right)^{-1} \mu_{\beta} y_{\beta}-\varepsilon(\alpha, \beta, \gamma)\left[\left(\mu_{\alpha}+\mu_{\gamma}\right)\left(\mu_{\beta}+\mu_{\gamma}\right)\right]^{-1} M \mu_{\gamma} x_{\beta}  \tag{2.5}\\
& y_{\alpha}=-\varepsilon(\alpha, \beta, \gamma) x_{\beta}-\varepsilon(\alpha, \beta, \gamma)\left(\mu_{\beta}+\mu_{\gamma}\right)^{-1} \mu_{\beta} x_{\alpha} \\
& y_{\alpha}=-\varepsilon(\alpha, \beta, \gamma)\left(\mu_{\beta}+\mu_{\gamma}\right)^{-1} \mu_{\gamma} x_{\beta}+\varepsilon(\alpha, \beta, \gamma)\left(\mu_{\beta}+\mu_{\gamma}\right)^{-1} \mu_{\beta} x_{\gamma}
\end{align*}
$$

$$
\alpha \neq \beta, \quad \alpha \neq \gamma, \quad \beta \neq \gamma, \quad \varepsilon(\alpha, \beta, \gamma)= \begin{cases}+1 & (\alpha, \beta, \gamma) \text { an even permutation of }(1,2,3), \\ -1 & (\alpha, \beta, \gamma) \text { an odd permutation of }(1,2,3) .\end{cases}
$$

The total kinetic energy (of the relative motion) is given by

$$
\begin{equation*}
\left(2 m_{\alpha}\right)^{-1} k_{\alpha}^{2}+\left(2 n_{\alpha}\right)^{-1} q_{\alpha}^{2}, \quad \alpha=1,2,3 . \tag{2.6}
\end{equation*}
$$

The self-adjoint free Hamiltonian $H_{0}$ in $\mathscr{H}=L^{2}\left(\mathscr{R}^{6}\right)$ then reads

$$
\begin{equation*}
H_{0}=-\left(2 m_{\alpha}\right)^{-1} \Delta_{x_{\alpha}} \otimes 1-1 \otimes\left(2 n_{\alpha}\right)^{-1} \Delta_{y_{\alpha}}, \quad \alpha=1,2,3 . \tag{2.7}
\end{equation*}
$$

We assume that the particles interact via real, local translationally invariant potentials $v_{\alpha}$ obeying the following hypothesis.

Hypothesis (I). Let $\nu>0, u_{\alpha} \in L^{p}\left(\mathscr{R}^{3}\right)$ for some $p>3 / 2$ be real-valued, $\alpha=1,2,3$. Then $v_{\alpha}$ is defined as

$$
\begin{equation*}
v_{\alpha}\left(x_{\alpha}\right)=\left(1+\left|x_{\alpha}\right|\right)^{-2-\nu} u_{\alpha}\left(x_{\alpha}\right), \quad \alpha=1,2,3 . \tag{2.8}
\end{equation*}
$$

The total Hamiltonian $H$ in $\mathscr{H}$ is then defined as the form sum (cf. [36])

$$
\begin{equation*}
H=H_{0}+\sum_{\alpha=1}^{3} v_{\alpha} \tag{2.9}
\end{equation*}
$$

and the $\alpha$-cluster Hamiltonian $H_{\alpha}$ in $\mathscr{H}$ reads

$$
\begin{equation*}
H_{\alpha}=h_{\alpha} \otimes 1-1 \otimes\left(2 n_{\alpha}\right)^{-1} \Delta_{y_{\alpha}}, \quad \alpha=1,2,3 \tag{2.10}
\end{equation*}
$$

where $h_{\alpha}$ denotes the two-particle Hamiltonian of the subsystem $\alpha$ given by the form sum in $L^{2}\left(\mathscr{R}^{3}\right)$

$$
\begin{equation*}
h_{\alpha}=h_{0, \alpha} \dot{+} v_{\alpha}, \quad h_{0, \alpha}=-\left(2 m_{\alpha}\right)^{-1} \Delta_{x_{\alpha}}, \quad \alpha=1,2,3 . \tag{2.11}
\end{equation*}
$$

The corresponding resolvents are denoted by

$$
\begin{array}{ll}
G_{0}(z)=\left(H_{0}-z\right)^{-1}, & z \in \mathscr{C} \backslash[0, \infty), \\
G(z)=(H-z)^{-1}, & z \in \rho(H), \\
G_{\alpha}(z)=\left(H_{\alpha}-z\right)^{-1}, & z \in \rho\left(H_{\alpha}\right),  \tag{2.12}\\
g_{\alpha}(z)=\left(h_{\alpha}-z\right)^{-1}, & z \in \rho\left(h_{\alpha}\right), \\
g_{0, \alpha}(z)=\left(h_{0, \alpha}-z\right), & z \in \mathscr{C} \backslash[0, \infty), \quad \alpha=1,2,3
\end{array}
$$

where $\rho(\cdot)$ denotes the corresponding resolvent set. Concerning the spectra of the operators involved, we remark that

$$
\begin{align*}
& \sigma_{\text {ess }}\left(h_{\alpha}\right)=\sigma_{\text {ess }}\left(h_{0, \alpha}\right)=\sigma_{\text {ess }}\left(H_{0}\right)=[0, \infty), \\
& \sigma_{\text {ess }}\left(H_{\alpha}\right)=\left[E_{0, \alpha}^{(2)}, \infty\right), \quad E_{0, \alpha}^{(2)}=\inf \sigma\left(h_{\alpha}\right)>-\infty, \\
& \sigma_{\text {ess }}(H)=\left[E_{0}^{(2)}, \infty\right), \quad E_{0}^{(2)}=\inf _{\alpha=1,2,3} \sigma\left(h_{\alpha}\right), \\
& \sigma_{d}\left(h_{\alpha}\right) \subset\left[E_{0, \alpha}^{(2)}, 0\right) \text { (if } E_{0, \alpha}^{(2)}<0, \text { otherwise empty) is finite, }  \tag{2.13}\\
& E_{0}^{(3)}=\inf \sigma(H)>-\infty, \\
& \sigma_{d}(H) \subset\left[E_{0}^{(3)}, E_{0}^{(2)}\right)\left(\text { if } E_{0}^{(3)}<E_{0}^{(2)}, \text { otherwise empty) is finite, } \quad \alpha=1,2,3\right.
\end{align*}
$$

where $\sigma_{\text {ess }}(\cdot), \sigma_{d}(\cdot)$ denote the corresponding essential and discrete spectra (for proofs cf. e.g. [11], [31], [39]). For additional results on the point spectrum $\sigma_{p}(H)$ of $H$ see Lemma 3.8 .

Next we introduce the channel structure. Let $E_{(-\infty, 0)}\left(h_{\alpha}\right) L^{2}\left(\mathscr{R}^{3}\right)=$ lin span $\left\{\psi_{\alpha}^{j} \mid h_{\alpha} \psi_{\alpha}^{j}=e_{\alpha}^{j} \psi_{\alpha}^{j},\left(\psi_{\alpha}^{j}, \psi_{\alpha}^{j^{\prime}}\right)=\delta_{j j^{\prime}}, j, j^{\prime}=1, \cdots, N_{\alpha}\right\}, \alpha=1,2,3$ denote the negative point spectral subspace associated with $h_{\alpha}$, where $N_{\alpha}<\infty$ denotes the number of negative bound states (counting multiplicity) and $e_{\alpha}^{j}<0$ denote the corresponding eigenvalues of $h_{\alpha}, e_{\alpha}^{1} \leqq e_{\alpha}^{2} \leqq \cdots \leqq e_{\alpha}^{N_{\alpha}}<0$ (not necessarily distinct). The channel subspace $\mathscr{M}_{\alpha}^{j} \subset \mathscr{H}$ is then given by

$$
\begin{equation*}
\mathscr{M}_{\alpha}^{j}=\left\{\psi_{\alpha}^{j}\right\} \otimes L^{2}\left(\mathscr{R}^{3} ; d^{3} y_{\alpha}\right), \quad j=1, \cdots, N_{\alpha}, \quad \alpha=1,2,3 \tag{2.14}
\end{equation*}
$$

( $\psi_{\alpha}^{j}=\psi_{\alpha}^{j}\left(x_{a}\right)$ ) and the cluster subspace $\mathcal{M}_{\alpha} \subset \mathscr{H}$ reads

$$
\begin{equation*}
\mathcal{M}_{\alpha}=\bigoplus_{j=1}^{N_{\alpha}} \mathcal{M}_{\alpha}^{j}=E_{(-\infty, 0)}\left(h_{\alpha}\right) L^{2}\left(\mathscr{R}^{3}, d^{3} x_{\alpha}\right) \otimes L^{2}\left(\mathscr{R}^{3}, d^{3} y_{\alpha}\right), \quad \alpha=1,2,3 . \tag{2.15}
\end{equation*}
$$

The corresponding orthogonal projections onto $\mathcal{M}_{\alpha}^{j}$ and $\mathcal{M}_{\alpha}$ are denoted by $E_{\alpha}^{j}$ and $E_{\alpha}$ :

$$
\begin{align*}
& E_{\alpha}^{j}=\left(\psi_{\alpha}^{j}, \cdot\right) \psi_{\alpha}^{j} \otimes 1, \quad E_{\alpha}=\bigoplus_{j=1}^{N_{\alpha}} E_{\alpha}^{j}  \tag{2.16}\\
& E_{\alpha}^{j} E_{\alpha}^{l}=\delta_{j l} E_{\alpha}^{j}, \quad j=1, \cdots, N_{\alpha}, \quad \alpha=1,2,3
\end{align*}
$$

The $(\alpha, j)$-channel Hamiltonian $H_{\alpha}^{j}$ in $\mathscr{H}$ is then defined by

$$
\begin{equation*}
\left.H_{\alpha}^{j}=H_{\alpha} E_{\alpha}^{j}=\psi_{\alpha}^{j}, \cdot\right) \psi_{\alpha}^{j} \otimes\left[-\left(2 n_{\alpha}\right)^{-1} \Delta_{y_{\alpha}}+e_{\alpha}^{j}\right], \quad j=1, \cdots, N_{\alpha}, \quad \alpha=1,2,3 . \tag{2.17}
\end{equation*}
$$

Clearly
(2.18) $\quad \sigma_{p}\left(H_{\alpha}^{j}\right)=\varnothing, \quad \sigma_{\text {ess }}\left(H_{\alpha}^{j}\right)=\sigma_{a c}\left(H_{\alpha}^{j}\right)=\left[e_{\alpha}^{j}, \infty\right), \quad j=1, \cdots, N_{\alpha}, \quad \alpha=1,2,3$.
( $\sigma_{a c}(\cdot)$ denotes the absolutely continuous spectrum.) Finally we introduce the zeroth channel ( 0,0 ). Define

$$
\begin{equation*}
e_{0}^{0}=0, \quad \mathcal{M}_{0}^{0}=\mathscr{H}, \quad E_{0}^{0}=1 ; \tag{2.19}
\end{equation*}
$$

then $H_{0}^{0}=H_{0}$ is the corresponding cluster (channel) Hamiltonian.
In order to discuss scattering theory, we introduce
Hypothesis (II). Suppose H(I) holds and define

$$
\begin{equation*}
\varepsilon_{\alpha}^{ \pm}=\left\{\left.z \in \mathscr{C}\left|v_{\alpha}^{1 / 2} g_{0, \alpha}(z \pm i 0)\right| v_{\alpha}\right|^{1 / 2} \Phi=-\Phi \text { for some } \Phi \in L^{2}\left(\mathscr{R}^{3}\right), \Phi \neq 0\right\} \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{\alpha}^{1 / 2}\left(x_{\alpha}\right)=\operatorname{sgn}\left(v_{\alpha}\left(x_{\alpha}\right)\right)\left|v_{\alpha}\left(x_{\alpha}\right)\right|^{1 / 2}, \quad \alpha=1,2,3 . \tag{2.21}
\end{equation*}
$$

Then we assume that

$$
\begin{equation*}
\varepsilon_{\alpha}=\left\{\varepsilon_{\alpha}^{+} \cup \varepsilon_{\alpha}^{-}\right\} \cap[0, \infty)=\varnothing, \quad \alpha=1,2,3 . \tag{2.22}
\end{equation*}
$$

Obviously (2.22) implies the absence of zero-energy resonances and nonnegative (embedded) eigenvalues as well as

$$
\begin{equation*}
\sigma_{\text {ess }}\left(h_{\alpha}\right)=\sigma_{a c}\left(h_{\alpha}\right)=[0, \infty), \quad \alpha=1,2,3 \tag{2.23}
\end{equation*}
$$

(cf. [31], [36]). H(II) implies the existence (cf. [30], [37]) and completeness (cf. [12], [16], [17], [20], [21], [25], [26], [30], [34], [35], [38], [40] and [41]) of the wave operators $\Omega_{ \pm}^{\alpha j}$ in $\mathscr{H}$ defined by

$$
\begin{equation*}
\Omega_{ \pm}^{\alpha j}=s-\lim _{t \rightarrow \pm \infty} e^{i t H} e^{-i t H_{\alpha}^{j}} E_{\alpha}^{j}, \quad \alpha=0,1,2,3 . \tag{2.24}
\end{equation*}
$$

More precisely we have

$$
\begin{align*}
& \operatorname{Ran} \Omega_{ \pm}^{00} \oplus \bigoplus_{\alpha=1}^{3} \bigoplus_{j=1}^{N_{\alpha}} \operatorname{Ran} \Omega_{ \pm}^{\alpha j}=\mathscr{H}_{a c}(H), \\
& \left(\Omega_{ \pm}^{\beta l}\right)^{*} \Omega_{ \pm}^{\alpha j}=\delta_{\beta \alpha}^{l j} E_{\alpha}^{j}, \quad \alpha=0,1,2,3 . \tag{2.25}
\end{align*}
$$

Here and in the following sections we always assume that in a two-cluster channel $(\alpha, j), \alpha \neq 0, j$ runs from 1 to $N_{\alpha}$ whereas for a three-cluster channel $(\beta, l), \beta=0, l$ equals zero. For weaker two-body spectral assumptions cf. [12], [24], [34], [38]. The absence of the singular continuous spectrum of $H$ follows from [26], [29]. The corresponding scattering operator $S_{\beta \alpha}^{l j}$ in $\mathscr{H}$, defined by

$$
\begin{equation*}
S_{\beta \alpha}^{j}=\left(\Omega_{+}^{\beta l}\right)^{*} \Omega_{-}^{\alpha j}, \quad \alpha, \beta=0,1,2,3, \tag{2.26}
\end{equation*}
$$

describes scattering from channel $(\alpha, j)$ into channel $(\beta, l): S_{\alpha \alpha}^{j j}$ describes elastic scattering, $S_{\alpha \alpha}^{l j}, l \neq j$ (i.e. $\psi_{\alpha}^{j} \neq$ const. $\psi_{\alpha}^{l}$ ) inelastic scattering, $S_{\beta \alpha}^{l j}, \alpha \neq \beta$ rearrangement scattering, $S_{0 \alpha}^{0 j}$ breakup scattering, $S_{00}^{00}$ the scattering of three free particles. We recall that

$$
\begin{equation*}
H_{\beta}^{l} S_{\beta \alpha}^{l j}=S_{\beta \alpha}^{l j} H_{\alpha}^{j}, \quad \alpha, \beta=0,1,2,3 . \tag{2.27}
\end{equation*}
$$

Clearly $S_{\beta \alpha}^{l j}$ maps $\mathcal{M}_{\alpha}^{j}$ onto $\mathcal{M}_{\beta}^{l}$ and unitary of the scattering operator is equivalent to

$$
\begin{equation*}
S_{\beta_{0}}^{l 0}\left(S_{\beta^{\prime} 0}^{l^{\prime}}\right)^{*}+\sum_{\alpha=1}^{3} \sum_{j=1}^{N_{\alpha}} S_{\beta \alpha}^{l j}\left(S_{\beta^{\prime} \alpha}^{l^{\prime}}\right)^{*}=\delta_{\beta \beta^{\prime}}^{l l^{\prime}} E_{\beta}^{l}, \quad \beta, \beta^{\prime}=0,1,2,3 \tag{2.28}
\end{equation*}
$$

Each eigenvalue $e_{\alpha}^{j}<0$ of $h_{\alpha}$ together with $e_{0}^{0}=0$ defines a threshold for the three-body system. We introduce

$$
\begin{equation*}
\theta_{\alpha}=\left\{e_{\alpha}^{j}<0, j=1, \cdots, N_{\alpha}\right\}, \quad \alpha=1,2,3, \quad \theta=\{0\} \cup \bigcup_{\alpha=1}^{3} \theta_{\alpha} . \tag{2.29}
\end{equation*}
$$

Finally we turn to spectral representations associated with $H_{\alpha}^{j}, H_{0}$. Define

$$
\begin{equation*}
\lambda=\left(2 n_{\alpha}\right)^{-1}\left(q_{\alpha}^{j}\right)^{2}+e_{\alpha}^{j}, \quad \omega_{\alpha}^{j}=\left|q_{\alpha}^{j}\right|^{-1} q_{\alpha}^{j} \in S^{2}, \quad \alpha=1,2,3, \tag{2.30}
\end{equation*}
$$

$S^{2}$ the unit sphere in $\mathscr{R}^{3}$. The spectral representation (cf. [3]) of $H_{\alpha}^{j}$ then reads

$$
\begin{equation*}
\mathscr{G}_{\alpha}^{j}=L^{2}\left(\left(e_{\alpha}^{j}, \infty\right) ; L^{2}\left(S^{2}\right)\right) \tag{2.31}
\end{equation*}
$$

and the corresponding spectral transformation $U_{\alpha}^{j}$ is given by

$$
\begin{gather*}
\mathscr{U}_{\alpha}^{j}: \mathcal{M}_{\alpha}^{j} \rightarrow \mathscr{G}_{\alpha}^{j}, \\
\mathscr{U}_{\alpha}^{j}\left(\psi_{\alpha}^{j} \otimes \phi\right)\left(\lambda, \omega_{\alpha}^{j}\right)=(2 \pi)^{-3 / 2} n_{\alpha}^{1 / 2}\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 4}  \tag{2.32}\\
\\
\cdot \operatorname{li.i.m.m.~}_{R \rightarrow y_{\left|y_{\alpha}\right| \leqq R}} d^{3} y_{\alpha} \exp \left(-i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \phi\left(y_{\alpha}\right), \\
\phi \in L^{2}\left(\mathscr{R}^{3}\right), \quad \alpha=1,2,3 .
\end{gather*}
$$

As a consequence

$$
\begin{equation*}
U_{\alpha}^{j} H_{\alpha}^{j} \vartheta_{\alpha}^{j^{*}}=\int_{\left(e_{\alpha, \infty)}^{j}\right)}^{\oplus} d \lambda \lambda 1_{L^{2}\left(S^{2}\right)}, \quad \alpha=1,2,3 . \tag{2.33}
\end{equation*}
$$

In addition we define

$$
\begin{equation*}
U_{\alpha}^{j}=U_{\alpha}^{j} E_{\alpha}^{j}, \quad \alpha=1,2,3 \tag{2.34}
\end{equation*}
$$

and (cf. [3], [5]) $M_{\alpha}^{j}(A, \lambda): \mathscr{D}(A) \rightarrow L^{2}\left(S^{2}\right)$,

$$
\begin{equation*}
\left(M_{\alpha}^{j}(A, \lambda) g\right)\left(\omega_{\alpha}^{j}\right)=\left(U_{\alpha}^{j} E_{\alpha}^{j} A g\right)\left(\lambda, \omega_{\alpha}^{j}\right), \quad g \in \mathscr{D}(A), \quad \alpha=1,2,3 . \tag{2.35}
\end{equation*}
$$

Here $A$ denotes a multiplication operator in $\mathscr{H}$ with one of the following functions (cf. (3.4) and (3.5)): $\left|v_{\beta}\left(x_{\beta}\right)\right|^{1 / 2}, v_{\beta}^{1 / 2}\left(x_{\beta}\right),\left(\hat{\rho}_{\alpha}^{\prime}\left(y_{\alpha}\right),\left.\left.v_{\beta}\left(x_{\beta}\right)\right|^{\left(\hat{\rho}_{\beta}\right.}\left(y_{\beta}\right)\right|^{-1},\left.\left.v_{\beta}^{1 / 2}\left(x_{\beta}\right)\right|^{\left(\hat{\rho}_{\beta}\right.}\left(y_{\beta}\right)\right|^{-1}\right.$, $g_{\kappa}\left(x_{\alpha}, x_{\beta}\right)$ where $\left|g_{\kappa}\left(x_{\alpha}, x_{\beta}\right)\right| \leqq \exp \left[\kappa\left|x_{\alpha}\right|\right] \phi\left(x_{\beta}\right)$ for some $\kappa<\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}, \phi \in L^{2}\left(\mathscr{R}^{3}\right)$, $\beta=1,2,3, \beta \neq \alpha$.

It remains to discuss $H_{0}$. Let

$$
\begin{align*}
& \lambda=\left(2 m_{\gamma}\right)^{-1}\left|k_{\gamma}\right|^{2}+\left(2 n_{\gamma}\right)^{-1}\left|q_{\gamma}\right|^{2}, \\
& \omega=\left|k_{\gamma}\right|^{-1} k_{\gamma} \in S^{2}, \quad q=\left[m_{\gamma}^{-1} n_{\gamma}\left|k_{\gamma}\right|^{2}+\left|q_{\gamma}\right|^{2}\right]^{-1 / 2} q_{\gamma}, \quad \gamma=1,2,3 . \tag{2.36}
\end{align*}
$$

Then $\omega_{0}^{0}=(\omega, q)$ parametrizes the ellipsoid $E^{5}$

$$
\begin{equation*}
E^{5}=\left\{k_{\gamma},\left.q_{\gamma}\left|\left(2 m_{\gamma}\right)^{-1}\right| k_{\gamma}\right|^{2}+\left(2 n_{\gamma}\right)^{-1}\left|q_{\gamma}\right|^{2}=1\right\}, \quad \gamma=1,2,3 . \tag{2.37}
\end{equation*}
$$

The spectral representation of $H_{0}$ is

$$
\begin{equation*}
\mathscr{G}_{0}^{0}=L^{2}\left((0, \infty) ; L^{2}\left(E^{5}\right)\right) \tag{2.38}
\end{equation*}
$$

and the corresponding spectral transformation $U_{0}^{0}$ reads

$$
\begin{align*}
& U_{0}^{0}: \mathscr{H} \rightarrow \mathscr{G}_{0}^{0}, \\
& \left(U_{0}^{0} \phi\right)(\lambda, \omega, q)=(2 \pi)^{-3}\left[4\left(n_{\gamma} m_{\gamma}\right)^{3 / 2}\left(1-|q|^{2}\right)^{1 / 2} \lambda^{2}\right]^{1 / 2} \\
& \cdot \operatorname{li.i.m.~}_{R \rightarrow \infty} \int_{\left|x_{\gamma}\right| \leqq R,\left|y_{\gamma}\right| \leqq R} d^{3} x_{\gamma} d^{3} y_{\gamma}  \tag{2.39}\\
& \cdot \exp \left(-i\left[2 m_{\gamma} \lambda\left(1-|q|^{2}\right)\right]^{1 / 2} \omega x_{\gamma}-i\left(2 n_{\gamma} \lambda\right)^{1 / 2} q y_{\gamma}\right) \phi\left(x_{\gamma}, y_{\gamma}\right), \\
& \phi \in \mathscr{H}, \quad \gamma=1,2,3 .
\end{align*}
$$

Consequently

$$
\begin{equation*}
U_{0}^{0} H_{0}\left(U_{0}^{0}\right)^{*}=\int_{(0, \infty)}^{\oplus} d \lambda \lambda 1_{L^{2}\left(E^{5}\right)} \tag{2.40}
\end{equation*}
$$

Similarly to (2.35) we also define $M_{0}^{0}(A, \lambda): \mathscr{D}(A) \rightarrow L^{2}\left(E^{5}\right)$ :

$$
\begin{equation*}
\left(M_{0}^{0}(A, \lambda) g\right)(\omega, q)=\left(U_{0}^{0} A g\right)(\lambda, \omega, q), \quad g \in \mathscr{D}(A) \tag{2.41}
\end{equation*}
$$

where now $A$ denotes a multiplication operator in $\mathscr{H}$ with one of the following functions: $\left|v_{\beta}\left(x_{\beta}\right)\right|^{1 / 2}, \phi\left(x_{\beta}\right)$, where $\phi \in L^{p}\left(\mathscr{R}^{3}\right)$ for $p=2$ or $p=3, \beta=1,2,3$.
3. The three-particle resolvent $\boldsymbol{G}(\boldsymbol{z})$. In this section we shall discuss the threeparticle resolvent $G(z)$. We closely follow [5] (see also [3], [1]). Due to the stronger decay assumptions in H (II) (and in H (III) defined below) when compared to [5] we extend their results to be valid near thresholds contained in $\theta$ (cf. (2.29)).

We alternatively use $\mathrm{H}(\mathrm{II})$ and the following hypothesis.
Hypothesis (III). Let $b>0$ and $u_{\alpha} \in L^{p}\left(\mathscr{R}^{3}\right)+L^{\infty}\left(\mathscr{R}^{3}\right)$ for some $p>3 / 2$ be realvalued, $\alpha=1,2,3$. Then $v_{\alpha}$ is defined by

$$
\begin{equation*}
v_{\alpha}\left(x_{\alpha}\right)=e^{-b\left|x_{\alpha}\right|} u_{\alpha}\left(x_{\alpha}\right), \quad \alpha=1,2,3 . \tag{3.1}
\end{equation*}
$$

In addition we assume that

$$
\begin{equation*}
\varepsilon_{\alpha}=\left\{\varepsilon_{\alpha}^{+} \cup \varepsilon_{\alpha}^{-}\right\} \cap[0, \infty)=\varnothing, \quad \alpha=1,2,3 \tag{3.2}
\end{equation*}
$$

(cf. (2.20)).
Obviously $\mathbf{H}\left(\right.$ III ) implies $\mathbf{H}($ II $)$ and both $\mathbf{H}($ II $)$ and $\mathbf{H}\left(\right.$ III ) imply $v_{\alpha} \in$ $L^{1}\left(\mathscr{R}^{3}\right) \cap L^{3 / 2}\left(\mathscr{R}^{3}\right), \alpha=1,2,3$. The exponential decreases of $v_{\alpha}$ at infinity assumed in H(III) will be used in $\S 6$ to derive analytic expansions of scattering operators and amplitudes with respect to channel momenta near thresholds in $\theta \backslash\{0\}$.

Lemma 3.1. Assume $\mathrm{H}(\mathrm{II})$ and $h_{\alpha} \psi_{\alpha}^{j}=e_{\alpha}^{j} \psi_{\alpha}^{j}, e_{\alpha}^{j}<0, \psi_{\alpha}^{j} \in L^{2}\left(\mathscr{R}^{3}\right)$ for some $j=$ $1, \cdots, N_{\alpha}, \alpha=1,2,3$. Then $e^{\kappa|\cdot|} \psi_{\alpha}^{j} \in L^{2}\left(\mathscr{R}^{3}\right)$ for all $\kappa<\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}$ and $\left(1+\left.|\cdot|\right|^{\beta}\right) \psi_{\alpha}^{j} \in$ $H^{2,1}\left(\mathscr{R}^{3}\right), \beta \in[0,2+\nu)$. If in addition $\mathrm{H}(\mathrm{III})$ holds then $e^{\kappa|\cdot|} \psi_{\alpha}^{j} \in H^{2,1}\left(\mathscr{R}^{3}\right)$ for all $\kappa<$ $\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}$.

Proof. Using $\mathrm{H}(\mathrm{II})$ the result is due to [36] and [5]. Suppose $\mathrm{H}(\mathrm{III})$ then $e^{\kappa|\cdot|} \psi_{\alpha}^{j},\left|v_{\alpha}\right|^{1 / 2} e^{\kappa|\cdot|} \psi_{\alpha}^{j} \in L^{2}\left(\mathscr{R}^{3}\right)$ for all $\kappa<\kappa_{0} \equiv\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}$ by Theorems VI. 6 and VI. 7 of [36]. From

$$
\psi_{\alpha}^{j}(x)=-(4 \pi)^{-1} \int_{\mathscr{R}^{3}} d^{3} y e^{-\kappa_{0}|x-y|}|x-y|^{-1} v_{\alpha}(y) \psi_{\alpha}^{j}(y)
$$

we infer

$$
\begin{aligned}
\left|\left(\nabla \psi_{\alpha}^{j}\right)(x)\right| & \leqq(4 \pi)^{-1} \kappa_{0} \int_{\mathscr{R}^{3}} d^{3} y e^{-\kappa_{0}|x-y|}|x-y|^{-1}\left|v_{\alpha}(y) \| \psi_{\alpha}^{j}(y)\right| \\
& \quad+(4 \pi)^{-1} \int_{\mathscr{R}^{3}} d^{3} y e^{-\kappa_{0}|x-y|}|x-y|^{-2}\left|v_{\alpha}(y)\right|\left|\psi_{\alpha}^{j}(y)\right| \\
& \equiv\left|\left(\nabla \psi_{\alpha}^{j}\right)_{1}(x)\right|+\left|\left(\nabla \psi_{\alpha}^{j}\right)_{2}(x)\right| .
\end{aligned}
$$

Clearly $e^{\kappa \cdot \|}\left|\left(\nabla \psi_{\alpha}^{j}\right)_{1}\right| \in L^{2}\left(\mathscr{R}^{3}\right)$ for all $\kappa<\kappa_{0}$ by the above remarks. Next we get

$$
\begin{aligned}
\left\|e^{\kappa|\cdot|}\left|\left(\nabla \psi_{\alpha}^{j}\right)_{2}\right|\right\|_{2}^{2} \leqq & (4 \pi)^{-2} \int_{\mathscr{R}^{6}} d^{3} y d^{3} z e^{\left(\kappa_{0}-\kappa\right)|y|}\left|v_{\alpha}(y)\right| e^{\left(\kappa_{0}-\kappa\right)|z|}\left|v_{\alpha}(z)\right| \\
& \cdot e^{\kappa|y|}\left|\psi_{\alpha}^{j}(y)\right| e^{\kappa|z|}\left|\psi_{\alpha}^{j}(z)\right| \\
& \cdot \int_{\mathscr{R}^{3}} d^{3} x|x-y|^{-2}|x-z|^{-2} e^{\kappa|x|} e^{-\kappa_{0}|x-y|} e^{-\kappa_{0}|y|} e^{\kappa|x|} e^{-\kappa_{0}|x-z|} e^{-\kappa_{0}|z|} \\
\leqq & \text { const. }\left\|e^{\left(\kappa_{0}-\kappa\right)|\cdot|} v_{\alpha}\right\|_{R}\left\|\left|v_{\alpha}\right|^{1 / 2} e^{\kappa|\cdot|} \psi_{\alpha}^{j}\right\|_{2}^{2}<\infty \quad \text { for } 0<\kappa_{0}-\kappa<b
\end{aligned}
$$

( $\|\cdot\|_{R}$ the Rollnik norm [36]) using Fubini's Theorem,

$$
\begin{equation*}
\int_{\mathscr{R}^{3}} d^{3} x|x-y|^{-2}|x-z|^{-2} \leqq \text { const. }|y-z|^{-1} \tag{3.3}
\end{equation*}
$$

and the Schwarz' inequality. Thus $e^{\kappa \cdot \cdot \mid}\left|\left(\nabla \psi_{\alpha}^{j}\right)_{2}\right| \in L^{2}\left(\mathscr{R}^{3}\right)$ for all $\kappa<\kappa_{0}$ and we only need to note

$$
\nabla\left(e^{\kappa|\cdot|} \psi_{\alpha}^{j}\right)(x)=\kappa e^{\kappa|x|}\left(|x|^{-1} x\right) \psi_{\alpha}^{j}(x)+e^{\kappa|x|}\left(\nabla \psi_{\alpha}^{j}\right)(x)
$$

Next we introduce

$$
\begin{align*}
& \rho_{\alpha}\left(y_{\alpha}\right)= \begin{cases}\left(1+\left|y_{\alpha}\right|\right)^{-1-\nu / 2} & \text { if } \mathrm{H}(\mathrm{II}) \text { holds, } \\
e^{-a_{\alpha}\left|y_{\alpha}\right|} & \text { if } \mathrm{H}(\mathrm{III}) \text { holds, }\end{cases}  \tag{3.4}\\
& \qquad 0<a_{\alpha}<\inf \left\{\frac{b}{2},\left(\frac{\mu_{\alpha}}{M}\right) \inf _{\beta=1,2,3}\left[-2 m_{\beta} e_{\beta}^{N_{\beta}}\right]^{1 / 2}\right\},
\end{align*}
$$

$$
\hat{\rho}_{\alpha}\left(y_{\alpha}\right)= \begin{cases}\left(1+\left|y_{\alpha}\right|\right)^{-1-\nu / 2} & \text { if } \mathrm{H}(\mathrm{II}) \text { holds }  \tag{3.5}\\ e^{-\hat{a}\left|y_{\alpha}\right|} & \text { if } \mathrm{H}(\mathrm{III}) \text { holds }\end{cases}
$$

$$
0<\hat{a}<\inf _{\alpha=1,2,3}\left(\frac{\mu_{\alpha}}{M}\right) \inf _{\beta=1,2,3}\left(a_{\beta}\right),
$$

$$
\begin{align*}
& \sigma_{\alpha}\left(x_{\alpha}\right)= \begin{cases}\left(1+\left|x_{\alpha}\right|\right)^{-1-\nu / 2} & \text { if } \mathrm{H}(\text { II }) \text { holds, } \\
e^{-a_{\alpha}\left|x_{\alpha}\right|} & \text { if } \mathrm{H}(\text { III }) \text { holds, },\end{cases}  \tag{3.6}\\
& \hat{\sigma}_{\alpha}\left(x_{\alpha}\right)= \begin{cases}\left(1+\left|x_{\alpha}\right|\right)^{-1-\nu / 2} & \text { if } \mathrm{H}(\text { II }) \text { holds, } \\
e^{-\hat{a}\left|x_{\alpha}\right|} & \text { if } \mathrm{H}(\text { III }) \text { holds; } \quad \alpha=1,2,3\end{cases} \tag{3.7}
\end{align*}
$$

and denote by $\rho_{\alpha}\left(\hat{\rho}_{\alpha}\right)$ resp. $\sigma_{\alpha}\left(\hat{\sigma}_{\alpha}\right)$ the multiplication operators in $\mathscr{H}$

$$
\begin{array}{r}
\left(\hat{\rho}_{\alpha}^{)} \psi\right)\left(x_{\alpha}, y_{\alpha}\right)={ }^{( } \hat{\rho}_{\alpha}^{)}\left(y_{\alpha}\right) \psi\left(x_{\alpha}, y_{\alpha}\right), \quad\left({ }^{( } \hat{\sigma}_{\alpha} \psi\right)\left(x_{\alpha}, y_{\alpha}\right)={ }^{( } \hat{\sigma}_{\alpha}^{)}\left(x_{\alpha}\right) \psi\left(x_{\alpha}, y_{\alpha}\right), \\
\psi \in \mathscr{H}, \quad \alpha=1,2,3 .
\end{array}
$$

Lemma 3.2. Assume $\mathbf{H}(\mathrm{II})$ or $\mathrm{H}(\mathrm{III})$. Then the following operators are in $\mathscr{B}(\mathscr{H})$ :
(i) $\left|u_{\alpha}\right|^{1 / 2}\left(\left|\nabla_{x_{\beta}}\right|+1\right)^{-1},\left|v_{\alpha}\right|^{1 / 2}\left(\left|\nabla_{x_{\beta}}\right|+1\right)^{-1},\left|v_{\alpha}\right|^{1 / 2}\left(H_{0}+1\right)^{-1 / 2}$,

$$
\left|u_{\alpha}\right|^{1 / 2} E_{\beta},\left|v_{\alpha}\right|^{1 / 2} E_{\beta}, \quad \alpha, \beta=1,2,3 .
$$

(ii)

$$
\begin{aligned}
\rho_{\alpha}^{-1} \rho_{\beta}^{-1} e^{-b\left|x_{\delta}\right|}\left|u_{\delta}\right|^{1 / 2} E_{\gamma}, & \gamma \neq \delta, & \rho_{\gamma}^{-2} E_{\gamma} e^{-b\left|x_{\delta}\right|}\left|u_{\delta}\right|^{1 / 2}, & \gamma \neq \delta, \\
\rho_{\gamma}^{-1} E_{\gamma} e^{-b\left|x_{\delta}\right|}\left|u_{\delta}\right|^{1 / 2} \rho_{\delta}^{-1}, & \gamma \neq \delta, & \alpha, \beta, \gamma, \delta=1,2,3 & \text { if H(III) holds. }
\end{aligned}
$$

If only $\mathrm{H}(\mathrm{II})$ holds replace $e^{-b\left|x_{\delta}\right|}$ by $\left(1+\left|x_{\delta}\right|\right)^{-2-\nu}$.
(iii) $\quad\left|v_{\gamma}\right|^{1 / 2} E_{\delta} \rho_{\delta}^{-1}, \quad \gamma \neq \delta, \quad \hat{\rho}_{\alpha}^{-1} E_{\alpha} \rho_{\beta}, \quad \alpha, \beta, \gamma, \delta=1,2,3$.
(iv) $\sigma_{\alpha}^{-1} E_{\alpha},\left|v_{\alpha}\right|^{1 / 2} E_{\alpha} \sigma_{\alpha}^{-1}, \quad \alpha=1,2,3$.
(v) $\hat{\sigma}_{\beta}^{-1} \hat{\rho}_{\alpha} E_{\alpha}, \quad \alpha, \beta=1,2,3$.

Proof. See [5] for the proof under $\mathbf{H}($ II $)$. If $\mathbf{H}($ III ) holds one can follow their methods using the second part in Lemma 3.1.

Introducing for $z \in \mathscr{C} \backslash \mathscr{R}$,

$$
\begin{aligned}
& W_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} G_{0}(z)\left|v_{\delta}\right|^{1 / 2}, \quad Z_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} G(z)\left|v_{\delta}\right|^{1 / 2}, \\
& X_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2}, \quad X_{\gamma \delta}(z)=X_{\gamma \gamma}(z) \delta_{\gamma \delta}, \\
& V_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} G_{\gamma}(z) \rho_{\delta}, \quad Y_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} G(z) \rho_{\delta}, \\
& K_{0, \gamma \delta}(z)=v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z) \rho_{\delta}, \quad K_{1, \gamma \delta}=\hat{\rho}_{\gamma}^{-1} E_{\gamma} \rho_{\delta}, \\
& L_{\gamma \delta}(z)=v_{\gamma}^{1 / 2} E_{\gamma} G_{\gamma}(z) \hat{\rho}_{\gamma} \delta_{\gamma \delta} \text {, } \\
& D_{00, \gamma \delta}(z)=v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2}\left(1-\delta_{\gamma \delta}\right), \\
& D_{01, \gamma \delta}(z)=\sum_{\alpha=1}^{3} D_{00, \gamma \alpha}(z) L_{\alpha \delta}(z) \\
& =v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2}\left(1-\delta_{\gamma \delta}\right) v_{\delta}^{1 / 2} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}, \\
& D_{10, \gamma \delta}=\hat{\rho}_{\gamma}^{-1} E_{\gamma}\left|v_{\delta}\right|^{1 / 2}\left(1-\delta_{\gamma \delta}\right), \\
& D_{11, \gamma \delta}(z)=\sum_{\alpha=1}^{3} D_{10, \gamma \alpha} L_{\alpha \delta}(z) \\
& =\hat{\rho}_{\gamma}^{-1} E_{\gamma}\left|v_{\delta}\right|^{1 / 2}\left(1-\delta_{\gamma \delta}\right) v_{\delta}^{1 / 2} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}, \quad \gamma, \delta=1,2,3 .
\end{aligned}
$$

We recall the following lemma ([5]).
Lemma 3.3. Assume $\mathrm{H}(\mathrm{II})$ and $z \in \mathscr{C} \backslash \mathscr{R}$. Then all operators defined in (3.8) are in $\mathscr{B}(\mathscr{H})$.

Lemma 3.4. Assume $\mathrm{H}(\mathrm{II})$. Then
(i) $W_{\gamma \delta}(z), \gamma, \delta=1,2,3$ converges in norm as $z \rightarrow \lambda \pm i 0$, uniformly in $\lambda \in \mathscr{R}$. For $\gamma \neq \delta, W_{\gamma \delta}(z) \in \mathscr{B}_{\infty}(\mathscr{H})$ for all $z \in \mathscr{C}, W_{\gamma \gamma}(z) \notin \mathscr{B}_{\infty}(\mathscr{H}), z \in \mathscr{C}$.
(ii) $\rho_{\alpha} E_{\alpha} G_{\alpha}(z) \rho_{\alpha}$ converges in norm as $z \rightarrow \lambda \pm i 0$, uniformly in $\lambda \in \mathscr{R}$, $\rho_{\alpha} E_{\alpha} G_{\alpha}(z) \rho_{\alpha} \in \mathscr{B}_{\infty}(\mathscr{H})$ for all $z \in \mathscr{C}, \alpha=1,2,3$.
(iii) $v_{\alpha}^{1 / 2}\left(1-E_{\alpha}\right) G_{\alpha}(z)\left|v_{\alpha}\right|^{1 / 2}$ converges in norm as $z \rightarrow \lambda \pm i 0$, uniformly in $\lambda \in \mathscr{R}$, $\alpha=1,2,3$.
(iv) $v_{\gamma}^{1 / 2} G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2} \in \mathscr{B}_{\infty}(\mathscr{H})$ for $\gamma \neq \delta, \operatorname{Im} z \neq 0, \gamma, \delta=1,2,3$.

Proof. (i), (iii) and (iv) are due to [5] and based on [22]. Due to our stronger decay properties in $\rho_{\alpha}$ we infer (ii) for all $\lambda \in \mathscr{R}$ from

$$
\begin{equation*}
\rho_{\alpha} E_{\alpha} G_{\alpha}(z) \rho_{\alpha}=\bigoplus_{j=1}^{N_{\alpha}} E_{\alpha}^{j} \otimes \rho_{\alpha}\left[-\left(2 n_{\alpha}\right)^{-1} \Delta_{y_{\alpha}}-\left(z-e_{\alpha}^{j}\right)\right]^{-1} \rho_{\alpha} \tag{3.9}
\end{equation*}
$$

since $N_{\alpha}<\infty$ and $\rho_{\alpha} \in L^{3 / 2}\left(\mathscr{R}^{3}\right)$. We also note that (iii) immediately follows from

$$
\begin{aligned}
v_{\alpha}^{1 / 2}\left(1-E_{\alpha}\right) G_{\alpha}(z)\left|v_{\alpha}\right|^{1 / 2}= & i \int_{0}^{\infty} d \tau e^{i z \tau} v_{\alpha}^{1 / 2} E_{a c}\left(h_{\alpha}\right) e^{-i \tau h_{\alpha}}\left|v_{\alpha}\right|^{1 / 2} \\
& \otimes \exp \left(-i \tau\left(-2 n_{\alpha}\right)^{-1} \Delta_{y_{\alpha}}\right), \quad \operatorname{Im} z>0
\end{aligned}
$$

(similar for $\operatorname{Im} z<0$ ) and from ([20])

$$
\left\|v_{\alpha}^{1 / 2} E_{a c}\left(h_{\alpha}\right) e^{-i \tau h_{\alpha}}\left|v_{\alpha}\right|^{1 / 2}\right\| \in L^{1}(\mathscr{R}, d \tau) .
$$

For the following it is convenient to define

$$
\begin{equation*}
\overline{\mathscr{H}}=\mathscr{H} \oplus \mathscr{H} \oplus \mathscr{H} \tag{3.10}
\end{equation*}
$$

and to represent linear operators $\bar{T}: \overline{\mathscr{H}} \rightarrow \overline{\mathscr{H}}$ by $\bar{T}=\left\{T_{\alpha \beta}\right\}_{\alpha, \beta=1,2,3}$. Then we have

$$
\begin{align*}
\bar{Z}(z) & =\bar{W}(z)-\bar{W}(z) \bar{Z}(z) \\
\bar{Z}(z) & =\bar{X}\left(z^{\prime}\right)-[\bar{X}(z)-\overline{\mathbf{X}}(z)] \bar{Z}(z),  \tag{3.11}\\
\bar{Y}(z) & =\bar{V}(z)-[\bar{X}(z)-\overline{\mathbf{X}}(z)] \bar{Y}(z), \quad \operatorname{Im} z \neq 0 .
\end{align*}
$$

In addition we define

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\mathscr{H}}=\overline{\mathscr{H}} \oplus \overline{\mathscr{H}} \tag{3.12}
\end{equation*}
$$

and represent linear operators $\stackrel{\Delta}{U}: \stackrel{\rightharpoonup}{\mathscr{H}} \rightarrow \stackrel{\Delta}{\mathscr{H}}$ by $\stackrel{\Delta}{U}=\left\{\bar{U}_{s t}\right\}_{s, t=0,1}$ such that

$$
\begin{aligned}
& \stackrel{\Delta}{U} g=\left(\begin{array}{cc}
\bar{U}_{00} & \bar{U}_{01} \\
\bar{U}_{10} & \bar{U}_{11}
\end{array}\right)\binom{g_{0}}{g_{1}}=\binom{\bar{U}_{00} g_{0}+\bar{U}_{01} g_{1}}{\bar{U}_{10} g_{0}+\bar{U}_{11} g_{1}}, \\
& \qquad g=\binom{g_{0}}{g_{1}} \in \mathscr{D}(\stackrel{\Delta}{U}), \quad g_{0}, g_{1} \in \overline{\mathscr{H}} .
\end{aligned}
$$

For $\operatorname{Im} z \neq 0$ we introduce

$$
\begin{align*}
& K(z):\left\{\begin{array}{l}
\overline{\mathscr{H}} \rightarrow \stackrel{\rightharpoonup}{\mathscr{H}}, \\
g \rightarrow K(z) g=\binom{\bar{K}_{0}(z) g}{\bar{K}_{1} g},
\end{array}\right.  \tag{3.13}\\
& J(z):\left\{\begin{array}{l}
\stackrel{\rightharpoonup}{\mathscr{H}} \rightarrow \overline{\mathscr{H}}, \\
\binom{g_{0}}{g_{1}} \rightarrow g_{0}+\bar{L}(z) g_{1},
\end{array}\right.
\end{align*}
$$

with $K_{0, \gamma \delta}(z), K_{1, \gamma \delta}, L_{\gamma \delta}(z)$ given by (3.8) and

$$
\begin{equation*}
\stackrel{\Delta}{D}(z)=\left\{\bar{D}_{s t}(z)\right\}_{s, t=0,1} \tag{3.14}
\end{equation*}
$$

with $D_{s t, \gamma \delta}(z)$ defined in (3.8).
Then we have the following lemma ([5]).
Lemma 3.5. Assume $\mathrm{H}(\mathrm{II})$ or $\mathrm{H}(\mathrm{III})$ and $\operatorname{Im} z \neq 0$. Then
(i) $J(z) K(z)=\bar{V}(z)$,
(ii) $J(z) \stackrel{\Delta}{D}(z)=[\bar{X}(z)-\overline{\mathbf{X}}(z)] J(z)$,
(iii) $[1+\bar{W}(z)][1-\bar{Z}(z)]=[1-\bar{Z}(z)][1+\bar{W}(z)]=1$, i.e., $[1+\bar{W}(z)]^{-1} \in \mathscr{B}(\bar{H})$,
(iv)

$$
[1+\bar{X}(z)-\overline{\mathbf{X}}(z)]^{-1} \in \mathscr{B}(\overline{\mathscr{H}}),
$$

(v) $[1+\stackrel{\Delta}{D}(z)]^{-1}$ exists,

$$
\begin{equation*}
\bar{Y}(z)=[1+\bar{X}(z)-\overline{\mathbf{X}}(z)]^{-1} J(z) K(z)=J(z)[1+\stackrel{\Delta}{D}(z)]^{-1} K(z) \tag{3.15}
\end{equation*}
$$

Since $\bar{D}_{10} \in \mathscr{B}(\overline{\mathscr{H}})$ but $\bar{D}_{10} \notin \mathscr{B}_{\infty}(\overline{\mathscr{H}})$ we define in $\mathscr{\mathscr { H }}$ (cf. [3], [5])

$$
\stackrel{\Delta}{N}=\left(\begin{array}{cc}
0 & 0  \tag{3.16}\\
\bar{D}_{10} & 0
\end{array}\right), \quad \stackrel{\Delta}{A}(z)=(1-\stackrel{\Delta}{N})[\stackrel{\Delta}{D}(z)-\stackrel{\Delta}{N}], \quad \operatorname{Im} z \neq 0 .
$$

We recall the following lemma ([3], [5]).
Lemma 3.6. Assume $\mathrm{H}(\mathrm{II})$ or $\mathrm{H}(\mathrm{III})$ and $\operatorname{Im} z \neq 0$. Then
(i) $\stackrel{\Delta}{N}$ is nilpotent, $\stackrel{\Delta}{N^{2}}=0,(1+\stackrel{\Delta}{N})^{-1}=1-\stackrel{\Delta}{N}$.
(ii) $1+\stackrel{\Delta}{A}(z)$ is invertible if and only if $1+\stackrel{\Delta}{D}(z)$ is since

$$
[1+\stackrel{\Delta}{A}(z)]^{-1}=[1+\stackrel{\Delta}{D}(z)]^{-1}(1+\stackrel{\Delta}{N}), \quad[1+\stackrel{\Delta}{D}(z)]^{-1}=[1+\stackrel{\Delta}{A}(z)]^{-1}(1-\stackrel{\Delta}{N})
$$

Lemma 3.7. Assume $\mathbf{H}(\mathrm{II})$ or $\mathrm{H}(\mathrm{III})$. Then
(i) $\stackrel{\Delta}{A}(z) \in \mathscr{B}_{\infty}(\hat{\mathscr{H}})$ for all $z \in \mathscr{C}$;
(ii) $\stackrel{\Delta}{A}(z)$ converges in norm as $z \rightarrow \lambda \pm i 0$, uniformly in $\lambda \in \mathscr{R}$ and

$$
\lim _{|z| \rightarrow \infty}\|\Delta \hat{A}(z)\|=0, \quad z \in \mathscr{C}
$$

(iii) $\stackrel{\Delta}{A}(z)$ is analytic in $z \in \mathscr{C} \backslash\left[E_{0}^{(2)}, \infty\right), E_{0}^{(2)}=\inf _{\alpha=1,2,3} \sigma\left(h_{\alpha}\right)$.

Proof. Following [5], we treat $\bar{D}_{00}(z), \bar{D}_{01}(z), \bar{D}_{11}(z)$ in some detail for later purposes (cf., e.g., Lemma 6.2).

$$
\text { (a) } \begin{align*}
D_{00, \gamma \delta}(z)= & v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right)\left[G_{0}(z)-G_{\gamma}(z) v_{\gamma} G_{0}(z)\right]\left|v_{\delta}\right|^{1 / 2} \\
= & {\left[1-v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\gamma}\right|^{1 / 2}\right] v_{\gamma}^{1 / 2} G_{0}(z)\left|v_{\delta}\right|^{1 / 2} }  \tag{3.17}\\
& -\left[v_{\gamma}^{1 / 2} E_{\gamma} \sigma_{\gamma}^{-1}\right] \sigma_{\gamma} G_{0}(z)\left|v_{\delta}\right|^{1 / 2}, \quad \gamma \neq \delta .
\end{align*}
$$

Lemma 3.4(iii), respectively, Lemma 3.2(iv) apply for the terms [ $\cdots$ ] in (3.17). Lemma $3.4(\mathrm{i})$ applies for $v_{\gamma}^{1 / 2} G_{0}(z)\left|v_{\delta}\right|^{1 / 2}$ and $\sigma_{\gamma} G_{0}(z)\left|v_{\delta}\right|^{1 / 2}$. Clearly $D_{00, \gamma \delta}(z)$ is analytic in $z \in \mathscr{C} \backslash[0, \infty)$.
(b) $\quad D_{01, \gamma \delta}(z)=\left[1-v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\gamma}\right|^{1 / 2}\right] v_{\gamma}^{1 / 2} G_{0}(z) v_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$

$$
\begin{equation*}
-\left[v_{\gamma}^{1 / 2} E_{\gamma} \sigma_{\gamma}^{-1}\right] \sigma_{\gamma} G_{0}(z) v_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}, \quad \gamma \neq \delta . \tag{3.18}
\end{equation*}
$$

The terms $[\cdots]$ in (3.18) have already been discussed in (3.17).

$$
\begin{equation*}
v_{\gamma}^{1 / 2} G_{0}(z) v_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}=\left[v_{\gamma}^{1 / 2} G_{0}(z) \hat{\sigma}_{\delta}\right] \hat{\sigma}_{\delta}^{-1} E_{\delta} \hat{\rho}_{\delta}-\left[v_{\gamma}^{1 / 2} E_{\delta} \hat{\rho}_{\delta}^{-1}\right] \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta} \tag{3.19}
\end{equation*}
$$

Lemma 3.2(iii) and (v) apply for $v_{\gamma}^{1 / 2} E_{\delta} \hat{\rho}_{\delta}^{-1}$ and $\hat{\sigma}_{\delta}^{-1} E_{\delta} \hat{\rho}_{\delta}$. Lemma 3.4(i) applies for $v_{\gamma}^{1 / 2} G_{0}(z) \hat{\sigma}_{\delta}$. The operator $\hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ is treated in Lemma 3.4(ii). In particular (3.9) shows its analyticity in $z \in \mathscr{C} \backslash\left(e_{\delta}^{1}, \infty\right)$ (and hence analyticity of $\bar{D}_{01}(z)$ in $z \in$ $\mathscr{C} \backslash\left[E_{0}^{(2)}, \infty\right)$ ). The operator $\sigma_{\gamma} G_{0}(z) v_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ can be discussed identically to (3.19) after replacing $v_{\gamma}^{1 / 2}$ by $\sigma_{\gamma}$.

$$
\begin{equation*}
\text { (c) } \quad D_{11, \gamma \delta}(z)=\left[\hat{\rho}_{\gamma}^{-1} E_{\gamma} e^{-b\left|x_{\delta}\right|}\left|u_{\delta}\right|^{1 / 2} \hat{\rho}_{\delta}^{-1}\right]\left[u_{\delta}^{1 / 2} E_{\delta}\right] \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}, \quad \gamma \neq \delta \tag{3.20}
\end{equation*}
$$

if H (III) holds (if only H (II) holds replace $e^{-b\left|x_{\delta}\right|}$ by $\left(1+\left|x_{\delta}\right|\right)^{-2-\nu}$ ) and Lemma 3.2(i), (ii) and Lemma 3.4(ii) apply. Again $\bar{D}_{11}(z)$ is analytic in $z \in \mathscr{C} \backslash\left[E_{0}^{(2)}, \infty\right)$.
(d) $\lim _{|z| \rightarrow \infty}\|\Delta \Delta(z)\|=0, z \in \mathscr{C}$ is proved in [16] (for $z \in \mathscr{C} \backslash[0, \infty)$ ) and in [19].

Next we define

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\mathscr{C}}^{ \pm}=\{z \in \mathscr{C} \mid \vec{A}(z \pm i 0) \Phi=-\Phi, \Phi \in \stackrel{\Delta}{\mathscr{H}}, \Phi \neq 0\}, \quad \stackrel{\Delta}{\mathscr{E}}=\stackrel{\rightharpoonup}{\mathscr{C}}^{+} \cup \stackrel{\mathscr{E}}{ }_{-} \tag{3.21}
\end{equation*}
$$

and note the following lemma.
Lemma 3.8. Assume $\mathrm{H}(\mathrm{II})$. Then
(i) $\hat{\mathscr{L}}^{\text {is }}$ a compact subset of $\mathscr{R}$ of Lebesgue measure zero;
(ii) $\sigma_{d}(H)=\stackrel{\rightharpoonup}{\mathscr{E}} \cap\left(-\infty, E_{0}^{(2)}\right)$ is finite, $\sigma_{p}(H) \subset \stackrel{\rightharpoonup}{\mathscr{E}}, \sigma_{p}(H) \cap(-\infty, 0)=\stackrel{\stackrel{\rightharpoonup}{\mathscr{E}} \cap(-\infty, 0)}{ }$ consists of eigenvalues of $H$ with finite multiplicity accumulating at most at zero.

Proof. For (i) cf. [16], [19], [23]; for (ii) see [11], [16], [19].
Lemma 3.7 implies Lemma 3.9 as follows.
Lemma 3.9. Assume $\mathrm{H}(\mathrm{II})$ or $\mathrm{H}(\mathrm{III})$. Then

$$
[1+\stackrel{\Delta}{D}(z)]^{-1} \in \mathscr{B}(\stackrel{\stackrel{\rightharpoonup}{\mathscr{C}})}{ } \quad \text { for all } z \in \mathscr{C} \backslash \stackrel{\Delta}{\mathscr{E}} .
$$

Moreover $\stackrel{\Delta}{D}(z)$ converges in norm as $z \rightarrow \lambda \pm i 0$, uniformly in $\lambda \in \mathscr{R}$ and $[1+\stackrel{\Delta}{D}(z)]^{-1}$ converges in norm as $z \rightarrow \lambda \pm i 0, \lambda \notin \hat{\mathscr{E}}$, uniformly in $\lambda \in \Delta, \Delta \subset \mathscr{R} \backslash \hat{\mathscr{E}}$ compact if $z$ varies in $\Delta_{ \pm}=\{z \in \mathscr{C} \mid \operatorname{Re} z \in \Delta, \operatorname{Im} z \in[0, \pm 1]\}$.

Finally we get for the three-particle resolvent $G(z)$
Lemma 3.10. Assume H(II) or H(III). Then

$$
\hat{\rho}_{\gamma} v_{\gamma}^{1 / 2} G(z)\left|v_{\delta}\right|^{1 / 2}=\hat{\rho}_{\gamma}\left\{J(z)[1+\stackrel{\Delta}{D}(z)]^{-1} K(z)\right\}_{\gamma \delta} \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}, \quad \gamma, \delta=1,2,3
$$

is norm continuous in $z$ as $z \rightarrow \lambda \pm i 0, \lambda \notin \stackrel{\rightharpoonup}{\mathscr{C}}$, uniformly continuous in $\lambda \in \Delta, \Delta \in \mathscr{R} \backslash \mathscr{E}$ compact if $z$ varies in $\Delta_{ \pm}$(cf. Lemma 3.9).

Proof. The proof follows from

$$
\hat{\rho}_{\gamma}\left\{J(z)\binom{g_{0}}{g_{1}}\right\}_{\gamma}=\hat{\rho}_{\gamma} g_{0, \gamma}+\left[v_{\gamma}^{1 / 2} E_{\gamma}\right] \hat{\rho}_{\gamma} E_{\gamma} G_{\gamma}(z) \hat{\rho}_{\gamma} g_{1, \gamma}
$$

and Lemma 3.2(i), Lemma 3.4(ii), from Lemma 3.9, from

$$
K_{0, \gamma \delta}(z) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}=v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2}
$$

which is discussed for $\gamma=\delta$ in Lemma 3.4(iii) and for $\gamma \neq \delta$ in Lemma 3.7 (cf. $D_{00, \gamma \delta}(z)$ ), and from

$$
K_{1, \gamma \delta} \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}=\hat{\rho}_{\gamma}^{-1} E_{\gamma}\left|v_{\delta}\right|^{1 / 2} \in \mathscr{B}(\mathscr{H})
$$

by Lemma 3.2(iii).
Using the above methods, one can easily prove that $G(z) \in \mathscr{B}_{\infty}\left(L_{1+\nu / 2}^{2}\left(\mathscr{R}^{6}\right)\right.$, $\left.L_{-1-\nu / 2}^{2}\left(\mathscr{R}^{6}\right)\right), z \in \mathscr{C} \backslash \stackrel{\mathscr{E}^{\prime}}{ }$ and converges in $\mathscr{B}\left(L_{1+\nu / 2}^{2}\left(\mathscr{R}^{6}\right), L_{-1-\nu / 2}^{2}\left(\mathscr{R}^{6}\right)\right)$-norm as $z \rightarrow \lambda \pm i 0$, $\lambda \in \mathscr{R} \backslash \stackrel{\rightharpoonup}{\mathscr{E}}$, uniformly in $\lambda \in \Delta, \Delta \subset \mathscr{R} \backslash \stackrel{\mathscr{E}}{ }$ compact, if $z$ varies in $\Delta_{ \pm}$, where $L_{\mu}^{2}\left(\mathscr{R}^{6}\right)=$ $L^{2}\left(\mathscr{R}^{6} ;\left(1+\left|x_{\alpha}\right|^{2}+\left|y_{\alpha}\right|^{2}\right)^{\mu} d^{3} x_{\alpha} d^{3} y_{\alpha}\right)$. In fact one can prove Hölder continuity of $G(z)$ for $z$ in compacts not intersecting $\stackrel{\mathscr{E}}{ }$ (cf. [16]).
4. Continuity of averaged total cross sections. Given the results of § 3 we rederive the continuity results for averaged total cross sections in [5]. Because of our stronger decay assumptions in H (II) when compared to [5] we are particularly able to discuss the threshold behaviour of the scattering operator, resp., the cross section for two-cluster initial channels.

In the following the operator $M_{\alpha}^{j}(A, \lambda)$ introduced at the end of $\S 2$ plays a central role. From the definitions (2.35) and (2.41) one infers

$$
\begin{align*}
& M_{\alpha}^{j}(A B, \lambda)=M_{\alpha}^{j}(A, \lambda) B, \quad \operatorname{Ran}(B) \subset \mathscr{D}(A), \\
& M_{\alpha}^{j}(A, \lambda)=M_{\alpha}^{j}\left(E_{\alpha}^{j} A, \lambda\right), \quad \alpha=0,1,2,3,  \tag{4.1}\\
& M_{0}^{0}(A, \lambda)=M_{0}^{0}\left(E_{\Lambda}\left(H_{0}\right) A, \lambda\right)=\chi_{\Lambda}(\lambda) M_{0}^{0}(A, \lambda), \quad \lambda \in \Lambda \subset \mathscr{R} \text { a Borel set }
\end{align*}
$$

where $E_{\Lambda}\left(H_{0}\right)$ denotes the spectral projection associated with $H_{0}$. We recall ([5])
Lemma 4.1. Assume $\mathrm{H}(\mathrm{II})$. Then
(i) For $\alpha \neq 0, \alpha \neq \beta$ and $\left|g_{\kappa}\left(x_{\alpha}, x_{\beta}\right)\right| \leqq e^{\kappa \mid x_{\alpha}} \phi\left(x_{\beta}\right), \phi \in L^{2}\left(\mathscr{R}^{3}\right), \kappa<\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}$, we get $M_{\alpha}^{j}\left(g_{\kappa}, \lambda\right) \in \mathscr{B}_{2}\left(\mathscr{H}, L^{2}\left(S^{2}\right)\right), \lambda \geqq e_{\alpha}^{j}$ and $M_{\alpha}^{j}\left(g_{\kappa}, \lambda\right)$ is continuous in $\mathscr{B}_{2}$-norm for $\lambda \geqq e_{\alpha}^{j}, \alpha=1,2,3$.
(ii) Let $\alpha \neq 0, \alpha \neq \beta$; then $M_{\alpha}^{j}\left(\left|v_{\beta}\right|^{1 / 2}, \lambda\right), M_{\alpha}^{j}\left(\rho_{\alpha}, \lambda\right) \in \mathscr{B}_{4}\left(\mathscr{H}, L^{2}\left(S^{2}\right)\right), \lambda \geqq e_{\alpha}^{j}$ and both operators are continuous in $\mathscr{B}_{4}$-norm for $\lambda \geqq e_{\alpha}^{j}, \alpha=1,2,3$.
(iii) Assume $\phi \in L^{p}\left(\mathscr{R}^{3}\right)$, where $p=2$ or 3 and denote by $\phi_{\gamma}$ the operator of multiplication by $\phi\left(x_{\gamma}\right)$. Then $M_{0}^{0}\left(\phi_{\gamma}, \lambda\right) \in \mathscr{B}\left(\mathscr{H}, L^{2}\left(E^{5}\right)\right), \lambda \geqq 0$ and $M_{0}^{0}\left(\phi_{\gamma}, \lambda\right)$ is strongly continuous in $\lambda \geqq 0$. Moreover $M_{0}^{0}\left(\phi_{\gamma}, \lambda\right) \notin \mathscr{B}_{\infty}\left(\mathscr{H}, L^{2}\left(E^{5}\right)\right)$ as long as $\phi_{\gamma} \not \equiv 0$.

Introducing the decomposed operators ([3])

$$
\begin{equation*}
R_{\beta \alpha}^{l j}(\lambda)=S_{\beta \alpha}^{l j}(\lambda)-\delta_{\beta \alpha}^{l j} 1, \quad \lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right), \quad \alpha \neq 0, \quad \beta=0,1,2,3, \tag{4.2}
\end{equation*}
$$

we obtain the splitting ([5])

$$
\begin{equation*}
R_{\beta \alpha}^{l j}(\lambda)={ }^{(1)} R_{\beta \alpha}^{l j}(\lambda)+{ }^{(2)} R_{\beta \alpha}^{l j}(\lambda), \quad \alpha \neq 0, \quad \beta=0,1,2,3, \quad \lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \mathscr{E} \tag{4.3}
\end{equation*}
$$ where

$$
\begin{equation*}
{ }^{(1)} R_{\beta \alpha}^{l j}(\lambda)=-2 \pi i \sum_{\substack{\gamma=1 \\ \gamma \neq \alpha}}^{3} M_{\beta}^{l}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) M_{\alpha}^{j}\left(v_{\gamma}^{1 / 2}, \lambda\right)^{*}, \quad \lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \tag{4.4}
\end{equation*}
$$

represents the Born-term (for $\beta=\gamma \mathrm{cf}$. (6.4)) and

$$
\begin{align*}
{ }^{(2)} R_{\beta \alpha}^{l j}(\lambda) & =2 \pi i \sum_{\gamma=1}^{3}\left[1+\delta_{\beta 0} \delta_{\beta \gamma}-\delta_{\beta \gamma}\right] \sum_{\substack{\delta=1 \\
\delta \neq \alpha}}^{3} M_{\beta}^{l}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) \\
& \cdot\left\{J[1+\stackrel{\Delta}{D}]^{-1} K\right\}_{\gamma \delta}(\lambda+i 0) M_{\alpha}^{j}\left(v_{\delta} \rho_{\delta}^{-1}, \lambda\right)^{*}, \quad \lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \mathscr{E} . \tag{4.5}
\end{align*}
$$

For extensive discussions of analyticity properties of $S_{\beta \alpha}^{l j}(\lambda)$ using dilation analytic two-body potentials $v_{\alpha}$ we refer to [6], [10], [18] and [33]. Trace relations in connection with three-particle systems appeared in [8], [9]. The corresponding Riemann surface and resonances in case of exponentially decaying two-body interactions are studied in great detail in [7].

Going back to Lemma 4.1, we obtain the following.
Lemma 4.2. Assume $\mathrm{H}(\mathrm{II})$ and $\alpha \neq 0$. Then $R_{\beta \alpha}^{l j}(\lambda) \in \mathscr{B}_{2}\left(L^{2}\left(S^{2}\right)\right), \beta \neq 0, R_{0 \alpha}^{0 j}(\lambda) \in$ $\mathscr{B}_{2}\left(L^{2}\left(S^{2}\right), L^{2}\left(E^{5}\right)\right)$ and $R_{\beta \alpha}^{j j}(\lambda)$ is continuous in $\mathscr{B}_{2}$-norm for $\lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\mathscr{E}}{ }$, $\beta=0,1,2,3$.

Proof. The only difference to [5] concerns the fact that $\mathbf{H}(\mathrm{II})$ allows to include threshold points $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \in \theta$. In fact, one can follow [5] step by step, replacing its Proposition 1 (which excludes thresholds) by our Lemma 3.9.

By (4.2) one obtains analogous results for the decomposed scattering operator $S_{\beta \alpha}^{l j}(\lambda)$.

Next we turn to the concept of averaged total cross sections for initial two-cluster channels as defined, e.g., in [3]-[5]:

$$
\begin{equation*}
\bar{\sigma}_{\beta \alpha}^{l j}(\lambda)=\pi\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{-1}\left\|R_{\beta \alpha}^{l j}(\lambda)\right\|_{2}^{2}, \quad \alpha \neq 0, \quad \beta=0,1,2,3 . \tag{4.6}
\end{equation*}
$$

Hence we get the next theorem.
Theorem 4.3. Assume $\mathrm{H}(\mathrm{II}), \alpha \neq 0$ and $\beta=0,1,2,3$. If $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \notin \dot{\mathscr{E}}$ then $\bar{\sigma}_{\beta \alpha}^{l j}(\lambda)$ is continuous in $\lambda \in\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\Delta}{\boldsymbol{E}}$. In addition we obtain the threshold behaviour

Elastic case: $\alpha=\beta, j=l$.

$$
\begin{equation*}
\bar{\sigma}_{\alpha \alpha}^{i j}(\lambda) \underset{\lambda \downarrow e_{\alpha}^{j}}{=} O(1) . \tag{4.7}
\end{equation*}
$$

Inelastic case: $\alpha=\beta, j \neq l$ (i.e. $\psi_{\alpha}^{j} \neq$ const. $\psi_{\alpha}^{l}$ ).

$$
\bar{\sigma}_{\alpha \alpha}^{l j}(\lambda) \underset{\lambda \downarrow \sup \left(e_{\alpha}^{j} e_{\alpha}^{l}\right)}{=} \begin{cases}O\left(\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 2}\right), & e_{\alpha}^{j}>e_{\alpha}^{l},  \tag{4.8}\\ O\left(\left(\lambda-e_{\alpha}^{l}\right)^{1 / 2}\right), & e_{\alpha}^{j}<e_{\alpha}^{l}, \\ O(1), & e_{\alpha}^{j}=e_{\alpha}^{l} .\end{cases}
$$

Rearrangement case: $\alpha \neq \beta, \beta \neq 0$.

$$
\bar{\sigma}_{\beta \alpha}^{l j}(\lambda) \underset{\lambda \downarrow \sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right)}{=} \begin{cases}O\left(\left(\lambda-e_{\alpha}^{j}\right)\right)^{-1 / 2}, & e_{\alpha}^{j}>e_{\beta}^{l},  \tag{4.9}\\ O\left(\left(\lambda-e_{\beta}^{l}\right)\right)^{1 / 2}, & e_{\alpha}^{j}<e_{\beta}^{l}, \\ O(1), & e_{\alpha}^{j}=e_{\beta}^{l} .\end{cases}
$$

Breakup case: $\beta=0$.

$$
\begin{equation*}
\bar{\sigma}_{0 \alpha}^{0 j}(\lambda) \underset{\lambda \downarrow 0}{=} O\left(\lambda^{1 / 2}\right) . \tag{4.10}
\end{equation*}
$$

Proof. The continuity statement is due to Lemma 4.2 of [5]. The threshold behaviour (4.7)-(4.9) can be read off from

$$
\begin{align*}
M_{\alpha}^{j}\left(f_{\gamma}, \lambda\right)\left(\omega_{\alpha}^{j}, x_{\alpha}, y_{\alpha}\right)= & (2 \pi)^{-3 / 2} n_{\alpha}^{1 / 2}\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 4} f_{\gamma}\left(x_{\gamma}\left(x_{\alpha}, y_{\alpha}\right), y_{\gamma}\left(x_{\alpha}, y_{\alpha}\right)\right) \\
& \cdot \exp \left(-i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \overline{\psi_{\alpha}^{j}\left(x_{\alpha}\right)}, \quad \alpha \neq 0 \tag{4.11}
\end{align*}
$$

where $f_{\gamma}$ denotes the operator of multiplication by $f_{\gamma}\left(x_{\gamma}, y_{\gamma}\right)$ (i.e. $f_{\gamma}=\left|v_{\gamma}\right|^{1 / 2}, v_{\gamma}^{1 / 2}, v_{\gamma} \rho_{\gamma}^{-1}$ according to (4.4) and (4.5)). The estimate (4.10) follows from

$$
\begin{aligned}
\left\|M_{0}^{0}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) g\right\|_{2}^{2} & =\int_{|q| \leqq 1} d^{3} q \int_{S^{2}} d \omega\left|\left(U_{0}^{0}\left|v_{\gamma}\right|^{1 / 2} g\right)(\lambda, \omega, q)\right|^{2} \\
& =2 m_{\gamma}\left(2 n_{\gamma}\right)^{3 / 2} \int_{|q| \leqq 1} d^{3} q \lambda^{3 / 2} \| M\left(\left|v_{\gamma}\right|^{1 / 2}, 2 m_{\gamma} \lambda\left(1-|q|^{2}\right)\right) \\
& \hat{g}\left(\cdot,\left(2 n_{\gamma} \lambda\right)^{1 / 2} q\right) \|_{2}^{2}
\end{aligned}
$$

$$
g \in \mathscr{S}\left(\mathscr{R}^{6}\right)
$$

where

$$
M\left(\left|v_{\gamma}\right|^{1 / 2}, \mu\right):\left\{\begin{array}{l}
L^{2}\left(\mathscr{R}^{3}\right) \rightarrow L^{2}\left(S^{2}\right) \\
f \rightarrow\left(M\left(\left|v_{\gamma}\right|^{1 / 2}, \mu\right) f\right)(\omega)=2^{-1 / 2} \mu^{1 / 4}\left(\widetilde{\left.v_{\gamma}\right|^{1 / 2}} f\right)\left(\mu^{1 / 2} \omega\right), \quad \omega \in S^{2}
\end{array}\right.
$$

is a "two-particle" operator and

$$
\hat{g}(\cdot, p)=(2 \pi)^{-3 / 2} \int_{\mathscr{R}^{3}} d^{3} y e^{-i p y} g(\cdot, y), \quad p \in \mathscr{R}^{3}
$$

denotes the partial Fourier transform. Observing

$$
\left\|M\left(\left|v_{\gamma}\right|^{1 / 2}, \mu\right)\right\|_{2}^{2}=(2 \pi)^{-2} \mu^{1 / 2}\left\|v_{\gamma}\right\|_{1}<\infty
$$

we infer

$$
\begin{aligned}
\left\|M_{0}^{0}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) g\right\|_{2}^{2} & \leqq \text { const. }\left\|v_{\gamma}\right\|_{1} \int_{|q| \leqq 1} d^{3} q\left(1-|q|^{2}\right)^{1 / 2} \lambda^{2}\left\|\hat{g}\left(\cdot,\left(2 n_{\gamma} \lambda\right)^{1 / 2} q\right)\right\|_{2}^{2} \\
& \leqq \text { const. }\left\|v_{\gamma}\right\|_{1} \lambda^{1 / 2} \int_{\mathscr{R}^{3}} d^{3} p\|\hat{g}(\cdot, p)\|_{2}^{2} \\
& =\text { const. }\left\|v_{\gamma}\right\|_{1}\|g\|_{2}^{2} \lambda^{1 / 2} .
\end{aligned}
$$

5. Continuity of two-cluster scattering amplitudes. In this section we consider two-cluster scattering amplitudes and prove their continuity with respect to energyand angle variables. Again we discuss their threshold behaviour, in particular we define the concept of elastic scattering lengths and derive an explicit formula in terms of the three-body resolvent.

In order to obtain an expression for the scattering amplitudes as a scalar product in $\mathscr{H}$ (in analogy to the two-body case, cf. e.g. [1], [2]) we introduce

Hypothesis (IV). In addition to H(II) we assume that $u_{\alpha} \in L^{1}\left(\mathscr{R}^{3}\right), \alpha=1,2,3$.
According to [3] the scattering amplitude for two-cluster initial channels are proportional to the integral kernel of $R_{\beta \alpha}^{l j}(\lambda)$, more precisely one defines

$$
\begin{align*}
& f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=-2 \pi i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{-1 / 2} R_{\beta \alpha}^{l j}\left(\lambda, \omega_{\beta}^{l}, \omega_{\alpha}^{j}\right),  \tag{5.1}\\
& \alpha \neq 0, \quad \beta=0,1,2,3 .
\end{align*}
$$

Thus $f_{\beta \alpha}^{l j}$ splits up into a Born-term and a remainder as can be seen from (4.3)

$$
\begin{align*}
& f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right){ }^{(1)} f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)+{ }^{(2)} f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right), \\
& \alpha \neq 0, \quad \beta=0,1,2,3, \quad \lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\Delta}{\mathscr{E}} . \tag{5.2}
\end{align*}
$$

We start with the elastic case $\alpha=\beta \neq 0, j=l$.
Theorem 5.1. Assume $\mathrm{H}(\mathrm{IV}), \alpha \neq 0$ and $e_{\alpha}^{j} \notin \stackrel{\mathscr{E}}{ }$. Then $f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)$ is continuous with respect to $\left.\left(\lambda, \omega_{\alpha}^{j}, \hat{\omega}_{\alpha}^{j}\right) \in\left\{\left[e_{\alpha}^{j}, \infty\right) \backslash \stackrel{\mathscr{E}}{)}\right)\right\} \times S^{2} \times S^{2}$. In particular
${ }^{(1)} f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)$

$$
\begin{equation*}
=-(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\ \gamma \neq \alpha}}^{3}\left(\left|v_{\gamma}\right|^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \hat{\omega}_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}, v_{\gamma}^{1 / 2}\right. \tag{5.3}
\end{equation*}
$$

$$
\begin{array}{r}
{ }^{(2)} f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)=(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\
\gamma \neq \alpha}}^{3} \sum_{\delta=1}^{3}\left(\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \hat{\omega}_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j},\right.  \tag{5.4}\\
\left.\rho_{\gamma}\left\{J[1+\stackrel{\Delta}{D}]^{-1} K\right\}_{\gamma \delta}(\lambda+i 0) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2} v_{\delta}^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}\right), \\
\left(\lambda, \omega_{\alpha}^{j}, \hat{\omega}_{\alpha}^{j}\right) \in\left\{\left[e_{\alpha}^{j}, \infty\right) \backslash \stackrel{\rightharpoonup}{\mathscr{E}}\right\} \times S^{2} \times S^{2} .
\end{array}
$$

Here $(\cdot, \cdot)$ means the scalar product in $\mathscr{H}=L^{2}\left(\mathscr{R}^{6} ; d^{3} x_{\alpha} d^{3} y_{\alpha}\right), \psi_{\alpha}^{j}=\psi_{\alpha}^{j}\left(x_{\alpha}\right)$ and in obvious notation the plane waves in (5.3) and (5.4) depend on the variable $y_{\alpha}$. The

## threshold behaviour reads

$$
\begin{equation*}
f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right) \underset{\lambda \downarrow e_{\alpha}^{j}}{=} O(1) . \tag{5.5}
\end{equation*}
$$

## Proof. Clearly

$$
\left|v_{\gamma}\right|^{1 / 2} e^{\hat{q}_{\alpha} y_{\alpha}} \psi_{\alpha}^{j}, \quad \gamma \neq \alpha \quad\left(\hat{\boldsymbol{q}}_{\alpha}^{j}=\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \hat{\omega}_{\alpha}^{j}\right)
$$

is strongly continuous in $\left(\lambda, \hat{\omega}_{\alpha}^{j}\right) \in\left[\rho_{\alpha}^{j}, \infty\right) \times S^{2}$ by dominated convergence since

$$
\left\|\left|v_{\gamma}\right|^{1 / 2} e^{i \hat{q}_{\alpha}^{\prime} y_{\alpha}} \psi_{\alpha}^{j}\right\|_{2}^{2}=\text { const. }\left\|v_{\gamma}\right\|_{1}\left\|\psi_{\alpha}^{j}\right\|_{2}^{2}<\infty, \quad \gamma \neq \alpha
$$

Similarly $\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} e^{i \hat{i}_{\alpha}^{j} y_{\alpha}} \psi_{\alpha}^{j}, \gamma \neq \alpha$ is strongly continuous in $\left(\lambda, \hat{\omega}_{\alpha}^{j}\right) \in\left[e_{\alpha}^{j}, \infty\right) \times S^{2}$ since

$$
\begin{aligned}
\left\|\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} e^{i \hat{q}_{\alpha}^{j} y_{\alpha}} \psi_{\alpha}^{j}\right\|_{2}^{2} & \text { const. } \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} z_{\alpha}\left[1+\left|x_{\alpha}\right|\right]^{2+\nu}\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2}\left[1+\left|z_{\alpha}\right|\right]^{2+\nu}\left|v_{\gamma}\left(z_{\alpha}\right)\right| \\
& \leqq \text { const. }\left\|(1+|\cdot|)^{1+\nu / 2} \psi_{\alpha}^{j}\right\|_{2}^{2}\left\|u_{\gamma}\right\|_{1}<\infty, \quad \gamma \neq \alpha
\end{aligned}
$$

by H(IV), Lemma 3.1 and

$$
\begin{aligned}
& \left|y_{\gamma}\right| \leqq\left|y_{\alpha}\right|+\left|x_{\alpha}\right| \quad \text { (cf. (2.5)), } \\
& \rho_{\gamma}^{-2}\left(y_{\gamma}\right)=\left[1+\left|y_{\gamma}\right|\right]^{2+\nu} \leqq\left[1+\left|x_{\alpha}\right|\right]^{2+\nu}\left[1+\left|y_{\alpha}\right|\right]^{2+\nu} .
\end{aligned}
$$

By Lemma 3.10, $\rho_{\gamma}\left\{\left(J[1+\stackrel{\Delta}{D}]^{-1} K\right)\right\}_{\gamma \delta}(\lambda+i 0) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}$ is norm continuous in $\lambda \in$ $\left[e_{\alpha}^{j}, \infty\right) \backslash \stackrel{\Delta}{\mathscr{E}}$ completing the proof.

The inelastic case $\alpha=\beta \neq 0, j \neq l$ is contained in the following theorem.
Theorem 5.2. Assume $\mathrm{H}(\mathrm{IV}), \alpha \neq 0, j \neq l\left(\right.$ i.e. $\left.\psi_{\alpha}^{j} \neq \operatorname{const} \psi_{\alpha}^{l}\right)$ and $\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right) \notin \stackrel{\Delta}{\mathscr{E}}$. Then $f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)$ is continuous with respect to $\left(\lambda, \omega_{\alpha}^{j}, \omega_{\alpha}^{l}\right) \in$ $\left\{\left(\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right), \infty\right) \backslash \stackrel{\mathscr{E}}{ }\right\} \times S^{2} \times S^{2}$. In particular

$$
{ }^{(1)} f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)=-(2 \pi)^{-1} n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\left(\lambda-e_{\beta}^{l}\right)^{1 / 4}
$$

$$
\cdot \sum_{\substack{\gamma=1 \\ \gamma \neq \alpha}}^{3}\left(\left|v_{\gamma}\right|^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{l}\right)\right]^{1 / 2} \omega_{\alpha}^{l} y_{\alpha}\right) \psi_{\alpha}^{l}, v_{\gamma}^{1 / 2}\right.
$$

$$
\begin{equation*}
\left.\cdot \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}\right), \tag{5.6}
\end{equation*}
$$

$$
\left(\lambda, \omega_{\alpha}^{j}, \omega_{\alpha}^{l}\right) \in\left(\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right), \infty\right) \times S^{2} \times S^{2}
$$

$$
{ }^{(2)} f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)=(2 \pi)^{-1} n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\left(\lambda-e_{\alpha}^{l}\right)^{1 / 4} \sum_{\substack{\gamma=1 \\ \gamma \neq \alpha}}^{3} \sum_{\delta=1}^{\delta \neq \alpha}<3
$$

$$
\cdot\left(\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} \exp \left(i\left[2 m_{\alpha}\left(\lambda-e_{\alpha}^{l}\right)\right]^{1 / 2} \omega_{\alpha}^{l} y_{\alpha}\right) \psi_{\alpha}^{l}, \rho_{\gamma}\right.
$$

$$
\cdot\left\{J[1+\stackrel{\Delta}{D}]^{-1} K\right\}_{\gamma \delta}(\lambda+i 0) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}
$$

$$
\left.\cdot v_{\delta}^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}\right)
$$

$$
\left(\lambda, \omega_{\alpha}^{j}, \omega_{\alpha}^{l}\right) \in\left\{\left(\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right), \infty\right) \backslash \hat{\mathscr{E}}\right\} \times S^{2} \times S^{2}
$$

The threshold behaviour reads

$$
f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right) \underset{\lambda \downarrow \sup \left(e_{\alpha}^{j}, e_{\alpha}^{\prime}\right)}{=} \begin{cases}O\left(\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\right), & e_{\alpha}^{j}>e_{\alpha}^{l},  \tag{5.8}\\ O\left(\left(\lambda-e_{\alpha}^{l}\right)^{1 / 4}\right), & e_{\alpha}^{j}<e_{\alpha}^{l}, \\ O(1), & e_{\alpha}^{j}=e_{\alpha}^{l} .\end{cases}
$$

Proof. The proof is identical to that of Theorem 5.1.
Finally we discuss the rearrangement case $\alpha \neq \beta, \alpha \neq 0, \beta \neq 0$.
Theorem 5.3. Assume $\mathrm{H}(\mathrm{IV}), \alpha \neq 0, \beta \neq 0, \alpha \neq \beta$ and $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \notin \stackrel{\mathscr{E}}{ }$. Then $f_{\beta \alpha}^{j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)$ is continuous with respect to $\left(\lambda, \omega_{\alpha}^{j}, \omega_{\beta}^{l}\right) \in\left\{\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\mathscr{E}}{ }\right\} \times$ $S^{2} \times S^{2}$. In particular

$$
\left.{ }^{(1)} f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=-(2 \pi)^{-1} n_{\alpha}^{1 / 4} n_{\beta}^{3 / 4}\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\left(\lambda-e_{\beta}^{l}\right)^{1 / 4}\right)
$$

$$
\begin{equation*}
\cdot \psi_{\beta}^{l}, v_{\gamma}^{1 / 2} \sigma_{\alpha}^{-3 \delta_{\gamma \beta} / 2} \tag{5.9}
\end{equation*}
$$

$$
\left.\cdot \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}\right)
$$

$$
\left(\lambda, \omega_{\alpha}^{j}, \omega_{\beta}^{l}\right) \in\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \times S^{2} \times S^{2},
$$

$$
{ }^{(2)} f_{\beta_{\alpha}}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=(2 \pi)^{-1} n_{\alpha}^{1 / 4} n_{\beta}^{3 / 4}\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\left(\lambda-e_{\beta}^{l}\right)^{1 / 4}
$$

$$
\cdot \sum_{\substack{\gamma=1 \\ \gamma \neq \beta}}^{3} \sum_{\delta=1}^{\delta=1} \mid ~\left(\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} \exp \left(i\left[2 n_{\beta}\left(\lambda-e_{\beta}^{l}\right)\right]^{1 / 2} \omega_{\beta}^{l} y_{\beta}\right)\right.
$$

$$
\begin{align*}
& \cdot \psi_{\beta}^{l}, \rho_{\gamma}\left\{J[1+\stackrel{\Delta}{D}]^{-1} K\right\}_{\gamma \delta}(\lambda+i 0) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}  \tag{5.10}\\
& \left.\quad \cdot v_{\delta}^{1 / 2} \exp \left(i\left[2 n_{\alpha}\left(\lambda-e_{\alpha}^{j}\right)\right]^{1 / 2} \omega_{\alpha}^{j} y_{\alpha}\right) \psi_{\alpha}^{j}\right),
\end{align*}
$$

$$
\left(\lambda, \omega_{\alpha}^{j}, \omega_{\beta}^{l}\right) \in\left\{\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\rightharpoonup}{\mathscr{C}}\right\} \times S^{2} \times S^{2}
$$

The threshold behaviour reads

$$
f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right) \underset{\lambda \downarrow \sup \left(e_{\alpha}^{j}, e_{\beta}^{\prime}\right)}{=} \begin{cases}O\left(\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4}\right), & e_{\alpha}^{j}>e_{\beta}^{l},  \tag{5.11}\\ O\left(\left(\lambda-e_{\beta}^{l}\right)^{1 / 4},\right. & e_{\alpha}^{j}<e_{\beta}^{l}, \\ O(1), & e_{\alpha}^{j}=e_{\beta}^{l} .\end{cases}
$$

Proof. Since the discussion of ${ }^{(2)} f_{\beta \alpha}^{l j}$ is identical to that of Theorem 5.1 we only consider ${ }^{(1)} f_{\beta \alpha}^{l j}$. For $\gamma \neq \beta(\gamma \neq \alpha)$ the corresponding proof of Theorem 5.1 applies. For $\gamma=\beta(\gamma \neq \alpha) e^{i q_{\alpha}^{j} \omega_{\alpha}^{j} y_{\alpha}} \sigma_{\alpha}^{-3 / 2} \psi_{\alpha}^{j}$ is strongly continuous in $\left(\lambda, \omega_{\alpha}^{j}\right) \in\left[e_{\alpha}^{j}, \infty\right) \times S^{2}$ since $e^{\kappa|\cdot|} \psi_{\alpha}^{j} \in L^{2}\left(\mathscr{R}^{3}\right)$ for all $\kappa<\left(-2 m_{\alpha} e_{\alpha}^{j}\right)^{1 / 2}$ by Lemma 3.1. In addition $\left|v_{\beta}\right|^{1 / 2} \sigma_{\alpha}^{3 / 2} e^{i q_{\beta}^{l} \omega_{\beta}^{l} y_{\beta}} \psi_{\beta}^{l}$ is strongly continuous in $\left(\lambda, \omega_{\beta}^{l}\right) \in\left[e_{\beta}^{l}, \infty\right) \times S^{2}$ since

$$
\begin{aligned}
\left\|\left.v_{\beta}\right|^{1 / 2} \sigma_{\alpha}^{3 / 2} e^{i q_{\beta}^{l} \omega_{\beta}^{l} y_{\beta}} \psi_{\beta}^{l}\right\|_{2}^{2} & =\text { const. } \int_{\mathscr{R}} d^{3} x_{\alpha} d^{3} z_{\alpha}\left[1+\left|x_{\alpha}\right|\right]^{-3-3 \nu / 2}\left|v_{\beta}\left(z_{\alpha}\right) \| \psi_{\beta}^{l}\left(z_{\alpha}\right)\right|^{2} \\
& =\text { const. }\left\|(1+|\cdot|)^{-3-3 \nu / 2}\right\|_{1}\left\|\left|v_{\beta}\right|^{1 / 2} \psi_{\beta}^{l}\right\|_{2}^{2}<\infty, \quad \beta \neq \alpha .
\end{aligned}
$$

Scattering amplitudes have also been discussed in [27] on the basis of Faddeev's original treatment ([14]) (cf. also [32]). Analyticity properties of scattering amplitudes in the case of dilation analytic two-body potentials are studied in [10], [18], [19]. For exponentially decaying two-body interactions their analytic continuation to the corresponding Riemann surface is considered in [7].

Finally we turn to a discussion of elastic scattering lengths.
Definition 5.4. Assume $\mathrm{H}(\mathrm{IV}), \alpha \neq 0$ and $e_{\alpha}^{j} \notin \mathscr{E}$. Then the elastic scattering length $A_{\alpha \alpha}^{i j}$ is defined by

$$
\begin{equation*}
A_{\alpha \alpha}^{i j}=-\lim _{\lambda \downarrow e_{\alpha}^{j}} f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right) . \tag{5.12}
\end{equation*}
$$

An explicit expression for $A_{\alpha \alpha}^{i j}$ in terms of the three-body resolvent $G(z)$ (in analogy to the two-body situation [1], [2]) reads as follows.

Theorem 5.5. Assume $\mathrm{H}(\mathrm{IV}), \alpha \neq 0, e_{\alpha}^{j} \notin \stackrel{\mathscr{E}}{ }$. Then

$$
\begin{align*}
& A_{\alpha \alpha}^{j j}=(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\
\gamma \neq \alpha}}^{3}\left(\left|v_{\gamma}\right|^{1 / 2} \psi_{\alpha}^{j}, v_{\gamma}^{1 / 2} \psi_{\alpha}^{j}\right) \\
& -(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\
\gamma \neq \alpha \delta \neq \alpha}}^{3} \sum_{\delta=1}^{3}\left(\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} \psi_{\alpha}^{j}, \rho_{\gamma}\left\{J[1+\stackrel{\Delta}{D}]^{-1} K\right\}_{\gamma \delta}\right. \\
& \left.\left(e_{\alpha}^{j}+i 0\right) \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2} v_{\delta}^{1 / 2} \psi_{\alpha}^{j}\right)  \tag{5.13}\\
& =(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\
\gamma \neq \alpha}}^{3}\left(\left|v_{\gamma}\right|^{1 / 2} \psi_{\alpha}^{j}, v_{\gamma}^{1 / 2} \psi_{\alpha}^{j}\right) \\
& -(2 \pi)^{-1} n_{\alpha} \sum_{\substack{\gamma=1 \\
\gamma \neq \alpha}}^{3} \sum_{\delta=1}^{3}\left(\rho_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2} \psi_{\alpha}^{j}, \rho_{\gamma} v_{\gamma}^{1 / 2}\right. \\
& \left.\cdot\left(H-e_{\alpha}^{j}-i 0\right)^{-1}\left|v_{\delta}\right|^{1 / 2} \rho_{\delta} \rho_{\delta}^{-1} v_{\delta}^{1 / 2} \psi_{\alpha}^{j}\right) .
\end{align*}
$$

Proof. This is obvious by the proof of Theorem 5.1.
Remark 5.6. For $e_{\alpha_{0}}^{j_{0}}=E_{0}^{(2)}, E_{0}^{(2)} \notin \stackrel{\mathscr{E}}{\mathscr{E}}, A_{\alpha_{0} \alpha_{0}}^{j_{j} j_{0}}$ is real.
Proof. It suffices to note that by Lemma 3.10
$\rho_{\gamma}\left|v_{\gamma}\right|^{1 / 2}\left(H-E_{0}^{(2)}-i 0\right)^{-1}\left|v_{\delta}\right|^{1 / 2} \rho_{\delta}=\rho_{\gamma}\left|v_{\gamma}\right|^{1 / 2}\left(H-E_{0}^{(2)}+i 0\right)^{-1}\left|v_{\delta}\right|^{1 / 2} \rho_{\delta}, \quad \gamma, \delta=1,2,3$.

Remark 5.7. The analogue of (5.13) in the two-body case reads for $h_{\alpha}$ (cf. [1], [2])

$$
\begin{array}{rlrl}
a_{\alpha} & =(2 \pi)^{-1} m_{\alpha}\left(\left|v_{\alpha}\right|^{1 / 2}, v_{\alpha}^{1 / 2}\right)-(2 \pi)^{-1} m_{\alpha}\left(\left|v_{\alpha}\right|^{1 / 2}, v_{\alpha}^{1 / 2}\left(h_{\alpha}-i 0\right)^{-1}\left|v_{\alpha}\right|^{1 / 2} v_{\alpha}^{1 / 2}\right)  \tag{5.14}\\
& =(2 \pi)^{-1} m_{\alpha}\left(\left|v_{\alpha}\right|^{1 / 2},\left[1+v_{\alpha}^{1 / 2}\left(h_{0, \alpha}-i 0\right)^{-1}\left|v_{\alpha}\right|^{1 / 2}\right]^{-1} v_{\alpha}^{1 / 2}\right), & & \alpha=1,2,3 .
\end{array}
$$

For the physical relevance of scattering lengths in three-body systems see, e.g., [28] and the references cited therein.
6. Analytic expansions around thresholds in $\boldsymbol{\theta} \backslash\{0\}$. Finally we use the exponential decay of $v_{\alpha}$ in H (III) to extend our previous threshold considerations by deriving analytic expansions of two-cluster scattering operators and amplitudes with respect to channel momenta near points in $\theta \backslash\{0\}$.

We start with ( $\hat{\rho}_{\beta}^{\prime}$ denotes $\rho_{\beta}$ or $\hat{\rho}_{\beta}$ )
Lemma 6.1. Assume $\mathrm{H}(\mathrm{III})$ and $\alpha \neq 0$. If $M_{\alpha}^{j}(\lambda), \lambda \geqq e_{\alpha}^{j}$ denotes one of the operators $M_{\alpha}^{j}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right), \gamma \neq \alpha, M_{\alpha}^{j}\left(\left(\hat{\rho}_{\alpha}^{)}, \lambda\right), M_{\alpha}^{j}\left(\left(\hat{\rho}_{\gamma}\right)-1\left|v_{\gamma}\right|^{1 / 2}, \lambda\right), \gamma \neq \alpha\right.$ then $\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4} M_{\alpha}^{j}(\lambda)$
is analytic in $\left(\lambda-e_{\alpha}^{j}\right)^{1 / 2}$ near zero in $\mathscr{B}_{2}\left(\mathscr{H}, L^{2}\left(S^{2}\right)\right)$-norm. Moreover $M_{\alpha}^{j}(\lambda)$ is analytic in $\left(\lambda-\lambda_{0}\right)$ near zero in $\mathscr{B}_{2}\left(\mathscr{H}, L^{2}\left(S^{2}\right)\right)$-norm for all $\lambda_{0}>e_{\alpha}^{j}$.

Proof. (a) Taking $f_{\gamma}=\left|v_{\gamma}\right|^{1 / 2}$ in (4.11) and observing ( $\gamma \neq \alpha$ )

$$
\begin{aligned}
& \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} y_{\alpha}\left|v_{\gamma}\left(c x_{\alpha}+d y_{\alpha}\right)\right| \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|y_{\alpha}\right|\right)\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2} \\
& =d^{-3} \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} z_{\alpha} \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|z_{\alpha}\right| / d\right)\left|v_{\gamma}(z)\right| \\
& \cdot \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2} c\left|x_{\alpha}\right| / d\right)\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2}<\infty
\end{aligned}
$$

for $\left|\lambda-e_{\alpha}^{j}\right|$ sufficiently small the assertions follow for $M_{\alpha}^{j}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right), \gamma \neq \alpha$ concerning the expansion near $e_{\alpha}^{j}$. Similar for the expansion near $\lambda_{0}>e_{\alpha}^{j}$. (Note that $e^{\varepsilon|\cdot|} v_{\gamma}=$ $e^{-(b-\varepsilon) \cdot \mid} u_{\gamma} \in L^{1}\left(\mathscr{R}^{3}\right)$ for $\varepsilon>0$ small enough.)
(b) Taking $\left.f_{\gamma}={ }^{( } \hat{\rho}_{\alpha}\right)$ in (4.11), we infer the assertions for $M_{\alpha}^{j}\left(\hat{\rho}^{\prime}, \lambda\right)$ from

$$
\int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} y_{\alpha} \mid\left(\left.\hat{\rho}_{\alpha}^{)}\left(y_{\alpha}\right)\right|^{2} \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|y_{\alpha}\right|\right)\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2}<\infty\right.
$$

for $\left|\lambda-e_{\alpha}^{j}\right|$ small enough.
(c) Choosing $f_{\gamma}=\left(\hat{\rho}_{\gamma}^{)-1}\left|v_{\gamma}\right|^{1 / 2}\right.$ in (4.11) we prove the assertions for $M_{\alpha}^{j}\left({ }^{( } \hat{\boldsymbol{\rho}}_{\gamma}{ }^{-1}\left|v_{\gamma}\right|^{1 / 2}, \lambda\right)$ as follows: Noting

$$
\begin{gathered}
x_{\gamma}=c x_{\alpha}+d y_{\alpha}, \quad y_{\gamma}=c^{\prime} x_{\alpha}+d^{\prime} y_{\alpha}, \quad \gamma \neq \alpha, \\
\left|d^{\prime} / d\right| \leqq 1, \quad\left|c^{\prime}-d^{-1} d^{\prime} c\right|=1
\end{gathered}
$$

(cf. (2.5)) we obtain

$$
\begin{aligned}
& \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} y_{\alpha}\left(\hat{\rho}_{\gamma}^{)-2}\left(c^{\prime} x_{\alpha}+d^{\prime} y_{\alpha}\right) \exp \left(-b\left|c x_{\alpha}+d y_{\alpha}\right|\right)\left|u_{\gamma}\left(c x_{\alpha}+d y_{\alpha}\right)\right|\right. \\
& \quad \cdot \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|y_{\alpha}\right|\right)\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2} \\
& \leqq d^{-3} \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} z_{\alpha}{ }_{\alpha} \hat{\rho}_{\gamma}^{)-2}\left(\left[c^{\prime}-d^{-1} d^{\prime} c\right] x_{\alpha}+d^{-1} d^{\prime} z_{\alpha}\right) e^{-b\left|z_{\alpha}\right|}\left|u_{\gamma}\left(z_{\alpha}\right)\right| \\
& \quad \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|z_{\alpha}\right| / d\right) \\
& \quad \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2} c\left|x_{\alpha}\right| / d\right)\left|\psi_{\alpha}^{j}\left(x_{\alpha}\right)\right|^{2} \\
& \leqq d^{-3} \int_{\mathscr{R}^{6}} d^{3} x_{\alpha} d^{3} z_{\alpha} \exp \left(2 a_{\gamma}\left|x_{\alpha}\right|\right) \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2} c\left|x_{\alpha}\right| / d\right)\left|\psi_{\alpha}^{j}(x)\right|^{2} \\
& \cdot \exp \left(2 a_{\gamma}\left|z_{\alpha}\right|\right) \exp \left(2\left[2 n_{\alpha}\left|\lambda-e_{\alpha}^{j}\right|\right]^{1 / 2}\left|z_{\alpha}\right| / d\right) e^{-b\left|z_{\alpha}\right|}\left|u_{\gamma}\left(z_{\alpha}\right)\right|<\infty
\end{aligned}
$$

for $\left|\lambda-e_{\alpha}^{j}\right|$ small enough since

$$
a_{\gamma}<\inf _{\beta=1,2,3}\left[-2 m_{\beta} e_{\beta}^{N_{\beta}}\right]^{1 / 2}, \quad 2 a_{\gamma}<b .
$$

Lemma 6.2. Assume $\mathrm{H}(\mathrm{III})$. Then $\stackrel{\Delta}{D}(\lambda+i 0)$ is norm analytic in $\left(\lambda-\lambda_{0}\right)^{1 / 2}$ near zero for all $\lambda_{0}<0$. Thus $[1+\stackrel{\Delta}{D}(\lambda+i 0)]^{-1}$ is norm analytic in $\left(\lambda-\lambda_{0}\right)^{1 / 2}$ near zero for all $\lambda_{0}<0, \lambda_{0} \notin \stackrel{\rightharpoonup}{\mathscr{E}}$.

Proof. Cf. Lemma 3.7. (a) $D_{00, \gamma \delta}(z)$ is analytic in $z \in \mathscr{C} \backslash[0, \infty)$ and hence in $\left(\lambda-\lambda_{0}\right)$.
(b) $D_{01, \gamma \delta}(z)$ is analytic in $z \in \mathscr{C} \backslash\left[E_{0}^{(2)}, \infty\right)$ because of the term $\hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$, the rest is analytic in $z \in \mathscr{C} \backslash[0, \infty)$.
$\hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}=\oplus_{m=1}^{N_{\delta}}\left(\psi_{\delta}^{m}, \cdot\right) \psi_{\delta}^{m} \otimes e^{-\hat{a} \mid y_{\delta}}\left[-\left(2 n_{\delta}\right)^{-1} \Delta_{y_{\delta}}-\left(z-e_{\delta}^{m}\right)\right]^{-1} e^{-\hat{a}\left|y_{\delta}^{\prime}\right|}$.
$\lambda_{0}<e_{\delta}^{1}: \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ is norm analytic in ( $z-\lambda_{0}$ ) near zero.
$\lambda_{0}>e_{\delta}^{1}, \lambda_{0} \neq e_{\delta}^{m}, m=2, \cdots, N_{\delta}: \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ is norm analytic in $\left(z-\lambda_{0}\right)$ near zero.
$\lambda_{0} \geqq e_{\delta}^{1}, \lambda_{0}=e_{\delta}^{m}$ for some $m=1, \cdots, N_{\delta}: \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ is norm analytic in $\left(z-\lambda_{0}\right)^{1 / 2}$ near zero.
(c) $D_{10, \gamma \delta}$ is independent of $z$.
(d) $D_{11, \gamma \delta}(z)=\left[\hat{\rho}_{\gamma}^{-1} E_{\gamma} e^{-b\left|x_{\delta}\right|}\left|u_{\delta}\right|^{1 / 2} \hat{\rho}_{\delta}^{-1}\right]\left[u_{\delta}^{1 / 2} E_{\delta}\right] \hat{\rho}_{\delta} E_{\delta} G_{\delta}(z) \hat{\rho}_{\delta}$ and hence (b) applies again.
Altogether $\stackrel{\Delta}{D}(\lambda+i 0)$ is norm analytic in $\left(\lambda-\lambda_{0}\right)^{1 / 2}$ near zero for all $\lambda_{0}<0$.
Lemma 6.3. Assume $\mathrm{H}(\mathrm{III}), \alpha \neq 0, \beta \neq 0$ and $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \notin \dot{\mathscr{E}}$. Then $R_{\beta \alpha}^{j j}(\lambda) \in$ $\mathscr{B}_{1}\left(L^{2}\left(S^{2}\right)\right)$ and $R_{\beta \alpha}^{l j}(\lambda)$ is continuous in $\mathscr{B}_{1}$-norm for $\lambda \in\left[\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\Delta}{\mathscr{E}}$. Moreover $R_{\beta \alpha}^{l j}(\lambda)$ has the following threshold expansions valid in $\mathscr{B}_{1}\left(L^{2}\left(S^{2}\right)\right)$-norm when $\left|\lambda-\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right)\right|$ is small enough:

Elastic case: $\alpha=\beta, j=l$.

$$
\begin{equation*}
R_{\alpha \alpha}^{j j}(\lambda)=\sum_{n=1}^{\infty} R_{\alpha \alpha, n}^{j j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2} . \tag{6.1}
\end{equation*}
$$

Inelastic case: $\alpha=\beta, j \neq l$ (i.e. $\psi_{\alpha}^{j} \neq$ const. $\left.\psi_{\alpha}^{l}\right)$.

$$
R_{\alpha \alpha}^{l j}(\lambda)=\left[\lambda-\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right)\right]^{1 / 4} \sum_{n=0}^{\infty} R_{\alpha \alpha, n}^{l j}\left[\lambda-\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right)\right]^{n / 2}, \quad e_{\alpha}^{j} \neq e_{\alpha}^{l},
$$

$$
\begin{equation*}
R_{\alpha \alpha}^{l j}(\lambda)=\sum_{n=1}^{\infty} \tilde{R}_{\alpha \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, \quad e_{\alpha}^{j}=e_{\alpha}^{l} . \tag{6.2}
\end{equation*}
$$

Rearrangement case: $\alpha \neq \beta$.

$$
\begin{align*}
& R_{\beta \alpha}^{j j}(\lambda)=\left[\lambda-\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right)\right]^{1 / 4} \sum_{n=0}^{\infty} R_{\beta \alpha, n}^{l j}\left[\lambda-\sup \left(e_{\alpha}^{j}, e_{\alpha}^{l}\right)\right]^{n / 2}, \quad e_{\alpha}^{j} \neq e_{\beta}^{l},  \tag{6.3}\\
& R_{\beta \alpha}^{l j}(\lambda)=\sum_{n=1}^{\infty} \tilde{R}_{\beta \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, \quad e_{\alpha}^{j}=e_{\beta}^{l} .
\end{align*}
$$

Proof. (a) ${ }^{(1)} R_{\beta \alpha}^{l j}(\lambda)$ : The elastic and inelastic cases directly follow from Lemma 6.1. The rearrangement case is treated as follows:

$$
{ }^{(1)} R_{\beta \alpha}^{l j}(\lambda)=-2 \pi i \sum_{\substack{\gamma=1 \\ \gamma \neq \alpha}}^{3} M_{\beta}^{l}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) M_{\alpha}^{j}\left(v_{\gamma}^{1 / 2}, \lambda\right)^{*}
$$

and hence the summand $\gamma \neq \beta$ is treated identical to the (in)-elastic case. For $\gamma=$ $\beta(\gamma \neq \alpha)$ we use

$$
\begin{equation*}
M_{\gamma}^{l}\left(\left|v_{\gamma}\right|^{1 / 2}, \lambda\right) M_{\alpha}^{j}\left(v_{\gamma}^{1 / 2}, \lambda\right)^{*}=M_{\gamma}^{l}\left(\hat{\rho}_{\gamma}, \lambda\right)\left[E_{\gamma}^{l}\left|v_{\gamma}\right|^{1 / 2}\right] M_{\alpha}^{j}\left(\hat{\rho}_{\gamma}^{-1} v_{\gamma}^{1 / 2}, \lambda\right)^{*} \tag{6.4}
\end{equation*}
$$

and again Lemma 6.1.
(b) ${ }^{(2)} R_{\beta \alpha}^{l j}(\lambda)$ : Since $[1+\stackrel{\Delta}{D}(z)]^{-1}$ has been considered in Lemma 6.2 we concentrate on the " $M J$ " and " $K M$ "-terms:

$$
\begin{aligned}
& " M J ": \\
& \sum_{\substack{\gamma=1 \\
\gamma \neq \beta}}^{3} M_{\beta}^{l}\left(\hat{\rho}_{\gamma}^{-1}\left|v_{\gamma}\right|^{1 / 2}, \lambda\right)\left\{\hat{\rho}_{\gamma} g_{0, \gamma}+\left[v_{\gamma}^{1 / 2} E_{\gamma}\right] \hat{\rho}_{\gamma} E_{\gamma} G_{\gamma}(\lambda+i 0) \hat{\rho}_{\gamma} g_{1, \gamma}\right\}, \quad g=\binom{g_{0}}{g_{1}} \in \stackrel{\rightharpoonup}{\mathscr{H}}
\end{aligned}
$$

and we need only to apply Lemma 6.1 and the proof of Lemma 6.2 to obtain the corresponding $\mathscr{B}_{2}$-expansions.

```
"KM": \(\delta \neq \alpha\).
\(K_{1, \gamma \delta} M_{\alpha}^{j}\left(v_{\delta} \rho_{\delta}^{-1}, \lambda\right)^{*}=\left[\hat{\rho}_{\gamma}^{-1} E_{\gamma} \rho_{\delta}\right]\left[E_{\gamma}\left|v_{\delta}\right|^{1 / 2}\right] M_{\alpha}^{j}\left(\rho_{\delta}^{-1} v_{\delta}^{1 / 2}, \lambda\right)^{*}\),
\(\left(K_{0, \gamma \delta} \rho_{\delta}^{-1}\left|v_{\delta}\right|^{1 / 2}\right)(\lambda+i 0) M_{\alpha}^{j}\left(v_{\delta}^{1 / 2}, \lambda\right)^{*}=v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(\lambda+i 0)\left|v_{\delta}\right|^{1 / 2} M_{\alpha}^{j}\left(v_{\delta}^{1 / 2}, \lambda\right)^{*}\)
```

and we apply again Lemma 6.1 since $v_{\gamma}^{1 / 2}\left(1-E_{\gamma}\right) G_{\gamma}(z)\left|v_{\delta}\right|^{1 / 2}$ is analytic in $z \in$ $\mathscr{C} \backslash[0, \infty)$.

Given Lemmas 6.1-6.3, we are able to formulate the following.
Theorem 6.4. Assume $\mathrm{H}(\mathrm{III}), \alpha \neq 0, \beta \neq 0$ and $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \notin \dot{\mathscr{E}}$. Then the averaged total cross section $\bar{\sigma}_{\beta \alpha}^{j j}(\lambda)$ is continuous in $\lambda \in\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \mathscr{E}$ and has the following Taylor (resp. Laurent) expansions near the threshold $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right)$ :

Elastic case: $\alpha=\beta, j=l$.

$$
\begin{equation*}
\bar{\sigma}_{\alpha \alpha}^{j j}(\lambda)=\sum_{n=0}^{\infty} \bar{\sigma}_{\alpha \alpha, n}^{j j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, \bar{\sigma}_{\alpha \alpha, 0}^{j j}=4 \pi\left|A_{\alpha \alpha}^{j j}\right|^{2} . \tag{6.5}
\end{equation*}
$$

Inelastic case: $\alpha=\beta, j \neq l$ (i.e. $\psi_{\alpha}^{j} \neq$ const. $\left.\psi_{\alpha}^{l}\right)$.

$$
\begin{array}{ll}
\bar{\sigma}_{\alpha \alpha}^{l j}(\lambda)=\sum_{n=-1}^{\infty} \bar{\sigma}_{\alpha \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}>e_{\alpha}^{l}, \\
\bar{\sigma}_{\alpha \alpha}^{l j}(\lambda)=\sum_{n=1}^{\infty} \hat{\hat{\sigma}}_{\alpha \alpha, n}^{j j}\left(\lambda-e_{\alpha}^{l}\right)^{n / 2}, & e_{\alpha}^{j}<e_{\alpha}^{l},  \tag{6.6}\\
\bar{\sigma}_{\alpha \alpha}^{l j}(\lambda)=\sum_{n=0}^{\infty} \tilde{\sigma}_{\alpha \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}=e_{\alpha}^{l} .
\end{array}
$$

Rearrangement case: $\alpha \neq \beta$.

$$
\begin{array}{ll}
\bar{\sigma}_{\beta \alpha}^{l j}(\lambda)=\sum_{n=-1}^{\infty} \bar{\sigma}_{\beta \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}>e_{\beta}^{l}, \\
\bar{\sigma}_{\beta \alpha}^{l j}(\lambda)=\sum_{n=1}^{\infty} \hat{\sigma}_{\beta \alpha, n}^{l j}\left(\lambda-e_{\beta}^{l}\right)^{n / 2}, & e_{\alpha}^{j}<e_{\beta}^{l},  \tag{6.7}\\
\bar{\sigma}_{\beta \alpha}^{l j}(\lambda)=\sum_{n=0}^{\infty} \tilde{\sigma}_{\beta \alpha, n}^{l j}\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}=e_{\beta}^{l} .
\end{array}
$$

Proof. All expansions directly follow from Lemma 6.3. Since without loss of generality we may assume $u_{\alpha} \in L^{1}\left(\mathscr{R}^{3}\right), \quad \alpha=1,2,3$ (otherwise $v_{\alpha}\left(x_{\alpha}\right)=$ $e^{-b^{\prime}\left|x_{\alpha}\right|} e^{-\left(b-b^{\prime}\right)\left|x_{\alpha}\right|} u_{\alpha}\left(x_{\alpha}\right) \equiv e^{-b^{\prime}\left|x_{\alpha}\right|} u_{\alpha}^{\prime}\left(x_{\alpha}\right), 0<b^{\prime}<b, u_{\alpha}^{\prime} \in L^{1}\left(\mathscr{R}^{3}\right) \cap L^{p}\left(\mathscr{R}^{3}\right)$ for some $p>$ $3 / 2$ and we need only to replace ( $b, u_{\alpha}$ ) by $\left(b^{\prime}, u_{\alpha}^{\prime}\right), \alpha=1,2,3$ ) Definition 5.4 applies and yields the assertion for $\bar{\sigma}_{\alpha \alpha, 0}^{i j}$ in terms of $A_{\alpha \alpha}^{i j}$.

Our final result reads
Theorem 6.5. Assume $\mathrm{H}(\mathrm{III}), \alpha \neq 0, \beta \neq 0$ and $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right) \notin \stackrel{\&}{\mathscr{E}}$. Then the scattering amplitude $f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)$ is continuous in $\left(\lambda, \omega_{\alpha}^{j}, \omega_{\beta}^{l}\right) \in$ $\left\{\left(\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right), \infty\right) \backslash \stackrel{\rightharpoonup}{\mathscr{E}}\right\} \times S^{2} \times S^{2}$ and has the following Taylor (resp. Laurent) expansion near the threshold $\sup \left(e_{\alpha}^{j}, e_{\beta}^{l}\right)$ :

Elastic case: $\alpha=\beta, j=l$.

$$
\begin{equation*}
f_{\alpha \alpha}^{j j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)=\sum_{n=0}^{\infty} f_{\alpha \alpha, n}^{j j}\left(\omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, \quad f_{\alpha \alpha, 0}^{j j}\left(\omega_{\alpha}^{j} \rightarrow \hat{\omega}_{\alpha}^{j}\right)=-A_{\alpha \alpha}^{j j} . \tag{6.8}
\end{equation*}
$$

Inelastic case: $\alpha=\beta, j \neq l$ (i.e. $\psi_{\alpha}^{j} \neq$ const. $\left.\psi_{\alpha}^{l}\right)$.

$$
f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)=\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4} \sum_{n=0}^{\infty} f_{\alpha \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, \quad e_{\alpha}^{j}>e_{\alpha}^{l},
$$

$$
\begin{array}{ll}
f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)=\left(\lambda-e_{\alpha}^{l}\right)^{1 / 4} \sum_{n=0}^{\infty} \hat{f}_{\alpha \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)\left(\lambda-e_{\alpha}^{l}\right)^{n / 2}, & e_{\alpha}^{j}<e_{\alpha}^{l},  \tag{6.9}\\
f_{\alpha \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)=\sum_{n=0}^{\infty} \tilde{f}_{\alpha \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\alpha}^{l}\right)\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}=e_{\alpha}^{l} .
\end{array}
$$

Rearrangement case: $\alpha \neq \beta$.

$$
\begin{array}{ll}
f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=\left(\lambda-e_{\alpha}^{j}\right)^{-1 / 4} \sum_{n=0}^{\infty} f_{\beta \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}>e_{\beta}^{l}, \\
f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=\left(\lambda-e_{\beta}^{l}\right)^{1 / 4} \sum_{n=0}^{\infty} \hat{f}_{\beta \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)\left(\lambda-e_{\beta}^{l}\right)^{n / 2}, & e_{\alpha}^{j}<e_{\beta}^{l}, \\
f_{\beta \alpha}^{l j}\left(\lambda, \omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)=\sum_{n=0}^{\infty} \tilde{f}_{\beta \alpha, n}^{l j}\left(\omega_{\alpha}^{j} \rightarrow \omega_{\beta}^{l}\right)\left(\lambda-e_{\alpha}^{j}\right)^{n / 2}, & e_{\alpha}^{j}=e_{\beta}^{l} .
\end{array}
$$

Proof. The proof is a direct consequence of Theorems 5.1-5.3 and Lemmas 6.1-6.3.
Given the expansion (6.8) one can define higher-order low energy parameters such as the elastic effective range parameter similar to the two-body case (cf. [1]). We omit the details.
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#### Abstract

A new Lie algebraic technique based on the idea of fractional differentiation is evolved for constructing new models of representations of the Lie algebra $s l(2, C)$. Some of the Lie algebra elements in the new models are differintegral (integral-differential) operators while the basis vectors turn out to be solutions of differintegral equations
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1. Introduction. In [7], irreducible representations of the Lie algebras $s l(2, C)$, the oscillator algebra and the algebra of the Euclidean group in the plane have been determined, and models of these representations have been constructed in terms of first order differential operators (the operator types $A, B, C^{\prime}, C^{\prime \prime}, D^{\prime}$ ) acting on spaces of functions of two complex variables $z, t$. The basis vectors $f_{m}(z, t)=Z_{m}(z) t^{m}$ of such irreducible representations have turned out to be such that $Z_{m}(z)$ are functions of hypergeometric type. This connection between Lie algebras and special functions has led to recurrence relations, differential equations, generating functions and addition theorems for the functions of hypergeometric type. Later, in [8], the type $A, \cdots, D^{\prime}$ operators have been used as building blocks to construct more complicated models of irreducible representations of these Lie algebras. Some of the Lie algebra elements in these models are second order differential operators. Furthermore, the models have been constructed in such a way that the basis vectors turn out to be special functions satisfying second order nonhomogeneous differential equations.

In this paper we propose to use type A and type B operators as building blocks for constructing new models of irreducible representations of the Lie algebras $s l(2, C)$. The method that we employ for this construction will be based on the idea of fractional differentiation. These new models will be such that somc of the Lie algebra elements in them are differintegral operators, while the basis vectors turn out to be solutions of differintegral equations.

In § 2, we define the fractional (or generalized) derivative of order $\alpha$ of an analytic function $f(z)$, written as $D_{z}^{\alpha} f(z)$, and then make use of this to express fractional derivative representations of some special functions which we need in our discussion.

In § 3, we discuss the generalized Leibnitz rule for the fractional derivative of the product of two analytic functions. We introduce a new operator $\mathscr{D}$, defined as $\mathscr{D} f(z)=$ $z^{1-\lambda} D_{z}^{\mu-\lambda} f(z)$, and thereafter make use of the rule for obtaining operator expressions for $\mathscr{D}^{-1} L \mathscr{D}, L=z, z(d / d z), z^{2}(d / d z)$. The new expressions turn out to be differintegral operators.

In §§ 4-6, we consider the type A and type B representations of $s l(2, C)$ [7, Chap. 5]. The basis functions corresponding to these representations are in terms of ${ }_{2} F_{1}$ and ${ }_{1} F_{1}$, respectively. Through $\mathscr{D}^{-1} L \mathscr{D}$, the type A,B operators induce new sets of Lie algebra operators, the corresponding basis vectors turning out in terms of ${ }_{3} F_{2}$ and ${ }_{2} F_{2}$, respectively. This leads to the construction of new models of representations of $s l(2, C)$.

[^90]2. Fractional derivative representation. In 1731, L. E. Euler considered the concept of fractional differentiation when he extended the familiar formula
$$
\frac{d^{n} z^{p}}{d z^{n}}=p(p-1)(p-2) \cdots(p-n+1) z^{p-n}=\frac{p!}{(p-n)!} z^{p-n}
$$
to $n=\alpha$, where $\alpha$ is as usual arbitrary, by writing
\[

$$
\begin{equation*}
D_{z}^{\alpha} z^{p}=\frac{\Gamma(p+1)}{\Gamma(p-\alpha+1)} z^{p-\alpha} . \tag{2.1}
\end{equation*}
$$

\]

In fact, it was this formula which led Euler to invent the gamma function for fractional values of the factorial: $\Gamma(p+1)=p$ !.

It immediately follows that if

$$
\begin{equation*}
g(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, \quad|z|<R, \tag{2.2}
\end{equation*}
$$

then, for $0<|z|<R$,

$$
\begin{align*}
D_{z}^{\alpha}\left(z^{p} g(z)\right) & =\sum_{n=0}^{\infty} a_{n} D_{z}^{\alpha} z^{p+n} \\
& =\sum_{n=0}^{\infty} a_{n} \frac{\Gamma(p+n+1)}{\Gamma(p+n-\alpha+1)} z^{p+n-\alpha} . \tag{2.3}
\end{align*}
$$

Relation (2.3) fails to have meaning when $p$ is a negative integer. Using (2.3), we list the following results:

$$
0<(|a|+|b|)|z|<1,
$$

$$
D_{z}^{\lambda-\mu}\left\{z^{\lambda-1} F_{2}\left(\alpha ; \beta, \beta^{\prime} ; \gamma, \gamma^{\prime} ; z, t\right)\right\}=\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} F_{0: 2 ; 1}^{1: 2 ; 1}\left(\begin{array}{l}
\alpha: \beta, \lambda ; \beta^{\prime} ;  \tag{2.8}\\
-: \gamma, \mu ; \gamma^{\prime} ;
\end{array} \quad z, t\right)
$$

$$
0<|z|+|t|<1,
$$

$$
\begin{align*}
D_{z}^{\lambda-\mu} & \left\{z^{\lambda-1} e^{z} \psi_{2}\left[\alpha ; \gamma, \gamma^{\prime} ;-z, t\right]\right\}  \tag{2.9}\\
& =\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} G_{0: 2 ; 1}^{1: 1 ; 2}\left(\begin{array}{c}
\gamma-\alpha: \lambda ; \alpha, 1+\alpha-\gamma ; \\
-: \mu, \gamma ; \gamma^{\prime} ;
\end{array} \quad z,-t\right),
\end{align*}
$$

$$
0<|z|<\infty, \quad|t|<\infty
$$

$$
\begin{align*}
& D_{z}^{\lambda-\mu}\left\{z^{\lambda-1}{ }_{1} F_{1}\left[\begin{array}{ll}
\alpha ; & z \\
\beta ; & ]
\end{array}\right]\right\}=\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1}{ }_{2} F_{2}\left[\begin{array}{lll}
\alpha, & \lambda ; & z \\
\beta, & \mu ; &
\end{array}\right], \quad 0<|z|<\infty,  \tag{2.4}\\
& D_{z}^{\lambda-\mu}\left\{z^{\lambda-1}{ }_{2} F_{1}\left[\begin{array}{cc}
\alpha, \beta ; & z \\
\gamma ; &
\end{array}\right]\right\}=\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \beta, \lambda ; & z \\
\gamma, \mu ; &
\end{array}\right], \quad 0<|z|<1,  \tag{2.5}\\
& D_{z}^{\lambda-\mu}\left\{z^{\lambda-1} e^{a z}{ }_{1} F_{1}\left[\begin{array}{ll}
\alpha ; & b z \\
\beta ; & ]
\end{array}\right]=\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} F_{1: 1 ; 0}^{1: 1 ; 0}\left(\begin{array}{ll}
\lambda: \alpha ;-; \\
\mu: \beta ;-;
\end{array} \quad a z, b z\right),\right.  \tag{2.6}\\
& 0<|a z|, \quad|b z|<\infty, \\
& D_{z}^{\lambda-\mu}\left\{z^{\lambda-1}(1-b z)^{-\alpha} 2 F_{1}\left[\begin{array}{c}
\alpha, \beta ; \\
\gamma ; \\
1-b z
\end{array}\right]\right\}  \tag{2.7}\\
& =\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} F_{1: 1 ; 0}^{2: 1 ; 0}\binom{\alpha, \lambda: \beta ;-; \quad a z, b z}{\mu: \gamma ;-;},
\end{align*}
$$

$$
\begin{array}{r}
D_{z}^{\lambda-\mu}\left\{z^{\lambda-1} e^{z} \psi_{2}[\alpha ; \alpha, \beta ;-z, t]\right\}=\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} F_{1: 2 ; 0}^{1: 1,0}\left(\begin{array}{c}
\alpha: \lambda ;-; \\
\beta: \alpha, \mu ;-z ;
\end{array}, z t\right),  \tag{2.10}\\
0<|z|<\infty, \quad|t|<\infty
\end{array}
$$

$$
\begin{align*}
D_{z}^{\lambda-\mu} & \left\{z^{\lambda-1}(1-z)^{-\beta} F_{2}\left[\alpha ; \beta, \beta^{\prime} ; \alpha, \gamma ; \frac{-z}{1-z}, t\right]\right\}  \tag{2.11}\\
& =\frac{\Gamma(\lambda)}{\Gamma(\mu)} z^{\mu-1} F_{1: 2 ; 0}^{2: 2 ; 0}\binom{\alpha, \alpha^{\prime}: \beta, \lambda ;-;}{\beta^{\prime}: \alpha, \mu ;-z ;-z t, t}, \\
& 0<|z|<1, \quad|z t|+|t|<1,
\end{align*}
$$

where [10],

$$
\begin{align*}
& { }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \cdots, \alpha_{p} ; \\
\beta_{1}, \cdots, \beta_{q} ;
\end{array}\right]=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \cdots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \cdots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!},  \tag{2.12}\\
& |z|<\infty \quad \text { if } p \leqq q ; \quad|z|<1 \quad \text { if } p=q+1, \\
& \psi_{2}(\alpha ; \beta, \gamma ; z, t)=\sum_{m, n=0}^{\infty} \frac{(\alpha)_{m+n}}{(\beta)_{m}(\gamma)_{n}} \frac{z^{m} t^{n}}{m!n!}, \quad 0 \leqq|z|<\infty, \quad 0 \leqq|t|<\infty,  \tag{2.13}\\
& F_{2}\left[\alpha ; \beta, \beta^{\prime} ; \gamma, \gamma^{\prime} ; z, t\right]=\sum_{m, n=0}^{\infty} \frac{(\alpha)_{m+n}(\beta)_{m}\left(\beta^{\prime}\right)_{n}}{(\gamma)_{m}\left(\gamma^{\prime}\right)_{n}} \frac{z^{m} t^{n}}{m!n!}, \quad|z|+|t|<1,  \tag{2.14}\\
& F_{C: E ; E^{\prime}}^{A: B, B^{\prime}}\left(\begin{array}{ll}
(a):(b) ;\left(b^{\prime}\right) ; & z, t) \\
(c):(e) ;\left(e^{\prime}\right) ; &
\end{array}\right)  \tag{2.15}\\
& =\sum_{m, n=0}^{\infty} \frac{\prod_{j=1}^{A}\left(a_{j}\right)_{m+n} \prod_{j=1}^{B}\left(b_{j}\right)_{m} \prod_{j=1}^{B^{\prime}}\left(b_{j}^{\prime}\right)_{n}}{\prod_{j=1}^{C}\left(c_{j}\right)_{m+n} \prod_{j=1}^{E}\left(e_{j}\right)_{m} \prod_{j=1}^{E^{\prime}}\left(e_{j}^{\prime}\right)_{n}} \frac{m!n!}{m}, \\
& G_{C: E ; E}^{A: B, E^{\prime}}\left(\begin{array}{ll}
(a):(b) ;\left(b^{\prime}\right) ; & z, t) \\
(c):(e) ;\left(e^{\prime}\right) ; &
\end{array}\right)  \tag{2.16}\\
& =\sum_{m, n=0}^{\infty} \frac{\prod_{j=1}^{A}\left(a_{j}\right)_{m-n} \prod_{j=1}^{B}\left(b_{j}\right)_{m} \prod_{j=1}^{B^{\prime}}\left(b_{j}^{\prime}\right)_{n}}{\prod_{j=1}^{C}\left(c_{j}\right)_{m-n} \prod_{j=1}^{E}\left(e_{j}\right)_{m} \prod_{j=1}^{E^{\prime}}\left(e_{j}^{\prime}\right)_{n}} \frac{z^{m} t^{n}}{m!n!} .
\end{align*}
$$

3. Generalized Leibnitz rule. Consider the Leibnitz rule from elementary calculus for the derivative of the product of two functions $u(z)$ and $v(z)$ :

$$
D_{z}^{N} u v=\sum_{n=0}^{N}\binom{N}{n} D_{z}^{N-n} u D_{z}^{n} v .
$$

A reasonable guess for the generalization of this result to fractional derivatives is

$$
\begin{equation*}
D_{z}^{\alpha} u v=\sum_{n=0}^{\infty}\binom{\alpha}{n} D_{z}^{\alpha-n} u D_{z}^{n} v . \tag{3.1}
\end{equation*}
$$

This guess is indeed correct and it was given as early as 1867 by A. K. Grunwald [2]. It has been proved by Al-Bassam [1] and Osler [9] in a manner different from that of Grunwald.

In order to construct new models of representations, we introduce, for convenience's sake, operators $\mathscr{D}$ and $\mathscr{D}^{-1}$ defined as

$$
\begin{align*}
& \mathscr{D} f(z)=z^{1-\lambda} D_{z}^{\mu-\lambda} f(z),  \tag{3.2}\\
& \mathscr{D}^{-1} f(z)=D_{z}^{\lambda-\mu} z^{\lambda-1} f(z) . \tag{3.3}
\end{align*}
$$

Indeed

$$
\begin{equation*}
\mathscr{D} \mathscr{D}^{-1} f(z)=\mathscr{D}^{-1} \mathscr{D} f(z)=f(z) . \tag{3.4}
\end{equation*}
$$

Using (3.1), one arrives at the following:

$$
\begin{align*}
& \mathscr{D}^{-1} z \mathscr{D}=z+(\lambda-\mu) \frac{d^{-1}}{d z^{-1}},  \tag{3.5}\\
& \mathscr{D}^{-1}\left(z \frac{d}{d z}\right) \mathscr{D}=z \frac{d}{d z}+1-\mu,  \tag{3.6}\\
& \mathscr{D}^{-1}\left(z^{2} \frac{d}{d z}\right) \mathscr{D}=z^{2} \frac{d}{d z}+(1+\lambda-2 \mu) z-\mu(\lambda-\mu) \frac{d^{-1}}{d z^{-1}} . \tag{3.7}
\end{align*}
$$

Note that $d^{-1} / d z^{-1}$ is an indefinite integral in disguise.
4. Representation $\boldsymbol{D}\left(\boldsymbol{u}, \boldsymbol{m}_{0}\right)$. Consider the representation $D\left(u, m_{0}\right)$ defined for $u$, $m_{0} \in C$ such that $0 \leqq \operatorname{Re} m_{0}<1$ and $u \pm m_{0}$ are not integers [7, Chap. 5]. The representation space $W$ has a basis $\left\{f_{m}\right\}, m \in S=\left\{m_{0}+n: n=0, \pm 1, \cdots\right\}$, such that the action of $s l(2, C)$ on $W$ is given by

$$
\begin{align*}
& J^{+} f_{m}=(m-u) f_{m+1}, \quad J^{-} f_{m}=-(m+u) f_{m-1}, \quad J^{3} f_{m}=m f_{m}, \\
& \left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) f_{m}=u(u+1) f_{m} . \tag{4.1}
\end{align*}
$$

The operators $\left\{J^{+}, J^{-}, J^{3}\right\}$ satisfy the commutation relations

$$
\begin{equation*}
\left[J^{3}, J^{ \pm}\right]= \pm J^{ \pm}, \quad\left[J^{+}, J^{-}\right]=2 J^{3}, \tag{4.2}
\end{equation*}
$$

and as such generate a Lie algebra which is an isomorphic image of the complex Lie algebra $\operatorname{sl}(2, C)[7$, p. 7].
4.1. Type A operators. The type A operators $\left\{J^{+}, J^{-}, J^{3}\right\}$ satisfying (4.1), and indeed (4.2), are

$$
\begin{align*}
& J^{+}=t\left(z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-u\right), \\
& J^{-}=t^{-1}\left[z(1-z) \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}+z(q+u)-u\right]  \tag{4.3}\\
& J^{3}=t \frac{\partial}{\partial t}
\end{align*}
$$

and

$$
f_{m}(z, t)={ }_{2} F_{1}\left[\begin{array}{cc}
m-u,-q-u ; & z  \tag{4.4}\\
-2 u ; & z
\end{array}\right] t^{m} .
$$

The multiplier representation $T$ induced by the operators (4.3) on $\mathscr{F}$, the space of all analytic functions in a neighbourhood of $\left(z_{0}, t_{0}\right)$, is

$$
\begin{align*}
{[T(g) f](z, t)=(d} & +b t)^{u}\left(a+\frac{c}{t}\right)^{-q}\left(a-\frac{c(z-1)}{t}\right)^{q+u}  \tag{4.5}\\
& \times f\left(\frac{z t}{(d+b t)(a t-c(z-1))}, \frac{c+a t}{d+b t}\right),
\end{align*}
$$

$|b t / d|<1,|c / a t|<1,|c(z-1) / a t|<1,-\pi<\arg a, \arg d<\pi$, and

$$
g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad a d-b c=1
$$

lies in a sufficiently small neighbourhood of the identity element

$$
e=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \varepsilon S L(2, C)
$$

Now we use the type A operators as building blocks for constructing a new model of irreducible representations of $s l(2, C)$.

To illustrate the method, we rewrite, with the help of (2.3),

$$
\begin{aligned}
& J^{+} f_{m}=t\left(z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-u\right) f_{m}=(m-u) f_{m+1} \\
& f_{m}(z, t)={ }_{2} F_{1}\left[\begin{array}{cc}
m-u,-q-u ; & z \\
-2 u ;
\end{array}\right] t^{m}
\end{aligned}
$$

as

$$
\begin{aligned}
J^{+}\left\{z^{1-\lambda}\right. & \left.\frac{\partial^{\mu-\lambda}}{\partial z^{\mu-\lambda}}\left(z^{\mu-1}{ }_{3} F_{2}\left[\begin{array}{cc}
m-u,-q-u, \lambda ; & z \\
-2 u, \mu ; & z
\end{array}\right] t^{m}\right)\right\} \\
& =(m-u) z^{1-\lambda} \frac{\partial^{\mu-\lambda}}{\partial z^{\mu-\lambda}}\left(z^{\mu-1}{ }_{3} F_{2}\left[\begin{array}{cc}
1+m-u,-q-u, \lambda ; & z \\
-2 u, \mu ;
\end{array}\right] t^{m}\right)
\end{aligned}
$$

It follows that

$$
\begin{equation*}
K^{+} h_{m}=(m-u) h_{m+1}, \tag{4.6}
\end{equation*}
$$

where, by (3.6),

$$
\begin{equation*}
K^{+}=\mathscr{D}^{-1} J^{+} \mathscr{D}=t\left(z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}+1-\mu-u\right) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{align*}
& h_{m}(z, t)=z^{\mu-1}{ }_{3} F_{2}\left[\begin{array}{cc}
m-u,-q-u, \lambda ; & z \\
-2 u, \mu ; & z
\end{array}\right] t^{m},  \tag{4.8}\\
& m=m_{0}+n, \quad n=0, \pm 1, \pm 2, \cdots .
\end{align*}
$$

Similarly,

$$
\begin{equation*}
K^{-} h_{m}=-(m+u) h_{m-1}, \quad K^{3} h_{m}=m h_{m} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{align*}
K^{-}=\mathscr{D}^{-1} J^{-} \mathscr{D}=t^{-1}[z(1-z) & \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}+(q+u+2 \mu-1-\lambda) z \\
& \left.+1-\mu-u+(\lambda-\mu)(q+u+\mu) \frac{\partial^{-1}}{\partial z^{-1}}\right] \tag{4.10}
\end{align*}
$$

$$
\begin{equation*}
K^{3}=\mathscr{D}^{-1} J^{3} \mathscr{D}=t \frac{\partial}{\partial t} \tag{4.11}
\end{equation*}
$$

Indeed,

$$
\begin{align*}
& {\left[K^{3}, K^{ \pm}\right]= \pm K^{ \pm}, \quad\left[K^{+}, K^{-}\right]=2 K^{3},}  \tag{4.12}\\
& \left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) h_{m}=u(u+1) h_{m} .
\end{align*}
$$

We have thus constructed a new model of irreducible representation $D\left(u, m_{0}\right)$ in terms of differintegral operators $\left\{K^{+}, K^{-}, K^{3}\right\}$ such that the vectors $h_{m}(z, t)$ defined by (4.8) form a basis of the representation space. Writing $h_{m}(z, t)=Z_{m}(z) t^{m}$, in terms of the functions $Z_{m}(z)$ the above relations take the form

$$
\begin{aligned}
& \left(z \frac{d}{d z}+1+m-\mu-u\right) Z_{m}(z)=(m-u) Z_{m+1}(z), \\
& {\left[z(1-z) \frac{d}{d z}+(\lambda-\mu)(q+u+\mu) \frac{d^{-1}}{d z^{-1}}+(q+u+2 \mu-\lambda-1) z+1-u-\mu-m\right]} \\
& \quad \cdot Z_{m}(z)=-(m+u) Z_{m-1}(z)
\end{aligned}
$$

$$
\begin{align*}
{\left[z^{2}(1-z)\right.} & \frac{d^{2}}{d z^{2}}+z\{(q+2 u+3 \mu-3-\lambda-m) z+2(1-\mu-u)\} \frac{d}{d z}  \tag{4.13}\\
& +(\lambda-\mu)(q+u+\mu) \frac{d^{-1}}{d z^{-1}}+z \\
& \cdot\{(\lambda-\mu)(q+u+\mu)+(q+u+2 \mu-\lambda-1)(1+m-u-\mu)\}] Z_{m}(z) \\
= & (1-\mu)(\mu+2 u) Z_{m}(z) .
\end{align*}
$$

The multiplier representation $T^{\prime}$ induced by the $K$-operators on $\mathscr{F}$ is

$$
\begin{align*}
{\left[T^{\prime}(g) h\right](z, t) } & =\mathscr{D}^{-1}\left[\exp \left(-\frac{b}{d} J^{+}\right) \exp \left(-c d J^{-}\right) \exp \left(\tau J^{3}\right)(\mathscr{D} h)(z, t)\right. \\
& =\mathscr{D}^{-1}[T(g)(\mathscr{D} h)](z, t), \quad e^{\tau / 2}=d^{-1} \tag{4.14}
\end{align*}
$$

By (4.5) it follows that

$$
\begin{align*}
& {\left[T^{\prime}(g) h\right](z, t)=\mathscr{D}^{-1}\left[(d+b t)^{u}\left(a+\frac{c}{t}\right)^{-q}\left(a-\frac{c(z-1)}{t}\right)^{q+u}\right.} \\
&\left.\times(\mathscr{D h})\left(\frac{z t}{(d+b t)(a t-c(z-1))}, \frac{c+a t}{d+b t}\right)\right], \tag{4.15}
\end{align*}
$$

$|b t / d|<1,|c / a t|<1,|c(z-1) / a t|<1$ and $g \in S L(2, C)$ lies in small enough neighbourhood of $e$ so that the above expression is uniquely defined.

In [5, § 2] it has been shown that 16 of the Horn functions of two variables [3] can be realized in terms of type A operators. In particular, the function

$$
\begin{equation*}
F=F_{2}\left[m_{0}-u ;-q-u, \beta^{\prime} ;-2 u, \gamma^{\prime} ; z, t\right] t^{m_{0}} \tag{4.16}
\end{equation*}
$$

satisfies the Casimir eigenvalue equation

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) F=u(u+1) F \tag{4.17}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[J^{3} J^{3}-J^{+} J^{3}+\left(m_{0}-\beta^{\prime}\right) J^{+}-\left(2 m_{0}-\gamma^{\prime}+1\right) J^{3}\right] F=m_{0}\left(\gamma^{\prime}-m_{0}-1\right) F . \tag{4.18}
\end{equation*}
$$

Likewise, it can be shown that

$$
G=t^{m_{o}}(1-t)^{u-m_{0}}{ }_{2} F_{1}\left[\begin{array}{cc}
m_{0}-u,-q-u ; & z  \tag{4.19}\\
-2 u ; & 1-t
\end{array}\right]
$$

is a simultaneous solution of

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) G=u(u+1) G \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[J^{3} J^{3}-J^{+} J^{3}+m_{0} J^{+}-\left(2 m_{0}+1\right) J^{3}\right] G=-m_{0}\left(1+m_{0}\right) G . \tag{4.21}
\end{equation*}
$$

Thus, by (2.5) and (2.8), it follows that

$$
\begin{equation*}
\mathscr{H}_{1}=t^{m_{0} z^{\mu-1}} F_{0: 2 ; 1}^{1: 2 ; 1}\binom{m_{0}-u:-q-u, \lambda ; \beta^{\prime} ; \quad z, t}{-:-2 u, \mu ; \gamma^{\prime} ;} \tag{4.22}
\end{equation*}
$$

satisfies the differintegral equation

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}_{1}=u(u+1) \mathscr{H}_{1} \tag{4.23}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[K^{3} K^{3}-K^{+} K^{3}+\left(m_{0}-\beta^{\prime}\right) K^{+}-\left(2 m_{0}-\gamma^{\prime}+1\right) K^{3}\right] \mathscr{H}_{1}=m_{0}\left(\gamma^{\prime}-m_{0}-1\right) \mathscr{H}_{1} \tag{4.24}
\end{equation*}
$$

while

$$
\mathscr{H}_{2}=t^{m_{0} z^{\mu-1}}(1-t)^{u-m_{0}}{ }_{3} F_{2}\left[\begin{array}{cc}
m_{0}-u,-q-u, \lambda ; & z  \tag{4.25}\\
-2 u, \mu ; & 1-t
\end{array}\right]
$$

is a common solution of both

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}_{2}=u(u+1) \mathscr{H}_{2} \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[K^{3} K^{3}-K^{+} K^{3}+m_{0} K^{+}-\left(2 m_{0}+1\right) K^{3}\right] \mathscr{H}_{0}=-m_{0}\left(1+m_{0}\right) \mathscr{H}_{2} . \tag{4.27}
\end{equation*}
$$

Now, we have the expansions [6], [11],

$$
\begin{equation*}
T^{\prime}(g) \mathscr{H}_{i}=\sum_{n=-\infty}^{\infty} k_{i n}(g) h_{m_{0}+n}, \quad i=1,2 \tag{4.28}
\end{equation*}
$$

each valid in a region determined by the inequalities (4.15).
The identities which follow as special cases from (4.28), are as under:

$$
\begin{align*}
& (1-t)^{-\alpha} F_{0: 2,1}^{1: 2,1}\left(\begin{array}{ll}
\alpha: \beta, \lambda ; \beta^{\prime} ; & \frac{z}{-: \gamma, \mu ; \gamma^{\prime} ;}, \\
1-t & \frac{-\omega t}{1-t}
\end{array}\right) \\
& \quad=\sum_{n=0}^{\infty} \frac{(\alpha)_{n}}{n!}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha+n, \beta, \lambda ; & z \\
\gamma, \mu ; &
\end{array}\right]{ }_{2} F_{1}\left[\begin{array}{cc}
-n, \beta^{\prime} ; & \omega \\
\gamma^{\prime} ; & \omega
\end{array}\right] t^{n}, \tag{4.29}
\end{align*}
$$

$$
|t|<1, \quad\left|\frac{z}{1-t}\right|+\left|\frac{\omega t}{1-t}\right|<1
$$

$\left(1+\frac{c}{t}\right)^{\alpha-\gamma}(1-c-t)^{-\alpha} F_{1: 1 ; 0}^{2: 1 ; 0}\left(\begin{array}{c}\beta, \lambda: \alpha ;-; \frac{z t}{\mu: \gamma ;-;}(c+t)(1-c-t)\end{array}, \frac{c z}{c+t}\right)$

$$
\begin{gather*}
=\sum_{n=-\infty}^{\infty} \frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha+n, \beta, \lambda ; & { }_{2} \\
\gamma, \mu ; & z \frac{{ }_{2} F_{1}(\alpha+n, 1+\alpha-\gamma-n ; n+1 ; c)}{\Gamma(n+1)} t^{n} \\
\left|\frac{c}{t}\right|<1, & |c+t|<1,
\end{array}\left|\frac{z t}{(c+t)(1-c-t)}\right|+\left|\frac{c z}{c+t}\right|<1\right. \tag{4.30}
\end{gather*}
$$

$$
(1-t)^{-\alpha}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \beta, \lambda ; & z  \tag{4.31}\\
\gamma, \mu ; & 1-t
\end{array}\right]=\sum_{n=0}^{\infty} \frac{(\alpha)_{n}}{n!}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha+n, \beta, \lambda ; & z \\
\gamma, \mu ; & z
\end{array}\right] t^{n}, \quad|z|+|t|<1 .
$$

In (4.30), the terms corresponding to $n=-1,-2,-3, \cdots$ are well defined in view of the relation

$$
\begin{align*}
& \lim _{s \rightarrow-k} \frac{1}{\Gamma(1+s)}{ }_{2} F_{1}\left[\begin{array}{cc}
\alpha+s, 1+\alpha-\gamma+s ; & c \\
1+s ; & c
\end{array}\right] \\
&  \tag{4.32}\\
& \\
& \\
& \quad=\frac{(\alpha-k)_{k}(1+\alpha-\gamma-k)_{k}}{k!} c^{k}{ }_{2} F_{1}\left[\begin{array}{cc}
\alpha, 1+\alpha-\gamma ; & c \\
1+k ; & c
\end{array}\right] .
\end{align*}
$$

The above identities are valid for all $\alpha, \beta, \beta^{\prime}, \gamma, \gamma^{\prime}, \lambda, \mu \in C$ such that $\alpha, \alpha-\gamma$ are not integers and $\gamma, \gamma^{\prime}, \mu \neq 0,-1,-2, \cdots$.
4.2. Type B operators. The type B operators $\left\{J^{+}, J^{-}, J^{3}\right\}$ and the corresponding basis vectors $\left\{f_{m}\right\}$ satisfying (4.1) as well as (4.2) are

$$
\begin{align*}
& J^{+}=t\left(z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-z+u+1\right), \\
& J^{-}=t^{-1}\left(z \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}+u+1\right),  \tag{4.33}\\
& J^{3}=t \frac{\partial}{\partial t}
\end{align*}
$$

and

$$
\begin{equation*}
f_{m}(z, t)=L_{m-u-1}^{(2 u+1)}(z) t^{m} . \tag{4.34}
\end{equation*}
$$

$L_{m-u-1}^{(2 u+1)}(z)$ are generalized Laguerre functions defined as [10]

$$
L_{n}^{(\alpha)}(z)=\frac{\Gamma(1+\alpha+n)}{\Gamma(1+\alpha) \Gamma(1+n)}, F_{1}\left[\begin{array}{cc}
-n ; & z  \tag{4.35}\\
1+\alpha ; & z . ~
\end{array}\right.
$$

The multiplier representation induced by the $J$-operators on the space $\mathscr{F}$ is

$$
\begin{gather*}
{[T(g) f](z, t)=(d+b t)^{-u-1}\left(a+\frac{c}{t}\right)^{-u-1} \exp \left(\frac{b z t}{d+b t}\right)} \\
\cdot f\left(\frac{z t}{(a t+c)(d+b t)}, \frac{a t+c}{d+b t}\right), \tag{4.36}
\end{gather*}
$$

$|c / a t|<1,|b t / d|<1,-\pi<\arg a, \arg d<\pi, a d-b c=1$, and $g$ lies in a sufficiently small neighbourhood of the identity element $e \in S L(2, C)$.

As in $I$, the operators $J^{+}, J^{-}, J^{3}$ give rise to the operators $K^{+}, K^{-}, K^{3}$ :

$$
\begin{align*}
& K^{+}=\mathscr{D}^{-1} J^{+} \mathscr{D}=t\left[z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-z+u-\mu+(\mu-\lambda) \frac{\partial^{-1}}{\partial z^{-1}}+2\right], \\
& K^{-}=\mathscr{D}^{-1} J^{-} \mathscr{D}=t^{-1}\left(z \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}+u-\mu+2\right),  \tag{4.37}\\
& K^{3}=\mathscr{D}^{-1} J^{3} \mathscr{D}=t \frac{\partial}{\partial t}
\end{align*}
$$

such that

$$
\begin{gather*}
K^{+} h_{m}=(m-u) h_{m+1}, \quad K^{-} h_{m}=-(m+u) h_{m-1}, \quad K^{3} h_{m}=m h_{m},  \tag{4.38}\\
h_{m}(z, t)=\frac{\Gamma(u+m+1)}{\Gamma(2 u+2) \Gamma(m-u)} z^{\mu-1}{ }_{2} F_{2}\left[\begin{array}{cc}
1+u-m, \lambda ; & z \\
2+2 u, \mu ;
\end{array}\right] t^{m} . \tag{4.39}
\end{gather*}
$$

Again

$$
\begin{align*}
& {\left[K^{3}, K^{ \pm}\right]= \pm K^{ \pm}, \quad\left[K^{+}, K^{-}\right]=2 K^{3},}  \tag{4.40}\\
& \left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) h_{m}=u(u+1) h_{m} .
\end{align*}
$$

If we write $h_{m}(z, t)=Z_{m}(z) t^{m}$, in terms of the functions $Z_{m}(z)$ the above relations become

$$
\begin{align*}
& {\left[z \frac{d}{d z}+(\mu-\lambda) \frac{d^{-1}}{d z^{-1}}+m+u-\mu-z+2\right] Z_{m}(z)=(m-u) Z_{m+1}(z),} \\
& \left(z \frac{d}{d z}+u-\mu+2-z\right) Z_{m}(z)=-(m+u) Z_{m-1}(z), \\
& {\left[z^{2} \frac{d^{2}}{d z^{2}}+(2 u-2 \mu-z) z \frac{d}{d z}+(\mu-\lambda)(u-\mu-m-1) \frac{d^{-1}}{d z^{-1}}\right.}  \tag{4.41}\\
& \quad+(2 \mu+m-u-\lambda) z+(m-2 u)(\mu+1)] Z_{m}(z)=0 .
\end{align*}
$$

The multiplier representation $T^{\prime}$ induced by the $K$-operators on $\mathscr{F}$ is

$$
\begin{array}{r}
{\left[T^{\prime}(g) h\right](z, t)=\mathscr{D}^{-1}\left[(b+d t)^{-u-1}\left(a+\frac{c}{t}\right)^{-u-1} \exp \left(\frac{b z t}{d+b t}\right)\right.} \\
\left.\cdot(\mathscr{D} h)\left(\frac{z t}{(a t+c)(d+b t)}, \frac{a t+c}{d+b t}\right)\right], \tag{4.42}
\end{array}
$$

$|c / a t|<1,|b t / d|<1$ and $g \in S L(2, C)$ lies in a sufficiently small neighbourhood of the identity element so that the above expression is uniquely defined.

It has been shown in [4] that

$$
\begin{equation*}
F=t^{m_{0}} e^{z} \psi_{2}\left[1+u+m_{0} ; 2+2 u, \gamma^{\prime} ;-z, t\right] \tag{4.43}
\end{equation*}
$$

satisfies both

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) F=u(u+1) F \tag{4.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[J^{3} J^{3}+\left(\gamma^{\prime}-2 m_{0}-1\right) J^{3}-J^{+}\right] F=m_{0}\left(\gamma^{\prime}-m_{0}\right) F, \tag{4.45}
\end{equation*}
$$

while it can be shown that

$$
G=t^{m_{0}}(1-t)^{-1-u-m_{0}} e^{z}{ }_{1} F_{1}\left[\begin{array}{cc}
1+u+m_{0} ; & -\frac{z}{1-t}  \tag{4.46}\\
2+2 u ;
\end{array}\right]
$$

is a common solution of

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) G=u(u+1) G \tag{4.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[J^{3} J^{3}-J^{-} J^{3}+m_{0} J^{-}-\left(1+2 m_{0}\right) J^{3}\right] G=-m_{0}\left(m_{0}+1\right) G . \tag{4.48}
\end{equation*}
$$

Therefore, by (2.6) and (2.9), it follows that

$$
\mathscr{H}_{1}=z^{\mu-1} t^{m_{0}} G_{0: 2 ; 1}^{1: 1 ; 2}\left(\begin{array}{cc}
1+u-m_{0}: \lambda ; 1+u+m_{0}, m_{0}-u ; & z,-t  \tag{4.49}\\
-: 2+2 u, \mu ; \gamma^{\prime} ;
\end{array}\right)
$$

satisfies

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}_{1}=u(u+1) \mathscr{H}_{1} \tag{4.50}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[K^{3} K^{3}+\left(\gamma^{\prime}-2 m_{0}-1\right) K^{3}-K^{+}\right] \mathscr{H}_{1}=m_{0}\left(\gamma^{\prime}-m_{0}\right) H_{1}, \tag{4.51}
\end{equation*}
$$

while

$$
\mathscr{H}_{2}=z^{\mu-1} t^{m_{0}}(1-t)^{-1-u-m_{0}} F_{1: 1 ; 0}^{1: 1 ; 0}\left(\begin{array}{c}
\lambda: 1+u+m_{0} ;-;  \tag{4.52}\\
\mu: 2+2 u ;-;
\end{array} \quad-\frac{z}{1-t}, z\right)
$$

satisfies

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}_{2}=u(u+1) \mathscr{H}_{2} \tag{4.53}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[K^{3} K^{3}-K^{-} K^{3}+m_{0} K^{-}-\left(1+2 m_{0}\right) K^{3}\right] \mathscr{H}_{2}=-m_{0}\left(m_{0}+1\right) \mathscr{H}_{2} . \tag{4.54}
\end{equation*}
$$

From the expansions

$$
\begin{equation*}
T(g) \mathscr{H}_{i}=\sum_{n=-\infty}^{\infty} j_{i n} h_{m_{0}+n}, \quad i=1,2, \tag{4.55}
\end{equation*}
$$

we obtain the following identities:

$$
\begin{align*}
& (1-t)^{-\alpha} F_{0: 2 ; 1}^{1: 1 ; 0}\left(\begin{array}{c}
\left.\alpha: \lambda ;-; \quad \frac{z}{-} \mu, \gamma ; \gamma^{\prime} ; \quad \frac{-\omega t}{1-t}, \frac{1-t}{1-t}\right)
\end{array}\right. \\
& =\sum_{n=0}^{\infty} \frac{(\alpha)_{n}}{n!}{ }_{2} F_{2}\left[\begin{array}{cc}
\alpha+n, \lambda ; & z \\
\gamma, \mu ; & ]_{1} F_{1}\left[\begin{array}{cc}
-n ; & \omega \\
\gamma^{\prime} ; & \omega
\end{array}\right] t^{n}, \quad|t|<1, ~
\end{array}\right. \tag{4.56}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{n=-\infty}^{\infty} \frac{\Gamma(\gamma-\alpha+n)}{\Gamma(\gamma-\alpha)}{ }_{2} F_{2}\left[\begin{array}{cc}
\alpha-n, \lambda ; & z \\
\gamma, \mu ; &
\end{array}\right]  \tag{4.57}\\
& \frac{{ }_{2} F_{1}(\gamma-\alpha+n, 1-\alpha+n ; 1+n ; c)}{\Gamma(1+n)} t^{n}, \quad\left|\frac{c}{t}\right|<1, \quad|c+t|<1,
\end{align*}
$$

where the terms corresponding to $n=-1,-2,-3, \cdots$ are well defined because of the relation of the type (4.32).

The above identities are valid for all $\alpha, \gamma, \gamma^{\prime}, \lambda, \mu \in C$ such that $\alpha$ and $\gamma-\alpha$ are not integers and $\gamma, \gamma^{\prime}, \mu \neq 0,-1,-2, \cdots$.
5. Type B representation $\uparrow u$. Consider the representation $\uparrow u$ of $s l(2, C), 2 u$ not a nonnegative integer. The representation space $W$ has a basis $\left\{f_{m}\right\}, m \in S=$ $\{-u+n: n \geqq 0\}$, such that the action of $\operatorname{sl}(2, C)$ on $W$ is given by

$$
\begin{align*}
& J^{+} f_{m}=(m-u) f_{m+1}, \quad J^{-} f_{m}=-(m+u) f_{m-1}, \quad J^{3} f_{m}=m f_{m}, \\
& \left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) f_{m}=u(u+1) f_{m} . \tag{5.1}
\end{align*}
$$

The type B operators $\left\{J^{+}, J^{-}, J^{3}\right\}$ and the basis functions $\left\{f_{m}\right\}$ satisfying (5.1) are [7, p. 188]

$$
\begin{align*}
& J^{+}=t\left(z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-z-u\right), \\
& J^{-}=t^{-1}\left(z \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}-u\right),  \tag{5.2}\\
& J^{3}=t \frac{\partial}{\partial t}
\end{align*}
$$

and

$$
\begin{equation*}
f_{m}(z, t)=\frac{\Gamma(-2 u) n!}{\Gamma(n-2 u)} L_{n}^{(-2 u-1)}(z) t^{m}, \quad m=-u+n \in S . \tag{5.3}
\end{equation*}
$$

The representation $\uparrow u$ can be extended to a local multiplier representation $T$ of $S L(2, C)$ on the space $\mathscr{F}$ of all functions analytic in a neighbourhood of the point $\left(z^{0}, t^{0}\right)=(1,1)$.

Thus

$$
\begin{equation*}
[T(g) f](z, t)=(d+b t)^{u}\left(a+\frac{c}{t}\right)^{u} e^{b z t /(d+b t)} f\left(\frac{z t}{(a t+c)(d+b t)}, \frac{a t+c}{d+b t}\right) \tag{5.4}
\end{equation*}
$$

$|c / a t|<1,|b t / d|<1, f \in \mathscr{F}$ and $g$ lies in a small enough neighbourhood of $e \in S L(2, C)$ such that the right-hand side of the expression is uniquely defined.

As in § 4, the operators $J^{+}, J^{-}, J^{3}$ induce operators $K^{+}, K^{-}, K^{3}$

$$
\begin{align*}
& K^{+}=\mathscr{D}^{-1} J^{+} \mathscr{D}=t\left[z \frac{\partial}{\partial z}+t \frac{\partial}{\partial t}-z-u-\mu+1+(\mu-\lambda) \frac{\partial^{-1}}{\partial z^{-1}}\right], \\
& K^{-}=\mathscr{D}^{-1} J^{-} \mathscr{D}=t^{-1}\left(z \frac{\partial}{\partial z}-t \frac{\partial}{\partial t}-u-\mu+1\right),  \tag{5.5}\\
& K^{3}=\mathscr{D}^{-1} J^{3} \mathscr{D}=t \frac{\partial}{\partial t}, \\
& K^{+} h_{m}=(m-u) h_{m+1}, \quad K^{-} h_{m}=-(m+u) h_{m-1}, \quad K^{3} h_{m}=m h_{m},  \tag{5.6}\\
& \left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) h_{m}=u(u+1) h_{m},
\end{align*}
$$

where

$$
h_{m}(z, t)={ }_{2} F_{2}\left[\begin{array}{cc}
-n, \lambda ; & z] t^{m}, \quad m=-u+n \in S . . . ~  \tag{5.7}\\
-2 u, \mu ; &
\end{array}\right]
$$

In view of the fact that

$$
\begin{equation*}
\left[K^{3}, K^{ \pm}\right]= \pm K^{ \pm}, \quad\left[K^{+}, K^{-}\right]=2 K^{3}, \tag{5.8}
\end{equation*}
$$

we have constructed a new model of irreducible representation $\uparrow u$ of $s l(2, C)$ in terms of differintegral operators $\left\{K^{+}, K^{-}, K^{3}\right\}$ such that the functions $h_{m}(z, t)$ defined by (5.7) are basis vectors.

The multiplier representation $T^{\prime}$ induced by the $K$-operators is

$$
\begin{align*}
& {\left[T^{\prime}(g) h\right](z, t)=\mathscr{D}^{-1} } {\left[(d+b t)^{u}\left(a+\frac{c}{t}\right)^{u} \exp \left(\frac{b z t}{d+b t}\right)\right.} \\
&\left.\cdot(\mathscr{D} h)\left(\frac{z t}{(a t+c)(d+b t)}, \frac{a t+c}{d+b t}\right)\right], \tag{5.9}
\end{align*}
$$

$|c / a t|<1,|b t / d|<1, a d-b c=1$, and $g$ lies in a sufficiently small neighbourhood of $e \in S L(2, C)$.

It can be easily shown that

$$
\begin{equation*}
F=\psi_{2}\left[-2 u ;-2 u, \gamma^{\prime} ;-z, t\right] e^{z} t^{-u} \tag{5.10}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) F=u(u+1) F \tag{5.11}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[J^{3} J^{3}+\left(2 u+\gamma^{\prime}-1\right) J^{3}-J^{+}\right] F=-u\left(u+\gamma^{\prime}\right) F . \tag{5.12}
\end{equation*}
$$

It therefore follows that

$$
\mathscr{H}=z^{\mu-1} t^{-u} F_{1: 2 ; 0}^{1: 1 ; 0}\left(\begin{array}{c}
-2 u: \lambda ;-;  \tag{5.13}\\
\gamma^{\prime}:-2 u, \mu ;-;
\end{array} \quad-z t, t\right)
$$

satisfies the differintegral equation

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}=u(u+1) \mathscr{H} \tag{5.14}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[K^{3} K^{3}+\left(2 u+\gamma^{\prime}-1\right) K^{3}-K^{+}\right] \mathscr{H}=-u\left(u+\gamma^{\prime}\right) \mathscr{H} . \tag{5.15}
\end{equation*}
$$

The expansion

$$
\begin{equation*}
T^{\prime}(g) \mathscr{H}=\sum_{n=0}^{\infty} p_{n}(g) h_{-u+n} \tag{5.16}
\end{equation*}
$$

leads us to an identity

$$
\begin{align*}
& F_{1: 2 ; 0}^{1: 1 ; 0}\left(\begin{array}{c}
\gamma: \lambda ;-; \\
\gamma^{\prime}: \mu, \gamma ;-;
\end{array} \quad z t, t+c\right) \\
& \quad=\sum_{n=0}^{\infty} \frac{(\gamma)_{n}}{n!\left(\gamma^{\prime}\right)_{n}}{ }_{2} F_{2}\left[\begin{array}{r}
-n, \lambda ; \\
\gamma, \mu ;
\end{array} \quad z\right]{ }_{1} F_{1}\left[\begin{array}{cc}
\gamma+n ; & c \\
\gamma^{\prime}+n ;
\end{array}\right] t^{n} . \tag{5.17}
\end{align*}
$$

We are not discussing type A representation $\uparrow u$ since the operators defining it do not fit into the fractional derivative approach.
6. Type A representation $\downarrow u$. consider the representation $\downarrow u$ of $s l(2, C), 2 u$ not a nonnegative integer [7, p. 205]. The representation space $W$ has a basis $\left\{f_{m}\right\}, m \in S=$ $\{u-n: n=0,1,2, \cdots\}$ such that the action of $s l(2, C)$ on $W$ is given by

$$
\begin{align*}
& J^{+} f_{m}=(m-u)_{m+1}, \quad J^{-} f_{m}=-(m+u) f_{m-1}, \quad J^{3} f_{m}=m f_{m}, \\
& \left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) f_{m}=u(u+1) f_{m} . \tag{6.1}
\end{align*}
$$

The type A operators $\left\{J^{+}, J^{-}, J^{3}\right\}$ here are (4.3) while

$$
\begin{equation*}
f_{m}(z, t)={ }_{2} F_{1}(-n,-q-u ;-2 u ; z) t^{m}, \quad m=u-n, \quad n=0,1,2, \cdots . \tag{6.2}
\end{equation*}
$$

Accordingly, $K$-operators induced by the $J$-operators are (4.7) and (4.9), while the corresponding basis functions $h_{m}(z, t)$ are

$$
h_{m}(z, t)=z^{\mu-1}{ }_{3} F_{2}\left[\begin{array}{cc}
-n,-q-u, \lambda ; & z  \tag{6.3}\\
-2 u, \mu ; & z
\end{array}\right] t^{m}, \quad m=u-n, \quad n=0,1,2, \cdots,
$$

where

$$
\begin{align*}
& K^{+} h_{m}=(m-u) h_{m+1}, \quad K^{-} h_{m}=-(m+u) h_{m-1}, \quad K^{3} h_{m}=m h_{m}, \\
& \left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) h_{m}=u(u+1) h_{m},  \tag{6.4}\\
& {\left[K^{3}, K^{ \pm}\right]= \pm K^{ \pm}, \quad\left[K^{+}, K^{-}\right]=2 K^{3} .}
\end{align*}
$$

The multiplier representation $T^{\prime}$ of $S L(2, C)$ in consequence of the $K$-operators is (4.15). That is,

$$
\begin{align*}
& {\left[T^{\prime}(g) h\right](z, t)=\mathscr{D}^{-1}\left[(d+b t)^{u}\left(a+\frac{c}{t}\right)^{-q}\left(a-\frac{c(z-1)}{t}\right)^{q+u}\right.} \\
&\left.\cdot(\mathscr{D} h)\left(\frac{z t}{(d+b t)(a t-c(z-1))}, \frac{c+a t}{d+b t}\right)\right], \tag{6.5}
\end{align*}
$$

$|b t / d|<1,|c / a t|<1,|(c(z-1)) / a t|<1$, and $g$ lies in a sufficiently small neighbourhood of $e \in S L(2, C)$.

It can be shown that

$$
\begin{equation*}
F=F_{2}\left[-2 u ;-q-u, \alpha^{\prime} ;-2 u, \beta^{\prime} ; \frac{-z}{1-z}, \frac{1}{t}\right](1-z)^{q+u} t^{u} \tag{6.6}
\end{equation*}
$$

is a solution of both

$$
\begin{equation*}
\left(J^{+} J^{-}+J^{3} J^{3}-J^{3}\right) F=u(u+1) F \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[J^{3} J^{3}+J^{-} J^{3}-\left(u+\alpha^{\prime}\right) J^{-}+\left(1-2 u-\beta^{\prime}\right) J^{3}\right] F=u\left(1-u-\beta^{\prime}\right) F \tag{6.8}
\end{equation*}
$$

Therefore, it follows that

$$
\begin{equation*}
\mathscr{H}=z^{\mu-1} t^{u} F_{1: 2 ; 0}^{2: 2 ; 0}\binom{-2 u, \alpha^{\prime}:-q-u, \lambda ;-; \quad-\frac{z}{t}, \frac{1}{t}}{\beta^{\prime}:-2 u, \mu ;-;} \tag{6.9}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left(K^{+} K^{-}+K^{3} K^{3}-K^{3}\right) \mathscr{H}=u(u+1) \mathscr{H} \tag{6.10}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left[K^{3} K^{3}+K^{-} K^{3}-\left(u+\alpha^{\prime}\right) K^{-}+\left(1-2 u-\beta^{\prime}\right) K^{3}\right] \mathscr{H}=u\left(1-u-\beta^{\prime}\right) \mathscr{H} . \tag{6.11}
\end{equation*}
$$

From the expansion

$$
\begin{equation*}
T^{\prime}(g) \mathscr{H}=\sum_{n=0}^{\infty} q_{n}(g) h_{u-n}, \tag{6.12}
\end{equation*}
$$

valid in a region to be determined by the inequalities (6.5), we obtain the following identity as a special case:

$$
\begin{align*}
& F_{1: 2 ; 0}^{2: 2 ; 0}\left(\begin{array}{c}
\beta, \alpha^{\prime}: \alpha, \lambda ;-; \quad \\
\beta^{\prime}: \beta, \mu ;-;
\end{array} \quad \frac{z}{t}, \frac{1+b t}{t}\right) \\
& \quad=\sum_{n=0}^{\infty} \frac{\left(\alpha^{\prime}\right)_{n}(\beta)_{n}}{n!\left(\beta^{\prime}\right)_{n}}{ }_{3} F_{2}\left[\begin{array}{cc}
-n, \alpha, \lambda ; & z \\
\beta, \mu ; & z
\end{array}\right]{ }_{2} F_{1}\left[\begin{array}{cc}
\alpha^{\prime}+n, \beta+n ; & b \\
\beta^{\prime}+n ; & \frac{1}{t^{n}} \\
& \left|\frac{z}{t}\right|+\left|\frac{1+b t}{t}\right|<1 .
\end{array}\right. \tag{6.13}
\end{align*}
$$

We are not discussing type B representation $\downarrow u$ since it would lead to the identity (5.17) again and as such give no new results.
7. Conclusion. As we have seen, the operator $\mathscr{D}$ has been highly instrumental in constructing new models of irreducible representation of $s l(2, C)$, induced by type A and type B operators. For $\lambda=\mu$ all the new models reduce to the known ones.

We have not included the discussion on representations of the oscillator algebra or the Lie algebra of the Euclidean group, based on type $\mathrm{C}^{\prime}, \mathrm{C}^{\prime \prime}, \cdots$, operators, since, to deal with these, we need to define the operator $\mathscr{D}$ in a different way. However, we propose to discuss this in a separate article.
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# A GENERAL FORM FOR SOLVABLE LINEAR TIME VARYING SINGULAR SYSTEMS OF DIFFERENTIAL EQUATIONS* 
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#### Abstract

A canonical form is derived for all linear solvable systems $E(t) x^{\prime}(t)+F(t) x(t)=f(t)$ with sufficiently smooth coefficients $E, F$. Using this form it is shown that for all smooth enough solvable systems a class of recently defined numerical imbedding methods and an algorithm to compute the manifold of consistent initial conditions always work. In addition, necessary and sufficient conditions are given on $E(t)$, $F(t)$ to insure solvability in the case when $E(t), F(t)$ are infinitely differentiable.
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1. Introduction. The theory for linear time invariant singular systems (also called differential-algebraic, descriptor, implicit or constrained) has become well developed over the last decade (see [3], [4]). However, progress on the linear time varying problem

$$
\begin{equation*}
E(t) x^{\prime}(t)+F(t) x(t)=f(t) \tag{1.1}
\end{equation*}
$$

is more recent and has been less complete. Work on (1.1) initially took either the form of algorithms utilizing repeated coordinate changes and differentiations to reduce (1.1) to some type of canonical or explicit form [18], [21], or of traditional numerical methods such as backward differences [12].

The canonical form approach was continued in [6], [10], [19]. However, examples in [6], [10] showed that there were solvable systems (to be defined shortly) which could not be put into these canonical forms. It was also observed in [19] that backward difference methods do not converge for all solvable systems although they do work for certain important classes of problems [2], [14], [15], [19]. (Note also [13].) In an attempt to rectify this difficulty, a different numerical approach was introduced in [7] and further developed in [8], [9]. This method was shown to work for many of the standard classes of singular systems (1.1) including some for which backward differences failed and the approach of [18], [21] was numerically impractical. This paper will bring together some of this previous work.

First, we shall give a result which exhibits for the first time the structure of all sufficiently smooth solvable systems. In particular, we will show that the counterexamples in [10] are, in a sense, "generic". Using this structure result, which is similar to, but different from, that of [10], [19], we show that the method [7] works for all sufficiently smooth solvable systems and that [7] also provides a tool for the theoretical analysis of (1.1). Also, under the added assumption that $E, F, f$ are infinitely differentiable we develop a test for solvability that can be verified directly from $E, F$ and their derivatives without any time varying coordinate changes.
2. Terminology and the canonical form. Let $\mathscr{I}=\left[t_{0}, t_{1}\right]$ be a finite subinterval of the real line. We assume that $E, F$ are $n \times n$ (possible complex) matrix valued functions, $n \geqq 2$, and $E$ is singular for all $t \in \mathscr{I}$. We do not assume $E$ has constant rank. To avoid

[^91]technical difficulties we assume $E, F$, are $2 n$-times differentiable and $f$ is at least $n$-times differentiable where differentiable is taken throughout this paper to mean continuously differentiable.

The system (1.1) is solvable on $\mathscr{I}$ if for every such $f$ there exists at least one continuously differentiable solution $x$. (This is a form of target path controllability [24].) Also, all solutions for this $f$ are defined on all of $\mathscr{I}$, are at least differentiable, and are uniquely determined by their value at any $t \in \mathscr{I}$. Finally, all solutions of the homogeneous equation $E x^{\prime}+F x=0$ are at least $(2 n+1)$-times differentiable and if $f$ is $m$-times differentiable with $n \leqq m \leqq 2 n$, then the solution $x$ is $(m-n+1)$-times differentiable.

This definition may appear somewhat cumbersome, but when $E, F$ are constant it is equivalent to the usual definition of solvability [3], [4] and allows us to concentrate on structural questions without worrying if we have lost differentiability during coordinate changes.

Those $x^{o}$ for which (1.1) has a differentiable solution such that $x\left(t_{0}\right)=x^{o}$ are called consistent initial conditions at $t_{0}$.

Two singular systems $E x^{\prime}+F x=f$ and $\tilde{E} \tilde{x}^{\prime}+\tilde{F} \tilde{x}=\tilde{f}$ are said to be equivalent if there exists $2 n$-times differentiable nonsingular $H(t)$, and ( $2 n+1$ )-times differentiable nonsingular $K(t)$ such that letting $x=K \tilde{x}$ and multiplying by $H$ changes $E x^{\prime}+F x=f$ into $\tilde{E} \tilde{x}^{\prime}+\tilde{F} \tilde{x}=\tilde{f}$. That is,

$$
\begin{equation*}
H E K=\tilde{E}, \quad H E K^{\prime}+H F K=\tilde{F}, \quad H f=\tilde{f} \tag{2.1}
\end{equation*}
$$

Finally, from [6], a system is in standard canonical form (SCF) if it takes the form

$$
\begin{align*}
& y^{\prime}+C(t) y=g(t),  \tag{2.2}\\
& N(t) z^{\prime}+z=h(t) \tag{}
\end{align*}
$$

where $N$ is strictly lower triangular independent of $t$ and (2.2) may be absent. Note that (2.3) has only one solution for each $h$ [6]. By an additional coordinate change on $y$, one could rewrite (2.2) as $y^{\prime}(t)=g(t)$. Systems equivalent to one in SCF are clearly solvable.

If $E, F$ are real analytic, then (1.1) is solvable if and only if it can be put into SCF [10]. However, not all solvable systems can be put into SCF. In [19], Petzold and Gear show that if (1.1) is solvable, then there is a collection of open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and on each $\mathscr{I}_{i}$, (1.1) can be put into SCF. However, the coordinate changes and canonical form need not be continuous on $\mathscr{\mathscr { L }}$ [10].

Example 2.1. Let $N_{-}, N_{+}$be any two $n \times n$ nilpotent matrices. Let $\phi(t)$ be a $(2 n+1)$-times differentiable function on $[-1,1]$ such that $\phi^{(i)}(0)=0$ for $0 \leqq i \leqq 2 n+1$. Let $F(t)=I, E(t)=\phi(t) N_{-}$if $t \leqq 0$ and $E(t)=\phi(t) N_{+}$if $t>0$. Then it is not hard to show by the next lemma that

$$
\begin{equation*}
E x^{\prime}+x=f \tag{2.4}
\end{equation*}
$$

is solvable on $[-1,1]$. If, for example, the nullspaces of $N_{+}, N_{-}$do not intersect, then (2.4) cannot be put into SCF.

Lemma 2.1. If $N$ is an $n \times n 2 n$-times differentiable function such that any $n$-product of $N$ and its derivatives is zero, then $N x^{\prime}+x=f$ is solvable on $\mathscr{I}$ and the unique solution is

$$
\begin{equation*}
x=(I+\bar{N} D)^{-1} f=\left(I-\bar{N} D+(\bar{N} D)^{2}+\cdots(-1)^{n-1}(\bar{N} D)^{n-1}\right) f \tag{2.5}
\end{equation*}
$$

where $\bar{N}$ is the operator of multiplication by $N$ and $D$ is the operator of differentiation.

Proof. By assumption, $(\bar{N} D)^{n}=0$.
In Example 2.1, a projection onto the nullspace of $E(t)$ could exhibit a jump discontinuity at zero. An example where the projection is not even piecewise continuous is given in [10]. The next result gives the first general structure theorem for solvable systems and show that the previous examples are typical of how a solvable system can fail to be equivalent to a system in SCF.

Theorem 2.1. Suppose that (1.1) is solvable on $\mathscr{F}$. Then (1.1) is equivalent to a system in the form

$$
\begin{align*}
& y^{\prime}+C(t) z^{\prime}=g(t),  \tag{2.6a}\\
& N(t) z^{\prime}+z=h(t) \tag{2.6b}
\end{align*}
$$

where (2.6a) may be absent and (2.6b) has only one solution for each sufficiently smooth $h(t)$. Furthermore, there exists a family of disjoint open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and on each $\mathscr{I}_{i}$ the system (2.6b) may be transformed by $H, K$ as in (2.1) so that $(2.6 \mathrm{~b})$ is in SCF. In particular, on $\mathscr{I}_{i}$ the equivalent system will have the form (2.6) with $N(t)$ at least $2 n$-times differentiable and strictly lower triangular independent of $t$.

Before proceeding to prove Theorem 2.1 we point out that the key differences between Theorem 2.1 and those of [10], [18], [19], [21] are that, while the structure is less detailed and the systems (2.6a), ( 2.6 b ) are not completely decoupled, the coordinate changes and matrices in (2.6b) are defined and sufficiently differentiable on all of $\mathscr{I}$ and not just on $\cup \mathscr{I}_{i}$. Also, we do not make assumptions of analyticity or constant rank so that Theorem 2.1 applies to all solvable systems which have smooth enough coefficients.

Proof. Suppose that (1.1) is solvable. First we wish to get (1.1) in the form

$$
\begin{align*}
& x^{\prime}+A_{1} y^{\prime}+C x=f_{1},  \tag{2.7a}\\
& A_{2} y^{\prime}+B y=f_{2} \tag{2.7b}
\end{align*}
$$

with the bottom equation having only one solution for sufficiently smooth $f$. If the associated homogeneous equation of (1.1) has only $x=0$ as a solution, (1.1) is already in the form (2.7b) with (2.7a) absent and this step is complete. So suppose there are nontrivial solutions of (1.1) with $f=0$. Let $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ be a basis for these homogeneous solutions. By the assumption of solvability $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ are linearly independent for each $t$ and $(2 n+1)$-times differentiable on all of $\mathscr{I}$. Then there exists $\left\{\phi_{r+1}, \cdots, \phi_{n}\right\}$ equally smooth such that $\Phi=\left[\phi_{1}, \cdots, \phi_{n}\right]$ is invertible on $\mathscr{I}$ (see [22] for example). Let $x=\Phi \tilde{x}$. Then (1.1 ) becomes

$$
E \Phi \tilde{x}^{\prime}+\left(E \Phi^{\prime}+F \Phi\right) \tilde{x}=f
$$

or

$$
\left[\begin{array}{ll}
E_{11} & E_{12}  \tag{2.8}\\
E_{21} & E_{22}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{1}^{\prime} \\
\tilde{x}_{2}
\end{array}\right]+\left[\begin{array}{ll}
0 & F_{21} \\
0 & F_{22}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2}
\end{array}\right]=\left[\begin{array}{c}
\tilde{f}_{1} \\
\tilde{f}_{2}
\end{array}\right]
$$

where $E \Phi=\left[E_{i j}\right], E \Phi^{\prime}+F \Phi=\left[F_{i j}\right]$. We omit the tilde and use $x_{1}, x_{2}$ to denote our new variables. We shall now show $\left[E_{E_{21}}^{E_{11}}\right]$ has full (column) rank. Suppose that $\hat{i} \in \mathscr{I}$ such that $\left[E_{E_{21}}^{E_{11}}\right]$ is not full rank. Let $\phi$ be a nonzero constant vector such that

$$
\left[\begin{array}{l}
E_{11}(\hat{t}) \\
E_{21}(\hat{t})
\end{array}\right] \phi=0
$$

Define

$$
f(t)= \begin{cases}\frac{1}{t-\hat{t}}\left[\begin{array}{l}
E_{11}(t) \\
E_{21}(t)
\end{array}\right] \phi & \text { if } t \neq \hat{t}, \\
{\left[\begin{array}{l}
E_{11}^{\prime}(\hat{t}) \\
E_{21}^{\prime}(\hat{t})
\end{array}\right] \phi} & \text { if } t=\hat{t}\end{cases}
$$

Then $f$ is $2 n-1$ times differentiable on $\mathscr{I}$. However $x_{1}=\ln |t-\hat{t}| \phi, x_{2}=0$ defines an unbounded solution on $\mathscr{I} \backslash\{\hat{t}\}$ wnich contradicts solvability. Hence $\left[E_{E_{12}}^{E_{1}}\right]$ has full (column) rank on $\mathscr{I}$.

Thus there exists a $2 n$-times differentiable nonsingular matrix $P$ such that

$$
P\left[\begin{array}{l}
E_{11} \\
E_{21}
\end{array}\right]=\left[\begin{array}{l}
I \\
0
\end{array}\right] .
$$

Multiplying (2.8) by $P$ gives that our system is now

$$
\left[\begin{array}{ll}
I & E_{1}  \tag{2.9}\\
0 & E_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
0 & F_{1} \\
0 & F_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
f_{1} \\
f_{2}
\end{array}\right]
$$

and by the construction of $\Phi, E_{2} x_{2}^{\prime}+F_{2} x_{2}=f_{2}$ has only one solution for each $f_{2}$. Let $x_{2}=S \bar{x}_{2}$. Then (2.9) becomes

$$
\left[\begin{array}{ll}
I & E_{1} S  \tag{2.10}\\
0 & E_{2} S
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime} \\
\bar{x}_{2}^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
0 & F_{1} S+E_{1} S^{\prime} \\
0 & F_{2} S+E_{2} S^{\prime}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
\bar{x}_{2}
\end{array}\right]=\left[\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right] .
$$

Suppose for the moment that it is possible to choose $2 n+1$-times differentiable $S$ such that $S$ and $E_{2} S^{\prime}+F_{2} S$ are both invertible for every $t \in \mathscr{I}$. Then we have (2.9) with $F_{2}$ now nonsingular. Multiplying (2.9) by

$$
\left[\begin{array}{cc}
I & -F_{1} F_{2}^{-1} \\
0 & F_{2}^{-1}
\end{array}\right]
$$

yields the equivalent system

$$
\left[\begin{array}{cc}
I & C  \tag{2.11}\\
0 & N
\end{array}\right]\left[\begin{array}{c}
z^{\prime} \\
w^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{c}
z \\
w
\end{array}\right]=\left[\begin{array}{c}
f_{1} \\
f_{2}
\end{array}\right]
$$

which is (2.6). To complete the proof, we need to verify that one can define $S$ as indicated. Suppose that $p=$ dimension of the $w$ space in (2.11). Let $\mathscr{C}_{m}$ be the Banach space of $m$-times continuously differentiable $p \times p$ complex valued matrix functions defined on $\mathscr{I}$ with $\|X\|_{m}=\sum_{i=0}^{m}\left\|X^{(i)}\right\|_{\infty}$, where $\|\cdot\|_{\infty}$ is the sup norm on $\mathscr{C}_{0}$. Let $\mathscr{L}(x)=E_{2} x^{\prime}+F_{2} x$ with $E_{2}, F_{2}$ from (2.9). Let $\Omega_{m}$ be those $X \in \mathscr{C}_{m}$ which are nonsingular for every $t \in \mathscr{I}$. We need the technical fact that

$$
\begin{equation*}
\text { For } m \geqq 0, \Omega_{m} \text { is an open dense subset of } \mathscr{C}_{m} \text {. } \tag{2.12}
\end{equation*}
$$

Lacking a reference for (2.12), we include a proof. Clearly $\Omega_{m}$ is open in $\mathscr{C}_{m}$ so we need only show $\Omega_{m}$ is dense. Suppose $T \in \mathscr{C}_{m} \backslash \Omega_{m}$. Take $\varepsilon>0$. Then there exists $P \in \mathscr{C}_{m}$ such that $\|P-T\|_{m}<\varepsilon / 2$ and $P$ has polynomial entries. Let $\Sigma$ be the set of all eigenvalues of $P(t)$ for all $t \in \mathscr{I}$. Then $\Sigma$ has no interior as a subset of the complex plane. This follows from the fact that $P(t)$ is real analytic in $t$ and hence the eigenvalues are continuous functions of $t$ which are analytic except at a finite number of $t$ values [16]. Hence there exists a number $\varepsilon_{1}>0$ such that $\varepsilon_{1}<\varepsilon / 2$ and $\varepsilon_{1} \notin \Sigma$. Let $H=P-\varepsilon_{1}$. Then $H \in \Omega_{m}$ and $\|H-T\|_{m}<\varepsilon$ as desired. This completes the proof of (2.12). Now
take $\Psi \in \Omega_{n}$. By assumption on $\mathscr{L}$ (solvability) there exists a $\Phi \in \mathscr{C}_{1}$ such that $\mathscr{L}(\Phi)=\Psi$. Let $\varepsilon$ be such that the $\varepsilon$ neighborhood of $\Psi \in \mathscr{C}_{0}$ is in $\Omega_{0}$. By (2.12) there exists $\left\{\Phi_{j}\right\} \subset \Omega_{2 n+1}$ such that $\Phi_{j} \rightarrow \Phi$ in $\mathscr{C}_{1}$. But then $\mathscr{L}\left(\Phi_{j}\right) \rightarrow \mathscr{L}(\Phi)=\Psi$ in $\mathscr{C}_{0}$. Let $\hat{j}$ be such that $\left\|\mathscr{L}\left(\Phi_{\hat{j}}\right)-\mathscr{L}(\Phi)\right\|<\varepsilon$. Then $\Phi_{\hat{j}} \in \Omega_{2 n+1}$ and $\mathscr{L}\left(\Phi_{\hat{j}}\right) \in \mathscr{C}_{2 n} \cap \Omega_{0}=\Omega_{2 n}$ so that $\Phi_{\hat{j}}$ is the required $S$. This completes the proof of (2.11). To get the structure of $N$ we use the fact that if $X(t)$ is any continuous matrix function on $\mathscr{I}$, then there exists a countable collection of disjoint open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and rank $X$ is constant on each $\mathscr{I}_{i}$. One can then do the reduction process of [19] (or Silverman [21]) where on each step it may be necessary to break each $\mathscr{I}_{i}$ into another countable family.

It would be nice if the matrix $C$ could be eliminated in (2.6a) so that (2.6a) and (2.6b) were completely decoupled. We are not sure if this is always possible. However, note that if we let $z=u+T w$ in (2.11) and then add $-T^{\prime}$ times the second equation to the first, then (2.11) becomes

$$
\left[\begin{array}{cc}
I & T+C-T^{\prime} N  \tag{2.13}\\
0 & N
\end{array}\right]\left[\begin{array}{c}
u^{\prime} \\
w^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
u \\
w
\end{array}\right]=\left[\begin{array}{c}
\tilde{f}_{1} \\
f_{2}
\end{array}\right]
$$

If $T^{\prime} N-T=C$ has a smooth solution on $\mathscr{I}$, then (2.13) is in the form (2.11) with $C=0$. There are several sufficient conditions for this including the solvability of $N^{*} X^{\prime}-X=C^{*}$ where $*$ denotes the pointwise conjugate transpose and $X=T^{*}$.

The next section applies Theorem 2.1 to the numerical methods of [7]-[9].
3. Application to the imbedding method. Theorem 2.1 should not be considered a method of solution but rather a very useful theoretical fact.

In [5] and Lemma 2.1 it was shown that the solutions of (1.1) will generally involve not only $f$ and its derivatives but also derivatives of $E, F$. For simple small scale problems it may be possible to differentiate and solve for variables [20]. This may not be practical on larger or more complicated problems. One of our goals then is to develop a theory as directly in terms of the derivatives of $E, F, f$ as possible. While the proofs involve time varying coordinate changes the results do not.

Suppose that (1.1) is solvable and that $\hat{t} \in \mathscr{I}$. Let

$$
\begin{equation*}
c_{i}(\hat{t})=\frac{c^{(i)}(\hat{t})}{i!} \quad \text { for } c=E, F, f, x, \quad \hat{t} \in \mathscr{I} \tag{3.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
c(t)=\sum_{i} c_{i} \delta^{i}, \quad \delta=t-\hat{t} \tag{3.2}
\end{equation*}
$$

(where (3.1) is a Taylor approximation with a remainder if $c$ is not analytic). Substituting these expansions into (1.1) gives that for any $j>0$ ( $j$ less than the smoothness of $E$, $F, x, f), t \in \mathscr{I}$,

$$
\left[\begin{array}{cccccc}
E_{0} & 0 & \cdot & \cdot & \cdot & 0  \tag{3.3}\\
E_{1}+F_{0} & 2 E_{0} & \cdot & \cdot & \cdot & \cdot \\
E_{2}+F_{1} & 2 E_{1}+F_{0} & 3 E_{0} & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
E_{j-1}+F_{j-2} & 2 E_{j-2}+F_{j-3} & \cdot & \cdot & \cdot & j E_{0}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{j}
\end{array}\right]=\left[\begin{array}{c}
f_{0} \\
f_{1} \\
\cdot \\
\cdot \\
\cdot \\
f_{j-1}
\end{array}\right]-\left[\begin{array}{c}
F_{0} \\
F_{1} \\
\cdot \\
\cdot \\
\cdot \\
F_{j-1}
\end{array}\right] x_{0}
$$

or

$$
\begin{equation*}
\mathscr{E}_{j} \mathbf{x}_{j}=f_{j}-\mathscr{F}_{j} x_{0}=\mathbf{f}_{j} \tag{3.4}
\end{equation*}
$$

where all the terms in (3.3) depend on $t$. Note that $\mathscr{E}_{j}$ is singular since $E_{0}$ is. The system (3.4) (or (3.3)) is said to be smoothly 1 -full on $\mathscr{I}$ if there exists continuously differentiable nonsingular $R(t)$ on $\mathscr{I}$ such that

$$
R(t) \mathscr{C}_{j}(t)=\left[\begin{array}{cc}
I & 0 \\
0 & L(t)
\end{array}\right]
$$

where $I$ is $n \times n$. In this case, if $\left[R_{0}, \cdots, R_{j-1}\right]$ is the top $n$ rows of $R(t)$ we have that

$$
x_{1}=-\sum_{i=0}^{j-1} R_{i} F_{i} x_{0}+\sum_{i=0}^{j-1} R_{i} f_{i}
$$

or

$$
\begin{equation*}
x^{\prime}(t)=Q(t) x(t)+q(t) . \tag{3.5}
\end{equation*}
$$

Thus the solutions of the original descriptor system (1.1) corresponding to consistent initial conditions are also solutions of the nonsingular system (3.5) provided (3.4) is smoothly 1-full. But solving (3.4) for $x_{1}$, given $x_{0}$, is the same as evaluating $Q(t) x(t)+$ $q(t)$ in (3.5) given $x(t)$, $t$. This makes it possible to numerically solve (1.1) by numerically solving (3.5). This is discussed in more detail in [7], [8]. The key then in utilizing the approach of [7], [8] is that $\mathscr{E}_{j}$ be smoothly 1 -full. Notice that (3.3), (3.5) only require that $E, F, f$, are $(j-1)$-times differentiable, and as we shall see one may usually assume $j \leqq n+1$. However, forming $\mathbf{x}_{j}$ requires $x$ to be $j$-times differentiable which usually requires extra smoothness from $E, F, f$.

An example in [7] shows that 1-full for each $t \in \mathscr{I}$ does not imply smoothly 1-full.
Lemma 3.1. Let

$$
M(t)=\left[\begin{array}{ll}
M_{1} & M_{2}  \tag{3.6}\\
M_{3} & M_{4}
\end{array}\right]
$$

where $M_{1}$ is $n \times n$ and suppose that $M$ is smooth on $\mathscr{I}$ and has constant rank. Then $M$ is smoothly 1 -full on $\mathscr{I}$ if and only if it is 1 -full for each $t \in \mathscr{I}$.

Proof. Sufficiency is obvious. Suppose $M$ is 1 -full for each $t \in \mathscr{I}$ and has constant rank. From the 1 -fullness assumption the submatrix $\left[\begin{array}{c}M_{3} \\ M_{3}\end{array}\right]$ has full column rank for all $t$. Thus there exists a smooth invertible $R_{1}(t)$ such that

$$
R_{1}(t) M(t)=\left[\begin{array}{cc}
I & \tilde{M}_{2} \\
0 & \tilde{M}_{4}
\end{array}\right] .
$$

But $\tilde{M}_{4}$ has constant rank by assumption since $M$ does. Thus there exist smooth $R_{2}(t)$, $R_{3}(t)$ such that

$$
R_{2} \tilde{M}_{4} R_{3}=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] .
$$

Hence

$$
\left.\left[\begin{array}{cc}
I & 0  \tag{3.7}\\
0 & R_{2}
\end{array}\right] R_{1} M=\left[\begin{array}{l|ll}
I & \tilde{M}_{2} & \\
\hline 0 & {\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right]} & R_{3}^{-1}
\end{array}\right]=\left[\begin{array}{c|ccc}
I & {\left[\hat{M}_{21}\right.} & \hat{M}_{22}
\end{array}\right] R_{3}^{-1}\right] .\left[\begin{array}{ccc}
0 & {[I} & 0] \\
0 & 0 & 0
\end{array}\right]
$$

Now multiply both sides of (3.7) on the left by

$$
\left[\begin{array}{ccc}
I & -\hat{M}_{21} & 0  \tag{3.8}\\
0 & I & 0 \\
0 & 0 & I
\end{array}\right] \text { to get }\left[\begin{array}{c|ccc}
I & {[0} & \left.\hat{M}_{22}\right] & R_{3}^{-1} \\
\hline 0 & {[I} & 0] & R_{3}^{-1} \\
0 & 0 & 0 &
\end{array}\right] .
$$

But $M$ is 1 -full for each $t$. Thus $\hat{M}_{22}=0$. Since all the row operations given by $R_{2}$, $\hat{M}_{21}, R_{1}$, were smooth, we have the proof of Lemma 3.1.

Note that in Lemma 3.1 we may take smooth to mean $m$-times continuously differentiable or real analytic so that $r$ is as smooth as $M$. Thus if $E, F, f$ are $2 n$-times differentiable, then $Q, q$, in (3.5) will be at least $2 n-j+1$ times differentiable and (3.5) will imply the solutions are ( $2 n-j+2$ )-times differentiable.

In [7] it was shown that for some $j \leqq n+1$ one has $\mathscr{E}_{j}$ is 1 -full and constant rank for many known classes of solvable systems. Using Theorem 2.1, we now show that in fact this holds for all solvable systems with smooth enough coefficients. Let $\mathscr{R}(X)$ denote the range (column space) of a matrix $X$.

Theorem 3.1. Suppose that (1.1) is solvable on $\mathscr{I}$ and $E, F$ are $2 n$-times differentiable. Then

$$
\begin{align*}
& \mathscr{E}_{j} \text { has constant rank on } \mathscr{I} \text { for } j=n+1,  \tag{3.9}\\
& \mathscr{C}_{j} \text { is smoothly one-full on } \mathscr{I} \text { for } j=n+1,  \tag{3.10}\\
& \mathscr{R}\left(\mathscr{C}_{j}\right)+\mathscr{R}\left(\mathscr{F}_{j}\right)=\mathrm{C}^{j n} \text { for every } t \in \mathscr{I} \text { for } 1 \leqq j \leqq n+1 . \tag{3.11}
\end{align*}
$$

Proof. Suppose (1.1) is solvable. As shown in [7], performing smooth coordinate changes amounts to doing block row operations and right to left block column operations on $\mathscr{E}_{j}, \mathscr{F}_{j}$ where the blocks have size $n \times n$. Thus (3.9)-(3.11) are not altered by such changes of coordinates. By Theorem 2.1 we may assume that (1.1) is in the form (2.6). Thus

$$
\mathscr{E}_{j}=\left[\begin{array}{ccccccccc}
I & C_{0} & & & & & & &  \tag{3.12}\\
0 & N_{0} & & & & & & & \\
0 & C_{1} & 2 I & 2 C_{0} & & & & & \\
0 & N_{1}+I & 0 & 2 N_{0} & & & & & \\
0 & C_{2} & 0 & 2 C_{1} & 3 I & 3 C_{0} & & & \\
0 & N_{2} & 0 & 2 N_{1}+1 & 0 & 3 N_{0} & & & \\
0 & & & & & & \ddots & j I & j C_{0} \\
0 & & & & & & & 0 & j N_{0}
\end{array}\right], \quad F_{j}=\left[\begin{array}{cc}
0 & 0 \\
0 & I \\
0 & 0 \\
0 & 0 \\
\vdots & \vdots \\
0 & 0
\end{array}\right] .
$$

If we perform column operations to eliminate the $C_{i}$ we see that (3.9), (3.11) hold for (3.12) if and only if they hold for

$$
\hat{\mathscr{E}}_{j}=\left[\begin{array}{cccc}
N_{0} & & &  \tag{3.13}\\
N_{1}+I & 2 N_{0} & & \\
N_{2} & 2 N_{1}+I & 3 N_{0} & \\
\vdots & & & \ddots \\
N_{j} & 2 N_{j-1} & \cdots & j N_{0}
\end{array}\right], \quad \hat{\mathscr{F}}_{j}=\left[\begin{array}{c}
I \\
0 \\
0 \\
\vdots \\
0
\end{array}\right] .
$$

Note that because of the block lower triangularity of $\mathscr{C}_{j}$ that $\mathscr{R}\left(\mathscr{E}_{j_{0}}\right)+\mathscr{R}\left(\mathscr{F}_{j_{0}}\right)=\mathrm{C}^{n j_{0}}$ implies $\mathscr{R}\left(\mathscr{E}_{j}\right)+\mathscr{R}\left(\mathscr{F}_{j}\right)=\mathrm{C}^{n j}$ for $1 \leqq j \leqq j_{0}$. Also if $\hat{\mathscr{E}}_{j}$ in (3.13) is 1 -full, then so is $\mathscr{E}_{j}$ in (3.12). Thus it suffices to prove Theorem 3.1 for (3.11), that is, the subsystem $N x^{\prime}+x=f$. Suppose that $N$ is $n \times n$. Now since (1.1) is solvable, at a given $t$ one may take $f_{j}$ arbitrary. Thus (3.11) holds for (3.13). Hence rank $\left(\hat{\mathscr{E}}_{j}\right) \geqq(n-1) j$ for all $t, 1 \leqq j \leqq 2 n$, since rank $\left(\hat{\mathscr{F}}_{j}\right)=n$. Now by Theorem 2.1 there exists disjoint open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and $N x^{\prime}+x=f$ can be put into SCF on each $\mathscr{I}_{i}$. But then on $\mathscr{I}_{i}$ the new coefficient matrices in $\mathscr{E}_{j}$ are all strictly lower triangular independent of $t$. Then since any $n$ products of the $N_{i}$ are zero, we can use a variation of a row operation
argument used in [7, Thm. 4.3] to show that $\hat{\mathscr{E}}_{j}$ is 1 -full and has rank $(j-1) n$ on $\mathscr{I}_{i}$, if $j>n$. But $\hat{\mathscr{E}}_{j}$ is a continuous function of $t$ and thus the rank can only drop at a discontinuity of the rank. Hence rank $\left(\hat{\mathscr{E}}_{j}\right) \leqq(j-1) n$ on the closure $\overline{U \mathscr{I}}_{i}$ for $j=n+1$. But we already have rank $\left(\hat{\mathscr{E}}_{j}\right) \geqq(j-1) n$ on $\mathscr{I}=\overline{U \mathscr{I}}_{i}$ so that rank $\left(\hat{\mathscr{E}}_{j}\right)=(j-1) n$ on $\mathscr{I}$ and $\hat{\mathscr{E}}_{j}$ has constant rank if $j=n+1$. Now we can show that $\hat{\mathscr{E}}_{j}$ is also 1 -full. Let $\mathcal{M}$ be the span of the first $n$ standard basis vectors $\left\{e_{1}, \cdots, e_{n}\right\}$ in $\mathrm{C}^{\text {jn }}$. Notice that

$$
\begin{equation*}
\hat{\mathscr{E}}_{j} \text { is } 1 \text {-full if and only if } \mathscr{M} \perp \mathcal{N}\left(\hat{\mathscr{E}}_{j}\right) \text {, where } \mathcal{N} \text { denotes nullspace } \tag{3.14}
\end{equation*}
$$

and $\perp$ is determined by the usual inner product on $\mathrm{C}^{j n}$. Suppose $j=n+1$. Since $\hat{\mathscr{E}}_{j}$ has constant rank there exists a continuous basis $\psi_{1}, \cdots, \psi_{s}$ for its nullspace. But then $e_{k}^{*} \psi_{r}=0$ on $\cup \mathscr{I}_{i}$ for $1 \leqq k \leqq n, 1 \leqq r \leqq s$ implies, by continuity, that $e_{k}^{*} \psi_{j}=0$ on $\overline{U \mathscr{I}}_{i}$ which is $\mathscr{I}$. Thus by Lemma 3.1 and (3.14), we have that (3.10) holds.

Theorem 3.1 has several important consequences.
Corollary 3.1. If (1.1) is a sufficiently smooth solvable system, then the numerical methods of [7], [8] can be used, in principle, to integrate it.

Thus the method of [7], [8] is in fact a general method for (1.1).
Corollary 3.2. Suppose $E$, $F$ are $n$-times differentiable where $m \geqq 2 n$ and (1.1) is a solvable system. If $m+1-n \geqq j \geqq n+1$, then $\eta=\operatorname{dim}\left(\mathcal{N}\left(\mathscr{C}_{j}(t)\right)\right)$ is independent of $t$ and $j$. Furthermore, for any given $n$-times differentiable $f$, the solutions to (1.1) form an ( $n-\eta$ )-dimensional manifold.

From [9] we now have the following theorem.
Theorem 3.2. Suppose that (1.1) is solvable, $E$, $F$ are $2 n$-times differentiable and $n+1 \geqq j \geqq 1+($ size of $N$ in (2.6b)). (In particular, $j=1+n$ suffices.) Then the linear manifold of consistent initial conditions is precisely the set of all $x_{0}$ such that $\mathscr{E}_{j}\left(t_{0}\right) \mathbf{x}=$ $f_{j}\left(t_{0}\right)-\mathscr{F}_{j}\left(t_{0}\right) x_{0}$ is consistent. Equivalently, $\not 一 f_{j}\left(t_{0}\right)-\mathscr{F}_{j}\left(t_{0}\right) x_{0}$ is in the range of $\mathscr{E}_{j}\left(t_{0}\right)$. Thus one may determine the manifold of consistent initial conditions by

Computing $W$ such that $\mathscr{E}_{j}^{*} W=0$ and rank $W=$ nullity of $\mathscr{E}_{j}^{*}$; Solving $W^{*} \mathscr{F}_{j} x_{0}=W^{*} f_{j}$ for $x_{0}$.
We have then that if (1.1) is solvable it is straightforward, if time consuming, to compute the initial conditions and integrate the equations.

However, none of the development so far, other than Theorem 2.1, tells us whether (1.1) is solvable on $\mathscr{I}$ and the actual implementation of (2.6) is difficult. We now address this problem by deriving algebraic criteria on $\mathscr{C}_{j}, \mathscr{F}_{j}$ to ensure solvability. The criteria are to be numerically verifiable. The next result is a partial converse to Theorem 3.2.

Theorem 3.3. The system (1.1) with $E, F, n \times n$ and real analytic is solvable if and only if there is an integer $j_{0} \in[1, n+1]$ such that

$$
\begin{align*}
& \text { Rank }\left(\mathscr{E}_{j_{0}}\right) \text { is constant on } \mathscr{I},  \tag{3.15}\\
& \mathscr{E}_{j_{0}} \text { is } 1 \text {-full at each } t \in \mathscr{I},  \tag{3.16}\\
& \mathscr{R}\left(\mathscr{E}_{j_{0}}(t)\right)+\mathscr{R}\left(\mathscr{F}_{j_{0}}(t)\right)=\mathrm{C}^{n j} \text { on } \mathscr{I} . \tag{3.17}
\end{align*}
$$

Proof [Only if]. The only if part follows from Theorem 3.1 and the observations that all transformations may be replaced by analytic ones. In particular the $Q, R$ of (3.5) will be analytic so that we get that if $f$ is analytic, then so is the solution $x$.

Lemma 3.1 goes through for any level of smoothness. The next lemma uses real analyticity in an essential way and will be used to prove the sufficiency of (3.15)-(3.17).

Lemma 3.2. Suppose that $E, F, f$ are real analytic and $\mathscr{E}_{j}$ has constant rank on $\mathscr{I}$. If $\mathscr{E}_{j}$ is 1 -full for every $t \in \mathscr{I}$ and if (1.1) is solvable on any subinterval $\tilde{\mathscr{I}}$ of $\mathscr{I}$, then (1.1) is solvable on $\mathscr{F}$.

Proof. Assume that $\mathscr{C}_{j}$ is 1 -full for every $t \in \mathscr{I}$ and has constant rank. Then by Lemma 2.1 it is smoothly 1 -full. Suppose that (1.1) is solvable on $\tilde{\mathscr{I}} \subset \mathscr{I}$. Let $x$ be a solution of (1.1) on $\tilde{\mathscr{I}}$. Pick $t_{0} \in \tilde{\mathscr{I}}$. Let $\bar{x}$ be the solution of $x^{\prime}=Q x+q$ for $t \in \mathscr{I}$ such that $\bar{x}\left(t_{0}\right)=\tilde{x}\left(t_{0}\right)$. Then $\bar{x}$ is analytic on $\mathscr{I}$ and $\bar{x}=x$ for $t \in \tilde{\mathscr{I}}$ since $x^{\prime}=Q x+q$ for $t \in \tilde{\mathscr{I}}$.

Thus $E \bar{x}^{\prime}+F \bar{x}=f$ for $t \in \tilde{\mathscr{I}}$. Since $E, \bar{x}, F, f$ are all analytic on $\mathscr{\mathscr { I }}$, this relationship must hold for all $t$ by analytic continuation and $\bar{x}$ is a solution of (1.1) on $\mathscr{I}$. This shows that solutions of (1.1) exist for any analytic $f$. The uniqueness follows from the fact they are also solutions of (3.5). Thus (1.1) is solvable on $\mathscr{I}$ for real analytic $f$. Then using the existence of the SCF on $\mathscr{I}$ gives solvable for $f \in \mathscr{C}_{2 n}$.

We can now complete the proof of Theorem 3.3.
Proof of Theorem 3.3 [If part]. If the system (1.1) is one-dimensional then the theorem is true. Suppose then that (1.1) is a minimal-dimensional counterexample to Theorem 3.3. That is, (1.1) satisfies (3.15)-(3.17), but is not solvable on an interval $\mathscr{I}$. By Lemmas 3.1, 3.2, it is also a counterexample on any nontrivial subinterval $\tilde{\mathscr{I}} \subset \mathscr{I}$. Note that $E, F$ are $n \times n$ matrices with $n \geqq 2$. Since (1.1) is assumed not solvable, $E$ must be singular for some $t \in \mathscr{I}$. But (3.15) then implies $E$ is singular for all $t \in \mathscr{I}$. Let $p$ be a positive integer such that rank $E \leqq p<n$ for all $t \in \mathscr{I}$. Then there exists analytic nonsingular $H$ such that

$$
H E=\left[\begin{array}{cc}
E_{11} & E_{12} \\
0 & 0
\end{array}\right]
$$

where $E_{11}$ is $p \times p$. We now use the fact that (3.15)-(3.17) are unaffected by changes of coordinates. Multiplying (1.1) by $H$ gives the equivalent system

$$
\left[\begin{array}{cc}
E_{11} & E_{12}  \tag{3.18}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
z^{\prime} \\
w^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]\left[\begin{array}{c}
z \\
w
\end{array}\right]=\left[\begin{array}{l}
g \\
h
\end{array}\right]
$$

where (3.15)-(3.17) still hold. But if (3.17) holds, then it must be that $\mathscr{R}(E)+\mathscr{R}(F)=\mathrm{C}^{n}$ and similarly for (3.18). Thus

$$
\mathscr{R}\left(\left[\begin{array}{cc}
E_{11} & E_{12} \\
0 & 0
\end{array}\right]\right)+\mathscr{R}\left(\left[\begin{array}{ll}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{array}\right]\right)=\mathrm{C}^{n}
$$

and $\left[\begin{array}{ll}F_{21} & F_{22}\end{array}\right]$ must be identically full row rank. Hence there exists a nonsingular real analytic $Q(t)$ such that $\left[\begin{array}{ll}F_{21} & F_{22}\end{array}\right] Q=\left[\begin{array}{ll}0 & \tilde{F}_{22}\end{array}\right]$ with $\tilde{F}_{22}$ invertible. Letting

$$
\left[\begin{array}{c}
z \\
w
\end{array}\right]=Q\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

changes (3.18) to the equivalent system

$$
\left[\begin{array}{cc}
\tilde{E}_{11} & \tilde{E}_{12}  \tag{3.19}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
u^{\prime} \\
v^{\prime}
\end{array}\right]+\left[\begin{array}{cc}
\tilde{F}_{11} & \tilde{F}_{12} \\
0 & \tilde{F}_{22}
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
g \\
h
\end{array}\right] .
$$

But by (3.17) $\tilde{F}_{22}$ must be nonsingular. Multiply (3.19) by

$$
\left[\begin{array}{cc}
I & -\tilde{F}_{12} \tilde{F}_{22}^{-1} \\
0 & \tilde{F}_{22}^{-1}
\end{array}\right]
$$

to give

$$
\left[\begin{array}{cc}
\tilde{E}_{11} & \tilde{E}_{12}  \tag{3.20}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
u^{\prime} \\
v^{\prime}
\end{array}\right]+\left[\begin{array}{cc}
\tilde{F}_{11} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{c}
\tilde{g} \\
\tilde{h}
\end{array}\right]
$$

Take $j$ to be the $j_{0}$ of (3.15)-(3.17). Then for (3.20) the $\mathscr{E}_{j}, \mathscr{F}_{j}$ take the form

$$
\mathscr{C}_{j}=\left[\begin{array}{ccccccc}
\tilde{E}_{110} & \tilde{E}_{120} & & & & &  \tag{3.21}\\
0 & 0 & & & & & \\
\tilde{E}_{111}+\tilde{F}_{110} & \tilde{E}_{120} & 2 \tilde{E}_{110} & 2 \tilde{E}_{120} & & & \\
0 & I & 0 & 0 & & & \\
\vdots & & & & \ddots & & \\
\tilde{E}_{11 j-1}+\tilde{F}_{11 j-2} & \tilde{E}_{12 j-1} & & & & j \tilde{E}_{110} & j \tilde{E}_{120} \\
0 & 0 & \cdots & & I & 0 & 0
\end{array}\right]
$$

and

$$
\mathscr{F}_{j}=\left[\begin{array}{cc}
\tilde{F}_{110} & 0  \tag{3.22}\\
0 & I \\
\tilde{F}_{111} & 0 \\
0 & 0 \\
\vdots & \vdots \\
\tilde{F}_{11 j-1} & 0 \\
0 & 0
\end{array}\right] .
$$

By assumption $\mathscr{R}\left(\mathscr{C}_{j}\right)+\mathscr{R}\left(\mathscr{F}_{j}\right)=\mathrm{C}^{\text {jn }}$. Let $u$, $v$ be any two vectors such that $\mathscr{C}_{j} u+\mathscr{F}_{j} u \in$ $\mathrm{C}^{p} \oplus 0^{i n-p} \subseteq \mathrm{C}^{j n}$ where $\mathrm{C}^{n} \oplus 0^{s}$ means $n$ arbitrary entries followed by $s$ zero entries. The fourth row of $\mathscr{E}_{j}$ in (3.21) shows that the $p+1$ through $n$ entries of $u$ are zero and thus $\mathscr{R}\left(\tilde{\mathscr{E}}_{110}\right)+\mathscr{R}\left(\tilde{\mathscr{F}}_{110}\right)=\mathrm{C}^{p}$. Pick a point $t_{0} \in \mathscr{I}$. Then there is an analytic matrix $Q(t)$ such that $\tilde{E}_{110} Q(t)+\tilde{F}_{110}$ is invertible on a neighborhood of $t_{0}$. Let $U$ be the solution of $U^{\prime}=Q U, U\left(t_{0}\right)=I$, let $u=U \tilde{u}$, and restrict (3.20) to the subinterval $\tilde{\mathscr{I}}$. We still have a counterexample to Theorem 3.3 except now $\tilde{F}_{11}$ in (3.20) is nonsingular. Multiplying by $\tilde{F}_{11}^{-1}$ we finally get that our counterexample is

$$
\left[\begin{array}{cc}
E_{1} & E_{2}  \tag{3.23}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
u^{\prime} \\
v^{\prime}
\end{array}\right]+\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
g \\
h
\end{array}\right]
$$

(with new $E_{1}, E_{2}, u, v, g$ ). Also now

$$
\begin{align*}
\mathscr{E}_{j}=\left[\begin{array}{ccccccc}
E_{10} & E_{20} & & & & \\
0 & 0 & & & \\
E_{11}+I & E_{21} & 2 E_{10} & 2 E_{20} \\
0 & I & 0 & 0 & \ddots & & \\
\vdots & & & & & \\
E_{1 j-1} & E_{2 j-1} & \cdots & (j-1) E_{11}+I & (j-1) E_{21} & j E_{10} & j E_{20} \\
0 & 0 & \cdots & 0 & I & 0 & 0
\end{array}\right],  \tag{3.24}\\
\\
\mathscr{F}_{j}=\left[\begin{array}{cc}
I & 0 \\
0 & I \\
0 & 0 \\
\vdots & \vdots \\
0 & 0
\end{array}\right] .
\end{align*}
$$

Notice that if

$$
\begin{equation*}
E_{1} u^{\prime}+u=g \tag{3.25}
\end{equation*}
$$

is solvable, then so is (3.18), which is a contradiction. Since $E_{1}$ has smaller dimensions than $E$ it suffices to show (3.15)-(3.17) hold for (3.25) to obtain a contradiction. Using the $I$ blocks in (3.24) and doing row operations on $\mathscr{E}_{j}$ to zero the remaining entries in those columns we see that

$$
\begin{gather*}
\tilde{\mathscr{C}}_{j}=\left[\begin{array}{cccc}
E_{10} & & & \\
E_{11}+I & 2 E_{10} & & \\
\vdots & & \ddots & \\
E_{1 j-1} & & & j E_{10} \\
j E_{20}
\end{array}\right]=\left[\Sigma_{j} \mid \phi\right] \\
 \tag{3.26}\\
\\
\\
\tilde{\mathscr{F}}_{j}=\left[\begin{array}{c}
I \\
0 \\
\vdots \\
0
\end{array}\right]
\end{gather*}
$$

is 1-full iff (3.24) is. But $\tilde{\mathscr{E}}_{j} 1$-full implies $\Sigma_{j}$ is 1 -full and $\Sigma_{j}$ is the $\mathscr{E}_{j}$ matrix for (3.25). Thus (3.16) holds for (3.25). Since $\Sigma_{j}$ is real analytic we may take a subinterval on which it has constant rank so that (3.15) holds for (3.25). There remains only to verify (3.17) for (3.25) to complete the proof. We may assume $j \geqq 2$. Then by assumption on (3.24), (3.17) holds. Observe that then one can find $u$, $v$ so that $\mathscr{E}_{j} u+\mathscr{F}_{j} v$ gives any vector in $\sum_{i=1}^{j} \oplus\left(\mathrm{C}^{p} \oplus o^{n-p}\right)$. The last row implies that the $j n-2$ block entry of $u$ is zero. Let $\hat{\mathscr{E}}_{j}$ be $\tilde{\mathscr{E}}_{j}$ with the $(j-1) E_{20}$ entry zero. Then this says $\mathscr{R}\left(\hat{\mathscr{E}}_{j}\right)+\mathscr{R}\left(\tilde{\mathscr{F}}_{j}\right)=\mathrm{C}^{\text {jp }}$. But $\mathscr{R}\left(\Sigma_{j-1}\right)+\mathscr{R}\left(\mathscr{F}_{j-1}\right)=\mathrm{C}^{(j-1) p}$ since $\Sigma_{j-1}$ is the $n(j-1) \times n(j-1)$ principal submatrix of $\hat{E}_{j}$. As noted $\Sigma_{j}$ is the $\mathscr{E}_{j}$ matrix for (3.24). Thus $\mathscr{R}\left(\mathscr{E}_{i}\right)+\mathscr{R}\left(\mathscr{F}_{i}\right)=\mathrm{C}^{n i}$ for (3.25) for $i=j_{0}-1=n$. Since $E_{1}$ has dimension less than or equal to $n-1$, we have (3.25) satisfies (3.15), (3.16), (3.17) which is a contradiction.

Corollary 3.3. Suppose that $E, F, f$ are real analytic on $\mathscr{I}$. Then (1.1) is solvable on $\mathscr{I}$ if and only if (3.15) holds on $\mathscr{I}$, (3.17) holds at $t_{0}$, and (3.16) holds on a dense subset of $\mathscr{I}$.

Proof. If (3.17) holds at $t_{0}$, it will hold in some subinterval [ $t_{0}, t_{0}+\varepsilon$ ]. Now use Lemma 3.2, Theorem 3.3, and (3.15).

We can extend the proof of Theorem 3.2 to cover infinitely differentiable functions. To do this, observe first that if $E, F$ are infinitely differentiable and (1.1) is solvable on $\mathscr{I}$, then by considering only infinitely differentiable solutions one may get (2.11) where $N w^{\prime}+w=f_{2}$ has only one infinitely differentiable solution for each infinitely differentiable $f_{2}$. However, if $N w^{\prime}+w=0$ and $w$ is not infinitely differentiable it follows that $w=0$ on $\cup \mathscr{F}_{i}$ and hence $w=0$ on $\mathscr{I}$. Also, as noted earlier if $E, F, f$ are infinitely differentiable, then so are $Q, q$ and hence $x$. Thus for $E, F$ infinitely differentiable, we may consider solvability to mean that $x, f$ are also infinitely differentiable. This version of Theorem 2.1 is actually slightly weaker, since solvability is taken to mean for every infinitely differentiable $f,(1.1)$ has a solution. This does not immediately imply that for every $n$-times differentiable $f$, (1.1) will have a smooth solution. If we call this weaker form of solvability $\mathscr{C}^{\infty}$-solvability, then Theorem 2.1 becomes the following.

Theorem 3.4. If (1.1) is $\mathscr{C}^{\infty}$-solvable, then (1.1) is equivalent to (2.6) where all of the functions including $g, h$ are infinitely differentiable.

Using Theorem 3.4, we may generalize Theorem 3.3 as follows.
Theorem 3.5. The system (1.1) with $E, F$ infinitely differentiable is $\mathscr{C}^{\infty}$-solvable if and only if there exists a $j_{0} \geqq n+1$ such that (3.15)-(3.17) hold.

Proof. The "only if" part follows from Theorem 3.1. To prove the "if" part, suppose that $E, F, f$ are infinitely differentiable on $\mathscr{I}$ and that (3.15)-(3.17) hold for
$j_{0} \geqq n+1$. There are a countable number of open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and rank $E$ is constant on each $\mathscr{I}_{i}$. Premultiplication (on each $\mathscr{I}_{i}$ ) gives

$$
\left[\begin{array}{cc}
E_{1} & E_{2} \\
0 & 0
\end{array}\right] x^{\prime}+\left[\begin{array}{ll}
F_{1} & F_{2} \\
F_{3} & F_{4}
\end{array}\right] x=f .
$$

By (3.17), the matrix [ $F_{3}, F_{4}$ ] has full row rank and we may do a change of coordinates $x=V y$ to give

$$
\left[\begin{array}{cc}
E_{1} & E_{2} \\
0 & 0
\end{array}\right] y^{\prime}+\left[\begin{array}{cc}
F_{1} & F_{2} \\
0 & I
\end{array}\right] y=f
$$

with new $E_{i}, F_{i}$. A premultiplication gives finally that

$$
\left[\begin{array}{cc}
E_{1} & E_{2} \\
0 & 0
\end{array}\right] y^{\prime}+\left[\begin{array}{cc}
F_{1} & 0 \\
0 & I
\end{array}\right] y=\tilde{f} .
$$

As shown in [7] these coordinate changes do not affect (3.15)-(3.17). Thus $E_{1} y_{1}^{\prime}+$ $F_{1} y_{1}=g$ satisfies (3.17) with $\mathrm{j}_{0} \leqq n$. Continuing in this manner we get that there exists a countable family of disjoint open intervals $\mathscr{I}_{i}$ such that $\cup \mathscr{I}_{i}$ is dense in $\mathscr{I}$ and on each $\mathscr{I}_{i}$ there exists $P_{i}, V_{i}$ so that premultiplication by $P_{i}$ and letting $x=V_{i} y$ transfers (1.1) to standard canonical form [6] so that (1.1) is solvable on each $\mathscr{I}_{i}$. The $P_{i}, V_{i}$ are defined only on $\mathscr{I}_{i}$.

By assumption on $\mathscr{C}_{j}, \mathscr{F}_{j}$ there exists smooth nonsingular $\mathscr{R}$ on all of $\mathscr{I}$ so that

$$
R\left[\mathscr{E}_{j} \mid \mathscr{F}_{j}\right]=\left[\begin{array}{c|c}
X & Y \\
\hline 0 & \theta
\end{array}\right]
$$

with $X$ of full row rank. Now (1.1) is solvable on each $\mathscr{I}_{i}$ and from [2], [8] we have the solutions are given by (3.5) and the constraint matrix $\theta(t)$ :

$$
\begin{align*}
& \dot{x}=Q(t) x(t)+q(t),  \tag{3.27}\\
& 0=\theta(t) x(t)+h(t) \tag{3.28}
\end{align*}
$$

and $g, h$ are differential operators applied to $f$,

$$
g(t)=\sum_{i=0}^{n} \phi_{i}(t) f^{(i)}(t), \quad h(t)=\sum_{i=0}^{n} \psi_{i}(t) f^{(i)}(t) .
$$

By assumption on $\mathscr{E}_{j}, \mathscr{F}_{j}$, the coefficients $Q(t), \theta(t), \phi_{i}(t), \psi_{i}(t)$ are in $\mathscr{C}^{\infty}[\mathscr{I}]$. Also since $\theta(t)$ has full row rank on $\mathscr{I}$ by (3.15), (3.16), (3.17), there exists a change of coordinates $W$ defined on $\mathscr{I}$ so that $\theta(t) W(t)=\left[\begin{array}{ll}0 & I\end{array}\right]$. Then (3.27), (3.28) becomes

$$
\begin{align*}
& x_{1}^{\prime}=Q_{11} x_{1}+Q_{12} x_{2}+q_{1},  \tag{3.29}\\
& x_{2}^{\prime}=Q_{21} x_{1}+Q_{22} x_{2}+q_{2},  \tag{3.30}\\
& 0=x_{2}+h \tag{3.31}
\end{align*}
$$

where $\left[Q_{i j}\right]=Q^{-1}\left(Q W-W^{\prime}\right),\left[q_{i}\right]=W^{-1} q$. But (3.29)-(3.31) characterize the solutions of (1.1) on $\mathscr{I}_{i}$. Letting $f=0$ in (3.29), (3.30), (3.31) gives, on each $\mathscr{I}_{i}$,

$$
x_{1}^{\prime}=Q_{11} x_{1}, \quad 0=Q_{21} x_{1} .
$$

However, $\operatorname{dim} x_{1}$ is the dimension of the solution manifold on $\mathscr{I}_{i}$ so $Q_{21}=0$ on $\cup \mathscr{I}_{i}$. By continuity $Q_{21} \equiv 0$ on $\mathscr{I}$. Returning to (3.29)-(3.31) we now have

$$
\begin{align*}
& x_{1}^{\prime}=Q_{11} x_{1}-Q_{12} h+q_{1},  \tag{3.32}\\
& 0=-Q_{22} h+q_{2}-h^{\prime} . \tag{3.33}
\end{align*}
$$

Given an $f \in \mathscr{C}^{\infty}[\mathscr{I}]$, by solvability of (3.23) on $\mathscr{I}_{i}$, we have (3.33) trivially holds on $\cup \mathscr{I}_{i}$. But then (3.33) holds on $\mathscr{I}$ by continuity. Thus (3.32), (3.33), and hence (3.19)(3.21) have $\operatorname{dim} x_{2}$ linearly independent solutions defined on all of $\mathscr{I}$. But by construction these solutions satisfy (1.1) on $\cup \mathscr{I}_{i}$. By continuity they satisfy (1.1) on $\mathscr{I}$.

Observe that if we let

$$
\mathscr{L} x=E x^{\prime}+F x, \quad \mathscr{K} x=x^{\prime}-Q x, \quad \mathscr{R} x=\sum_{i} R_{1 i} x^{(i)}
$$

then we can write

$$
\begin{equation*}
\mathscr{R} \mathscr{L}=\mathscr{K} . \tag{3.34}
\end{equation*}
$$

Also this proof does not actually require infinite differentiability. Being $3 n$-times differentiable would suffice.
4. Comments. This paper provides a fairly complete theory for (1.1) based on the ideas of [7]. In particular, the numerical approach of [7], [8] works on all smooth solvable systems. For infinitely differentiable coefficients, it works if and only if the system is solvable. The conclusion (3.34) implies that the operator $L$ is what Emre calls left-admissable [11]. Examining this connection with [11] would be a major digression and will be done elsewhere.

One difficulty in working with (1.1) is that a system $E x^{\prime}+F x=f$ with $E, F$ close in the $\|\cdot\|_{m}$ norm to $E, F$ need not be solvable, and if solvable, need not have solutions close to those of (1.1). However, using the differential equation (3.5), Theorem 3.1 and Corollary 3.2, we can now make the following statement (Theorem 4.1). While an immediate consequence of $\S 3$, this is the first result of its kind we are familiar with.

Theorem 4.1. Suppose that $E^{\tau}, F^{\tau}, E, F$ are in $\mathscr{C}_{2 n}$ where $\tau$ is a parameter. Suppose that $E^{\tau} \rightarrow E, F^{\tau} \rightarrow F$ in $\mathscr{C}_{2 n}$ as $\tau \rightarrow \tau_{0}$. Suppose that $E^{\tau} x^{\prime}+F^{\tau} x=f$ is solvable for each $t$ and that for $j=n+1$, $\operatorname{rank}\left(\mathscr{E}_{j}^{\tau}\right)=\operatorname{rank}\left(\mathscr{E}_{j}\right)$ for all $t \in \mathscr{I}$. Then $E x^{\prime}+F x=f$ is solvable. Furthermore, the manifolds of initial conditions and solutions are also continuous in $\tau$ at $\tau_{0}$.

Proof. The only part that needs proof is that $\mathscr{E}_{j}$ is 1 -full. But this follows in the same way we extended 1-fullness to the closure of $\cup \mathscr{I}_{i}$ in Theorem 2.1.

Corollary 4.1. Suppose (1.1) is equivalent to a system in SCF. Then there exist polynomial matrices (int) $E^{\tau}, F^{\tau}$ such that $E^{\tau} \rightarrow E, F^{\tau} \rightarrow F$ in $\mathscr{C}_{2 n}$ as $\tau \rightarrow \tau_{0} . E^{\tau} x^{\prime}+F^{\tau} x=f$ is a solvable system for every $\tau$, and the solution manifold is continuous in $\tau$ at $\tau_{0}$.

Proof. Take $\mathscr{C}_{2 n}$ polynomial approximations of both the SCF and the coordinate changes that put it into SCF.

This argument does not work if (1.1) is not equivalent to a system in SCF. We do not know if the polynomial solvable systems are dense (in the sense of Corollary 4.1) in all solvable systems.

Theorem 3.3 (or Corollary 3.3), to our knowledge, supplies the first explicit characterization of solvability. However, it appears to involve a great deal of computation. We shall now show how this may usually be done simultaneously with the solution at little additional overhead.

Suppose then that we have (1.1) on $\left[t_{0}, t_{1}\right]$ with $E, F, f$ real analytic or infinitely differentiable. At $t_{0}$, rank $\left(\mathscr{E}_{j}\left(t_{0}\right)\right)=r_{0}$ is determined, possibly by a singular value decomposition (SVD) and (3.16), (3.17) are also verified. This SVD may also be used to estimate the conditioning of (3.4). Suppose that we now proceed to numerically solve (1.1) by integrating (3.5) as described in [8]. First a $Q R$ factorization is performed
on the first $n$ columns of $\mathscr{E}_{j}$ to yield

$$
Q^{T \mathscr{C}_{j}}=\left[\begin{array}{cc}
R_{11} & H_{12}  \tag{4.1}\\
0 & H_{22}
\end{array}\right], \quad Q^{T} \mathbf{f}_{j}=\left[\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right]
$$

and $R_{11}$ is nonsingular and upper triangular. If this cannot be done, then we could use an SVD. If this still fails to produce a nonsingular $R_{11}$, then either the problem is not 1 -full or is too numerically ill conditioned. Suppose then we have that (3.4) is now (4.1). Now perform a $Q R$ on $H_{22}$ using column pivoting so that (3.4) is now

$$
\left[\begin{array}{ccc}
R_{11} & R_{12} & R_{13}  \tag{4.2}\\
0 & R_{22} & R_{23} \\
0 & 0 & \varepsilon_{1}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{1} \\
z_{1} \\
z_{2}
\end{array}\right]=\left[\begin{array}{c}
\hat{f}_{1} \\
\hat{f}_{2} \\
\varepsilon_{2}
\end{array}\right]
$$

where $R_{22}$ is nonsingular, upper triangular, and $\left(r_{0}-n\right) \times\left(r_{0}-n\right)$. If $R_{22}$ is not that size, then use an SVD instead of a $Q R$. If $R_{22}$ is still not the correct size, either we are near a place where (3.15) is violated or the problem is too ill conditioned to proceed directly (note [23]). Similarly, if $\varepsilon_{1}, \varepsilon_{2}$ are not negligible, then (3.17) is being violated numerically. It is probably not necessary to check 1 -fullness at every time step and one can often use the basic solution in (4.2) by setting $z_{2}=0$ and backsolving for $x_{1}$. However, there are a couple of ways to check 1 -fullness. One is to use elementary row operations to use $R_{22}$ to zero $R_{12}$. Then $E_{j}$ is 1 -full if and only if $R_{13}$ is also zeroed out. An alternative is to perform Householder transformations (which need not be saved) on the right of the coefficient matrix in (4.2) to get

$$
\left[\begin{array}{ccc}
R_{11} & \tilde{R}_{12} & \varepsilon_{3}  \tag{4.3}\\
0 & \tilde{R}_{22} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
z_{1} \\
z_{2}
\end{array}\right]=\left[\begin{array}{c}
\hat{f}_{1} \\
\hat{f}_{2} \\
0
\end{array}\right]
$$

where $\tilde{R}_{22}$ is again upper triangular. If $\varepsilon_{3}$ is not negligible, we consider the system to not be 1 -full, (3.16) is violated and we stop. If $\varepsilon_{3}=0$, then we solve (4.3) for $z_{1}$ and then $x_{1}$ by back substitution to get

$$
\begin{equation*}
\tilde{x}_{1}=-R_{11}^{-1} \tilde{R}_{12} \tilde{R}_{22}^{-1} \hat{f}_{2} \tag{4.4}
\end{equation*}
$$

and proceed with our integration scheme.
The decisions require, as is often the case with numerical procedures, making decisions on numerical rank [15], [23]. However, if (1.1) is solvable on $\mathscr{I}$, with smooth enough coefficients, then there exists a precision and step size (depending on the conditioning of the algebraic equations) and the system (3.5) which will permit us to integrate (1.1) (equivalently (3.5)). Conversely, if (1.1) is not solvable on all of $\mathscr{I}$, then there is a stepsize $h$ such that using any stepsize smaller than this will lead to the determination that (3.15) or (3.16) are violated and the problem is not solvable. In any event, the conditioning of the required algebra in (3.4) over $\mathscr{I}$ is independent of the stepsize, whereas the conditioning of the algebraic problems in a backward difference scheme increases as $h$ decreases.

Finally, note that showing the solution $x$ of (1.1) satisfied (3.5) required $f$ to be in $\mathscr{C}_{2 n}$ (or $\mathscr{C}_{2 r}$ if there was a SCF) since we need $\mathbf{x}_{n+1}$ to exist. However, by taking limits in $\mathscr{C}_{1}$ one may show that if $f \in \mathscr{C}_{n}$, then $x$ satisfies (3.5) for some $q$ with the same $Q$.
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# A SYNTHETIC STUDY OF ONE-PARAMETER NONLINEAR PROBLEMS* 
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#### Abstract

We present a study on the local structure of the set of solutions of one-parameter nonlinear problems, based on a recent generalization of the Implicit function theorem. We show how the combination of some nondegeneracy condition together with a priori requirements allows one to treat both cases without or with change of scale. The approach we develop is self-contained and provides most of the classical results on "nondegenerate" bifurcation with various improvements and extensions. Also, the suitable change of scale, if any, is shown to be as predicted by Newton's diagrams. Applications to standard model problems in nonlinear P.D.E.'s are given.
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1. Introduction and preliminaries. Let $X$ and $Y$ be two real Banach spaces and $G(=G(\mu, x))$ a mapping of the variables $\mu \in \mathbb{R}$ and $x \in X$ with values in $Y$ such that $G(0)=0$. We intend to show how a generalization of the Implicit function theorem (Theorem 1.1) can be used for finding the zero set of $G$ around the origin. The first step of our method is classical insofar as it makes use of the Lyapunov-Schmidt reduction so that the problem becomes equivalent to a finite-dimensional one, the mapping $G$ being replaced by the so-called reduced mapping. Unfortunately, the assumptions on the reduced mapping involve higher-order derivatives whose expression in terms of $G$ rapidly becomes very intricate. This fact is even more pronounced when a preliminary change of the parameter $\mu$ into $\pm \eta^{p}$ for some suitable integer $p \geqq 2$ is necessary.

Our first aim has been to give a sharp criterion for the generalization of the Implicit function theorem mentioned above to be available under "simple" assumptions on the mapping $G$, whether the parameter $\mu$ is changed or not. What we mean by "simple" will be made precise later in this section and makes explicit a condition already considered desirable by most authors, who have formulated appropriate particular hypotheses in this aim. Of course, this does not mean that there is no problem of interest which does not fulfill our conditions: for instance, bifurcation near a degenerated eigenray does not fit into our framework in general.

The basic form of the criterion we use is established in § 2, but its most useful versions are derived in $\S 4$. The effect of its combination with Theorem 1.1 are briefly examined in § 3 (no change of parameter) and in more detail in $\S 4\left(\mu= \pm \eta^{p}\right)$. In both cases, we obtain results of regularity of the curves that are better than the existing ones (when any exist at all) and our study applies beyond the classical framework.

The analysis of § 4 naturally leads to the observation that the value of $p$ in the change of scale not only cannot be arbitrary but is uniquely determined as a rational number ( or $-\infty$ ) that becomes available for our purposes as soon as its value is an integer. Integer or not, an a posteriori verification shows that it is exactly as provided by using Newton's diagrams. Besides, it is related to another integer $\kappa$ whose meaning in the problem is evident by showing that $p$ must divide $\kappa$ or $\kappa-1$. Hence, the two cases $p=\kappa$ and $p=\kappa-1$ only bear a general discussion. Heuristically, this explains

[^92]why they have already attracted attention in general problems (especially $p=\kappa-1$ in the study of problems of bifurcation from the trivial branch). Note however that noninteger values of $p$ have sometimes been successfully used; for instance in problems of bifurcation from the trivial branch when the linearized operator has a nontrivial generalized null-space (see Landman and Rosenblat [10]).

The location of the curves of solutions of the equation $G(\mu, x)=0$ with respect to the hyperplane $\mu=0$ in $\mathbb{R} \times X$ is fully discussed from the parity of $p$. Our conclusions cover the concepts of "regular," "turning" or "hysteresis" point as well as "supercritical," "subcritical" or "transcritical" bifurcation point.

This paper contains conclusions related to those of Crandall and Rabinowitz [4], McLeod and Sattinger [11], Magnus [12], Szulkin [19] and Buchner, Marsden and Schecter [3], which follow with various complements and extensions. Problems beyond their domain of validity (including standard ones) can also be treated. The results we present are then fairly general though accurate. It is noteworthy that they all derive from the criterion of $\S 2$ in conjunction with the nondegeneracy condition of Theorem 1.1: the whole theory thus reduces to these two basic aspects after technical manipulations which are precisely the purpose of $\S \S 3$ and 4 . Related computational algorithms are described in [15], [16].

Due to the abundant literature devoted to the subject, special attention has been given to problems of bifurcation from the trivial branch, although existence of a known branch plays no role in this approach. In particular, nonexistence of a nontrivial generalized null-space (i.e., direct sum of the null-space and the range) for the linearized operator is shown to be a necessity imposed by the standing nondegeneracy condition.

Examples of application to nonlinear partial differential equations are given in § 5. Other examples of interest in which the usual properties of the mapping $G$ may significantly differ are, for instance, concerned with the determination of steady solutions to systems of ordinary differential equations.

We shall now develop a few preliminaries. Throughout this paper, the mapping $G$ is supposed to be of class $\mathscr{C}^{m}, m \geqq 1$, on a neighbourhood of the origin in $\mathbb{R} \times X$. We also assume that the partial derivative $D_{x} G(0)$ is a Fredholm operator with index 0 , namely, that the space

$$
\begin{equation*}
X_{1}=\operatorname{Ker} D_{x} G(0) \tag{1.1}
\end{equation*}
$$

is finite dimensional, and that the space

$$
\begin{equation*}
Z_{2}=\text { Range } D_{x} G(0) \tag{1.2}
\end{equation*}
$$

(is closed and) has finite codimension with

$$
\begin{equation*}
\operatorname{dim} X_{1}=\operatorname{codim} Z_{2}=N \geqq 0 . \tag{1.3}
\end{equation*}
$$

Let $X_{2}$ and $Z_{1}$ be two topological complements of $X_{1}$ and $Z_{2}$, respectively,

$$
\begin{equation*}
X=X_{1} \oplus X_{2}, \quad Y=Z_{1} \oplus Z_{2}, \tag{1.4}
\end{equation*}
$$

so that $\operatorname{dim} Z_{1}=\operatorname{codim} Z_{2}=N$ and

$$
\begin{equation*}
\left.D_{x} G(0)\right|_{X_{2}} \in \operatorname{Isom}\left(X_{2}, Z_{2}\right) . \tag{1.5}
\end{equation*}
$$

Note. A previous version of this work, announced in [14], required $X=Y$ and made use of generalized null-spaces. These restrictions have disappeared in the present exposition.

Here is the basic tool we use in $\S \S 3$ and 4 for determining the local zero set of the mapping $G$. A slightly more general statement can be found in [14, Thm. 3.2] and, with a loss of one degree of regularity at the origin, is also proved in Buchner et al. [3].

Theorem 1.1. Let $n \geqq 0$ be a given integer and $\tilde{X}_{1}$ and $Y_{1}$ two real vector spaces with dimension $n+1$ and $n$, respectively. On the other hand, let $f$ be a mapping of class $\mathscr{C}^{m}, m \geqq 1$, defined on a neighbourhood of the origin in $\tilde{X}_{1}$ with values in $Y_{1}$. Assume that

$$
\begin{equation*}
D^{j} f(0)=0, \quad 0 \leqq j \leqq k-1, \tag{1.6}
\end{equation*}
$$

for some $1 \leqq k \leqq m$. Denoting by $q$ the polynomial mapping

$$
\begin{equation*}
q: \tilde{x}_{1} \in \tilde{X}_{1} \rightarrow q\left(\tilde{x}_{1}\right)=D^{k} f(0) \cdot\left(\tilde{x}_{1}\right)^{k} \in Y_{1} \tag{1.7}
\end{equation*}
$$

assume further that for every nonzero solution $\tilde{x}_{1} \in \tilde{X}_{1}$ of the equation $q\left(\tilde{x}_{1}\right)=0$ the derivative $D q\left(\tilde{x}_{1}\right) \in \mathscr{L}\left(\tilde{X}_{1}, Y_{1}\right)$ is onto.

Then, the zero set of the mapping $q$ in the whole space $\tilde{X}_{1}$ is the union of a finite number $0^{n} \leqq j \leqq k^{n 1}$ of lines through the origin and the zero set of the mapping $f$ around the origin of $\tilde{X}_{1}$ consists of exactly $\nu$ curves of class $\mathscr{C}^{m}$ away from the origin and $\mathscr{C}^{m-k+1}$ at the origin, where each of them is tangent to a different one of the lines in the zero set of the mapping $q$ (1.7).

Remark 1.1. (i) When $n=0$, Theorem 1.1 applies with any $1 \leqq k \leqq m$ but the best result is obtained with $k=1$ : Theorem 1.1 is then nothing but the Implicit function theorem, a fact somewhat hidden by the obviousness of the situation. Conversely, if $k=1$, Theorem 1.1 applies with $n=0$ only since the mapping $q$ (1.7) is the trivial one $q=0$. Thus, assuming $n>1$ implicitly requires $k \geqq 2$.
(ii) When $n=1$ and $k=2$, Theorem 1.1 gives a result which is better than when using the classical Morse lemma (providing $\mathscr{C}^{m-2}$ regularity at the origin instead of $\mathscr{C}^{m-1}$ ). However, in this case, Theorem 1.1 follows from an improved version of the Morse lemma that can be found in Kuiper [9].

Remark 1.2. The assumption we make on the mapping $q$ (1.7) in Theorem 1.1 will be referred to as "condition of $\mathbb{R}$-nondegeneracy" and abbreviated as ( $\mathbb{R}$-N.D.) according to the denomination used in [14]. Some comments on how it can be checked in practice are given in [3], [15].

Remark 1.3. As an odd continuous mapping from $\mathbb{R}^{m}$ into $\mathbb{R}^{n}$ always vanishes on the unit sphere of $\mathbb{R}^{m}$ when $m>n$, we find that $\nu \geqq 1$ when $k$ is odd. When $k$ is even, Buchner et al. have proved that $\nu$ is even too [3, Thm. 2.7].

We shall use Theorem 1.1 in the following way: Let $\tilde{X}$ be another real Banach space (in practice, $\tilde{X}$ will be $\mathbb{R} \times X$ but the real variable will not always be $\mu$ ) and $H$ a mapping of class $\mathscr{C}^{m}, m \geqq 1$, on a neighbourhood of the origin in $\tilde{X}$ with values in $Y$ such that $H(0)=0$. Assume that $D H(0)$ is a Fredholm operator with index 1, namely that

$$
\begin{equation*}
\tilde{X}_{1}=\operatorname{Ker} D H(0) \tag{1.8}
\end{equation*}
$$

is finite dimensional, and

$$
\begin{equation*}
Y_{2}=\text { Range } D H(0), \tag{1.9}
\end{equation*}
$$

(is closed and) has finite codimension with

$$
\begin{equation*}
\operatorname{codim} Y_{2}=n \geqq 0, \quad \operatorname{dim} \tilde{X}_{1}=n+1 \tag{1.10}
\end{equation*}
$$

[^93]Let $\tilde{X}_{2}$ and $Y_{1}$ be two topological complements of $\tilde{X}_{1}$ and $Y_{2}$, respectively. Denoting by $P_{1}$ and $P_{2}$ the (continuous) projection operators onto $Y_{1}$ and $Y_{2}$, respectively, and after Lyapunov-Schmidt reduction, finding the local zero set of $H$ near the origin amounts to finding the local zero set of the reduced mapping

$$
\begin{equation*}
\tilde{x}_{1} \in \tilde{X}_{1} \rightarrow f\left(\tilde{x}_{1}\right)=P_{1} H\left(\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)\right) \in Y_{1} \tag{1.11}
\end{equation*}
$$

where the function $\tilde{\phi}$ with values in $\tilde{X}_{2}$ and of class $\mathscr{C}^{m}$ around the origin is characterized through the Implicit function theorem as solving the equation

$$
\begin{equation*}
P_{2} H\left(\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)\right)=0 . \tag{1.12}
\end{equation*}
$$

The local zero set of $f$ can be determined by using Theorem 1.1. Nevertheless, in proportion as the index $j$ grows, the derivative $D^{j} f(0)$ becomes more and more complicated in terms of $H$ because of the increasing number of derivatives of $\tilde{\phi}$ involved in its expression. As a result, writing down the corresponding assumptions on $H$ and checking that they are satisfied seems to be impossible even for relatively small values of $k$.

However, there is no difficulty if $k=2$ : indeed, implicit differentiation of (1.12) shows that $D \tilde{\phi}(0)=0$ and it follows that the first two derivatives of the mappings $f$ and $P_{1} H\left(\tilde{x}_{1}\right)$ at the origin coincide. This raises the question of whether a simple criterion can be found ensuring that the assumptions of Theorem 1.1 can be checked with the mapping $P_{1} H\left(\tilde{x}_{1}\right)$ instead of the reduced mapping. In this case, $D^{j} f(0)=$ $\left.P_{1} D^{j} H(0)\right|_{\left(\tilde{X}_{1}\right)}{ }^{j}, 0 \leqq j \leqq k$, a particularly simple expression in terms of $H$. Such a criterion will be established in $\S 2$. In $\S 3$, we take $\tilde{X}=\mathbb{R} \times X$ with generic element $(\mu, x)$ and $H=G$. Next, observe that if $p$ is an odd integer, the solutions of the equation $G\left(\eta^{p}, x\right)=0$ are in one-to-one onto correspondence with the solutions of the equation $G(\mu, x)=0$ since the mapping $\eta \rightarrow \eta^{p}$ is a $\mathscr{C}^{\infty}$ homeomorphism. If $p$ is even, the solutions of the equation $G\left(\eta^{p}, x\right)=0$ provide those of $G(\mu, x)=0$ with $\mu \geqq 0$ only. In order to get the solutions with $\mu \leqq 0$, we must consider the equation $G\left(-\eta^{p}, x\right)=0$ as well. That is why, in $\S 4$, setting $\sigma= \pm 1$ we take $\tilde{X}=\mathbb{R} \times X$ with generic element $(\eta, x)$ and $H(\eta, x)=G\left(\sigma \eta^{p}, x\right)$. It is shown that the integer $p$ must have specific values and that the criterion of $\S 2$ keeps a simple form in terms of $G$, providing other assumptions made in the literature as particular cases. The usefulness of our generalization is exemplified in $\S 5$ on a model problem. Also, it will be obvious that both choices $\sigma=1$ and $\sigma=-1$ are equivalent when $p$ is odd ( $\geqq 3$ ). For this reason the case when the parameter $p$ is unchanged will be referred to as the "case $p=1$ " for the sake of convenience.
2. A criterion for the first nonzero derivative. Let the mapping $H$ be as in $\S 1$. Assuming $n=\operatorname{codim} Y_{2}=\operatorname{dim} Y_{1} \geqq 1$, we shall give a criterion for the first nonzero derivative at the origin of the reduced mapping $f(1.11)$ to coincide with the first nonzero derivative at the origin of the mapping $P_{1} H\left(\tilde{x}_{1}\right)$.

Given any integer $0 \leqq l \leqq m$ we define the quantities

$$
\begin{align*}
& k_{1}(l)=\min \left\{0 \leqq j \leqq l, P_{1} D^{j} H(0) \neq 0\right\},  \tag{2.1}\\
& k^{1}(l)=\min \left\{0 \leqq j \leqq l,\left.D^{j} H(0)\right|_{\left(\tilde{X}_{1}\right)^{j} \neq 0} .\right. \tag{2.2}
\end{align*}
$$

In a moment, we shall also need to consider

$$
\begin{equation*}
k_{2}^{1}(l)=\min \left\{0 \leqq j \leqq l,\left.P_{2} D^{j} H(0)\right|_{\left.\left(\tilde{X}_{1}\right)^{j} \neq 0\right\}}\right. \tag{2.3}
\end{equation*}
$$

In the definitions (2.1)-(2.3), it is understood that $\min (\varnothing)=+\infty$ and it is then immediate that $k_{1}(l)$ (resp., $\left.k^{1}(l), k_{2}^{1}(l)\right)=+\infty$ if the derivatives of the mapping $P_{1} H$ (resp., $\left.H\right|_{\tilde{X}_{1}},\left.P_{2} H\right|_{\tilde{X}_{1}}$ ) vanish up to order $l$, whereas $k_{1}(l)$ (resp., $\left.k^{1}(l), k_{2}^{1}(l)\right) \leqq l$ otherwise.

As a first step, we establish a simple estimate on the mapping $\tilde{\phi}$.
Lemma 2.1. Around the origin in the space $\tilde{X}_{1}$, one has

$$
\begin{equation*}
\left\|\tilde{\phi}\left(\tilde{x}_{1}\right)\right\|=O\left(\left\|P_{2} H\left(\tilde{x}_{1}\right)\right\|\right), \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{2} H\left(\tilde{x}_{1}\right)\right\|=O\left(\left\|\tilde{\phi}\left(\tilde{x}_{1}\right)\right\|\right) \tag{2.5}
\end{equation*}
$$

so that the derivatives at the origin of order $\leqq m$ of the mappings $\tilde{\phi}$ and $\left.P_{2} H\right|_{\tilde{x}_{1}}$ vanish up to the same order.

Proof. The mapping $\tilde{\phi}$ is characterized by the condition (cf. (1.12))

$$
P_{2} H\left(\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)\right)=0 .
$$

Hence, from Taylor's formula

$$
\begin{equation*}
0=P_{2} H\left(\tilde{x}_{1}\right)+\int_{0}^{1} P_{2} D H\left(\tilde{x}_{1}+t \tilde{\phi}\left(\tilde{x}_{1}\right)\right) \cdot \tilde{\phi}\left(\tilde{x}_{1}\right) d t . \tag{2.6}
\end{equation*}
$$

Since the mapping $H$ is of class $\mathscr{C}^{1}$ at least, the mapping

$$
\Lambda\left(\tilde{x}_{1}\right)=\int_{0}^{1} P_{2} D H\left(\tilde{x}_{1}+t \tilde{\phi}\left(\tilde{x}_{1}\right)\right) d t \in \mathscr{L}\left(X, Y_{2}\right)
$$

is continuous w.r.t. $\tilde{x}_{1}$ around the origin of $\tilde{X}_{1}$. As $\Lambda(0)=P_{2} D H(0)$ is an isomorphism of $\tilde{X}_{2}$ to $Y_{2}$ from the assumptions made in $\S 1$, one has

$$
\Lambda\left(\tilde{x}_{1}\right) \in \operatorname{Isom}\left(\tilde{X}_{2}, Y_{2}\right)
$$

for $\tilde{x}_{1}$ close enough to the origin. Thus, (2.6) becomes

$$
P_{2} H\left(\tilde{x}_{1}\right)=-\Lambda\left(\tilde{x}_{1}\right) \cdot \tilde{\phi}\left(\tilde{x}_{1}\right),
$$

or equivalently

$$
\tilde{\phi}\left(\tilde{x}_{1}\right)=-\Lambda^{-1}\left(\tilde{x}_{1}\right) \cdot P_{2} H\left(\tilde{x}_{1}\right) .
$$

This yields the relations (2.4) and (2.5) since the norms of $\Lambda\left(\tilde{x}_{1}\right)$ and $\Lambda^{-1}\left(\tilde{x}_{1}\right)$ are bounded around the origin. Our last assertion follows from elementary arguments.

Given an integer $0 \leqq l \leqq m$, it is immediate on (2.1)-(2.3) and the definition of the spaces $\tilde{X}_{1}, Y_{1}$ and $Y_{2}$ that

$$
\begin{align*}
& k_{1}(l) \geqq 2,  \tag{2.7}\\
& k_{2}^{1}(l) \geqq k^{1}(l) \geqq 2 . \tag{2.8}
\end{align*}
$$

Let us now specify the value of $l$ by setting

$$
\begin{equation*}
k=\min \left\{0 \leqq j \leqq m,\left.P_{1} D^{j} H(0)\right|_{\left(\tilde{x}_{1}\right)^{j}} \neq 0\right\} . \tag{2.9}
\end{equation*}
$$

Clearly, from (2.7),

$$
\begin{equation*}
k \geqq \max \left(k_{1}(k), k^{1}(k)\right) \geqq 2 . \tag{2.10}
\end{equation*}
$$

Theorem 2.1. Assume $n \geqq 1$ and $k$ defined by (2.9) is finite (i.e. $2 \leqq k \leqq m$ ). If

$$
\begin{equation*}
k \leqq k_{1}(k)+k^{1}(k)-2, \tag{2.11}
\end{equation*}
$$

the reduced mapping (1.11) verifies

$$
\begin{align*}
& D^{j} f(0)=0, \quad 0 \leqq j \leqq k-1,  \tag{2.12}\\
& D^{k} f(0)=\left.P_{1} D^{k} H(0)\right|_{\left(\tilde{x}_{1}\right)^{k} \neq 0 .} \tag{2.13}
\end{align*}
$$

Proof. First, observe that

$$
\begin{equation*}
k^{1}(k)=\min \left(k, k_{2}^{1}(k)\right) . \tag{2.14}
\end{equation*}
$$

With (2.10) and since $k \leqq m$ we find $k_{1}(k) \leqq k \leqq m$. Expanding the mapping $P_{1} H$ about the origin, we get

$$
P_{1} H(\tilde{x})=\sum_{j=k_{1}(k)}^{k} \frac{1}{j!} P_{1} D^{j} H(0) \cdot(\tilde{x})^{j}+o\left(\|\tilde{x}\|^{k}\right)
$$

For $\tilde{x}=\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)$ we obtain

$$
f\left(\tilde{x}_{1}\right)=\sum_{j=k_{1}(k)}^{k} \frac{1}{j!} P_{1} D^{j} H(0) \cdot\left(\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)\right)^{j}+o\left(\left\|\tilde{x}_{1}+\tilde{\phi}\left(\tilde{x}_{1}\right)\right\|^{k}\right)
$$

As $\tilde{\phi}(0)=0$ and $\tilde{\phi}$ is of class $\mathscr{C}^{m}$, one has $\tilde{\phi}\left(\tilde{x}_{1}\right)=O\left(\left\|\tilde{x}_{1}\right\|\right)$ and the remainder in the above formula can be replaced by $o\left(\left\|\tilde{x}_{1}\right\|^{k}\right)$. Thus

$$
\begin{equation*}
f\left(\tilde{x}_{1}\right)=\sum_{j=k_{1}(k)}^{k} \frac{1}{j!} \sum_{i=0}^{j}\binom{j}{i} P_{1} D^{j} H(0) \cdot\left(\left(\tilde{x}_{1}\right)^{j-i},\left(\tilde{\phi}\left(\tilde{x}_{1}\right)\right)^{i}\right)+o\left(\left\|\tilde{x}_{1}\right\|^{k}\right) \tag{2.15}
\end{equation*}
$$

Due to Lemma 2.1 and the definition of $k_{2}^{1}(k)$, the derivatives at the origin of the mapping $\tilde{\phi}$ vanish up to order $k_{2}^{1}(k)-1$ when $k_{2}^{1}(k)<+\infty$ and up to order $k$ when $k_{2}^{1}(k)=+\infty$. In any case, (2.14) shows that they vanish up to order $k^{1}(k)-1$. Hence

$$
\left\|\tilde{\phi}\left(\tilde{x}_{1}\right)\right\|=O\left(\left\|\tilde{x}_{1}\right\|^{k^{1}(k)}\right) .
$$

Each term in the sum (2.15) is then of order

$$
O\left(\left\|\tilde{x}_{1}\right\|^{j-i}\left\|\tilde{\phi}\left(\tilde{x}_{1}\right)\right\|^{i}\right)=O\left(\left\|\tilde{x}_{1}\right\|^{j-i+\left(k^{1}(k)-1\right) i}\right)
$$

For $1 \leqq i \leqq j$, this term is actually in the remainder of order $k$. Indeed, $j+\left(k^{1}(k)-1\right) i$ is an increasing function of $i$ so that

$$
j+\left(k^{1}(k)-1\right) i \geqq j+k^{1}(k)-1 \quad \text { when } 1 \leqq i \leqq j .
$$

As $j$ runs over the integers $k_{1}(k), \cdots, k$

$$
j+k^{1}(k)-1 \geqq k_{1}(k)+k^{1}(k)-1>k
$$

from condition (2.11). To sum up, (2.15) simplifies in the form

$$
f\left(\tilde{x}_{1}\right)=\sum_{j=k_{1}(k)}^{k} \frac{1}{j!} P_{1} D^{j} H(0) \cdot\left(\tilde{x}_{1}\right)^{j}+o\left(\left\|\tilde{x}_{1}\right\|^{k}\right) .
$$

But, by definition of $k$ and since $\tilde{x}_{1} \in \tilde{X}_{1}$, the expressions $P_{1} D^{j} H(0) \cdot\left(\tilde{x}_{1}\right)^{j}$ vanish for $k_{1}(k) \leqq j<k$ and we are left with

$$
f\left(\tilde{x}_{1}\right)=\frac{1}{k!} P_{1} D^{k} H(0) \cdot\left(\tilde{x}_{1}\right)^{k}+o\left(\left\|\tilde{x}_{1}\right\|^{k}\right) .
$$

Since $f$ is of class $\mathscr{C}^{m}, m \geqq k$, the above relation shows that the first nonzero derivative of $f$ at the origin is of order $k$ with

$$
D^{k} f(0)=\left.P_{1} D^{k} H(0)\right|_{\left(\tilde{X}_{1}\right)^{k}},
$$

and the proof is complete.
Note that criterion (2.11) is always satisfied if $k=2$ since $k_{1}(2)=k^{1}(2)=2$ as it follows from (2.7), (2.8) and (2.10). More generally, condition (2.11) is vacuous if
$k=k_{1}(k)$ or if $k=k^{1}(k)$ since $k_{1}(k) \geqq 2$ and $k^{1}(k) \geqq 2$. The case when $k=k^{1}(k)<+\infty$ amounts to assuming

$$
\begin{equation*}
\left.D^{j} H(0)\right|_{\left(\tilde{x}_{1}\right)^{j}}=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous if } k=2), \tag{2.16}
\end{equation*}
$$

whereas $k=k_{1}(k)<+\infty$ if and only if

$$
\begin{equation*}
P_{1} D^{j} H(0)=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous if } k=2) \tag{2.17}
\end{equation*}
$$

A more restrictive version of (2.16) and (2.17) which is also more frequently encountered in the literature (often implicitly) is

$$
\begin{equation*}
D^{j} H(0)=0, \quad 0 \leqq j \leqq k-1 . \tag{2.18}
\end{equation*}
$$

Combining Theorems 1.1 and 2.1, we find the following.
Theorem 2.2. Let $H$ be a mapping of class $\mathscr{C}^{m}, m \geqq 1$, on a neighbourhood of the origin in $\tilde{X}$ with values in $Y$ such that $H(0)=0$. Assume that $D H(0)$ is a Fredholm operator with index 1 and set $\tilde{X}_{1}=\operatorname{Ker} D H(0), Y_{2}=$ Range $D H(0)$. Let $\tilde{X}_{2}$ and $Y_{1}$ be two topological complements of the spaces $\tilde{X}_{1}$ and $Y_{2}$, respectively. Then, $\operatorname{dim} Y_{1}=n$ and $\operatorname{dim} \tilde{X}_{1}=n+1$. Let $P_{1}$ denote the projection operator associated with the decomposition $Y=Y_{1} \oplus Y_{2}$. Define

$$
k=\left\{\begin{array}{l}
1 \quad \text { if } n=0,  \tag{2.19}\\
\min \left\{0 \leqq j \leqq m,\left.P_{1} D^{j} H(0)\right|_{\left(\tilde{X}_{1}\right)^{j}} \neq 0\right\} \geqq 2 \quad \text { if } n \geqq 1 .
\end{array}\right.
$$

When $n \geqq 1$, and in this case only, set

$$
\begin{align*}
& k_{1}(k)=\min \left\{0 \leqq j \leqq k, P_{1} D^{j} H(0) \neq 0\right\} \geqq 2,  \tag{2.20}\\
& k^{1}(k)=\min \left\{0 \leqq j \leqq k,\left.D^{j} H(0)\right|_{\left(\tilde{x}_{1}\right)^{j} \neq 0} \neq 2\right. \tag{2.21}
\end{align*}
$$

and assume
(i) $k<+\infty$,
(ii) $k \leqq k_{1}(k)+k^{1}(k)-2$ (vacuous for $k=2$ ),
(iii) the mapping

$$
\begin{equation*}
\tilde{x}_{1} \in \tilde{X}_{1} \rightarrow P_{1} D^{k} H(0) \cdot\left(\tilde{x}_{1}\right)^{k} \in Y_{1}, \tag{2.22}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}-\mathrm{N} . \mathrm{D}.){ }^{2}$
Then, the zero set of the mapping (2.22) consists of $0^{n} \leqq \nu \leqq k^{n 3}$ lines through the origin in the space $\tilde{X}_{1}$ and the zero set of the mapping $H$ around the origin of $\tilde{X}$ consists of exactly $\nu$ curves of class $\mathscr{C}^{m}$ away from the origin and of class $\mathscr{C}^{m-k+1}$ at the origin where each of them is tangent to a different one of the lines in the zero set of the mapping (2.22).

Remark 2.1. It is easily seen that $k, k_{1}(k)$ and $k^{1}(k)$ are independent of the choice of the spaces $\tilde{X}_{2}$ and $Y_{1}$. The same is true as concerns the fact that the mapping (2.22) verifies the condition ( $\mathbb{R}$-N.D.): Indeed, let $Y_{1}^{\prime}$ be a second space such that $Y=Y_{1}^{\prime} \oplus Y_{2}$ and call $P_{1}^{\prime}$ the associated projection onto $Y_{1}^{\prime}$. As $P_{1}^{\prime} P_{2}=0$ one has $P_{1}^{\prime}=P_{1}^{\prime} P_{1}$. Also, Ker $P_{1}^{\prime}=Y_{2}$ and hence $P_{1 \mid Y_{1}}^{\prime} \in \operatorname{Isom}\left(Y_{1}, Y_{1}^{\prime}\right)$. The assertion is now immediate from this observation. As a result, Theorem 2.2 is independent of the choice of the LyapunovSchmidt reduction. Actually, from a result of Beyn [1] showing the equivalence (in some precise sense) of any two Lyapunov-Schmidt reductions, it can be shown that the order of the first nonzero derivative of the reduced mapping (1.11) at the origin

[^94]and the fact that it verifies the condition ( $\mathbb{R}$-N.D.) are always independent of the choice of the Lyapunov-Schmidt reduction.
3. Applications to one-parameter nonlinear problems: the case $p=1$. In this section, we come back to the situation described in § 1: given two real Banach spaces $X$ and $Y$ and a mapping $G(=G(\mu, x))$ defined and of class $\mathscr{C}^{m}, m \geqq 1$, on a neighbourhood of the origin in $\mathbb{R} \times X$ with values in $Y$ such that $G(0)=0$, we consider the problem of finding the local zero set of $G$ near the origin. As this paper is intended to emphasize the role of the change of parameter in this problem, we shall especially bring prominence to situations in which a direct approach (i.e. without changing the parameter $\mu$ ) fails or does not provide all the desirable information.

As in § 1, we shall assume that $D_{x} G(0)$ is a Fredholm operator with index 0 and set

$$
\begin{align*}
& X_{1}=\operatorname{Ker} D_{x} G(0),  \tag{3.1}\\
& Z_{2}=\text { Range } D_{x} G(0) \tag{3.2}
\end{align*}
$$

Given two topological complements $X_{2}$ and $Z_{1}$ of $X_{1}$ and $Z_{2}$, respectively, we shall denote by $Q_{1}$ and $Q_{2}$ the (continuous) projection operators from $Y$ onto $Z_{1}$ and $Z_{2}$ and, whenever necessary, write the generic element $x \in X$ in the form $x=x_{1}+x_{2}$, $x_{1} \in X_{1}, x_{2} \in X_{2}$. Since $D_{x} G(0)$ has index 0

$$
\begin{equation*}
N=\operatorname{dim} X_{1}=\operatorname{dim} Z_{1} \geqq 0 . \tag{3.3}
\end{equation*}
$$

Setting $\tilde{X}=\mathbb{R} \times X$ with generic element $\tilde{x}=(\mu, x)$ we shall see how the general results of $\S 2$ apply when $H=G$. First, one has

$$
\begin{equation*}
D G(0) \cdot(\mu, x)=\mu D_{\mu} G(0)+D_{x} G(0) \cdot x \tag{3.4}
\end{equation*}
$$

so the null-space and the range of $D G(0)$ depend on the alternative $D_{\mu} G(0) \in Z_{2}$ or $D_{\mu} G(0) \notin Z_{2}$.

First case. $D_{\mu} G(0) \notin Z_{2}$. In the notation of $\S 2$ and from (3.4)

$$
\begin{align*}
\tilde{X}_{1} & =\operatorname{Ker} D G(0)=\{0\} \times X_{1} \simeq X_{1},  \tag{3.5}\\
Y_{2} & =\text { Range } D G(0)=\mathbb{R} D_{\mu} G(0) \oplus Z_{2} . \tag{3.6}
\end{align*}
$$

From the above and our assumptions on $G$, the space $Y_{2}$ is closed. Besides, due to (3.3), $\operatorname{dim} \tilde{X}_{1}=\operatorname{codim} Y_{2}+1=N$. Thus, the codimension $n$ of $Y_{2}$ is

$$
\begin{equation*}
n=N-1 \tag{3.7}
\end{equation*}
$$

When $N=1$ (i.e. $n=0$ ), Theorem 2.2 applies without any further assumption and the zero set of $G$ is made of exactly one curve of class $\mathscr{C}^{m}$. This curve is tangent to the one-dimensional space $\tilde{X}_{1}=\{0\} \times X_{1}$ at the origin ("vertical" tangent). Note that no information is provided as concerns its location in $\mathbb{R} \times X$ relative to the hyperplane $\mu=0$. This will be complemented in § 4 (case " $p=\kappa$ ").

When $N \geqq 2$ (i.e. $n \geqq 1$ ), $k$ is defined by (cf. § 2 and (3.5)-(3.6))

$$
\begin{equation*}
k=\min \left\{0 \leqq j \leqq m,\left.P_{1} D_{x}^{j} G(0)\right|_{\left(X_{1}\right)}\right\} \neq 0 . \tag{3.8}
\end{equation*}
$$

Assuming $k<+\infty$ (i.e. $2 \leqq k \leqq m$ ) one has

$$
\begin{equation*}
k^{1}(k)=\min \left\{0 \leqq j \leqq k,\left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}} \neq 0\right\} . \tag{3.9}
\end{equation*}
$$

In contrast, $k_{1}(k)$ involves derivatives of $G$ in all directions

$$
\begin{equation*}
k_{1}(k)=\min \left\{0 \leqq j \leqq k, P_{1} D^{j} G(0) \neq 0\right\} . \tag{3.10}
\end{equation*}
$$

Theorem 2.2 will apply if $k<+\infty$ and

$$
\begin{equation*}
k \leqq k_{1}(k)+k^{1}(k)-2 \quad(\text { vacuous for } k=2) \tag{3.11}
\end{equation*}
$$

and the mapping

$$
\begin{equation*}
x_{1} \in X_{1} \rightarrow P_{1} D_{x}^{k} G(0) \cdot\left(x_{1}\right)^{k} \in Y_{1} \tag{3.12}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}$-N.D.). If so, the largest number of curves in the zero set of $G$ is $k^{N-1}$ and the curves are of class $\mathscr{C}^{m-k+1}$ at the origin and $\mathscr{C}^{m}$ away from it. Here, the two particular cases when $k=k^{1}(k)$ or $k=k_{1}(k)$ (ensuring that (3.11) holds) are, respectively,

$$
\begin{align*}
& \left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}}=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous for } k=2),  \tag{3.13}\\
& P_{1} D G(0)=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous for } k=2) . \tag{3.14}
\end{align*}
$$

In the next section, we shall consider the quantity

$$
\begin{equation*}
\kappa=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D_{x}^{j} G(0)\right|_{\left.\left(X_{1}\right)^{j} \neq 0\right\} \geqq 2 . ~} ^{\text {. }}\right. \tag{3.15}
\end{equation*}
$$

When $N=1$ (i.e., $n=0$ ), one has $k=1$ in Theorem 2.2 and, in particular, $k<\kappa$. On the contrary, when $N \geqq 2$ (i.e., $n \geqq 1$ ) the inequality $k \geqq \kappa$ holds. Indeed, since $\operatorname{Ker} P_{1}=$ $Y_{2} \supset Z_{2}$, one has $P_{1} Q_{2}=0$ and hence $P_{1}=P_{1} Q_{1}$ so that $k \geqq \kappa$ from the definitions. Anticipating some of the results of the next section, it is not without interest to notice that the equality $k=\kappa$ holds in most cases (when $N \geqq 2$ ). Indeed, $k=\kappa$ unless $\kappa<+\infty$ and the $\kappa$-linear mapping $\left.Q_{1} D_{x}^{\kappa} G(0)\right|_{\left(X_{1}\right)^{\kappa}}$ has one-dimensional range $\mathbb{R} Q_{1} D_{\mu} G(0)$. In the applications, a consequence of this observation is that the necessary assumptions in the study of the same problem, after we change the parameter $\mu$ in the next section, will not differ too much from those we make here. The main advantage in considering the approach of $\S 4$ will be that it provides the information on the location of the branches relatively to the hyperplane $\mu=0$ in $\mathbb{R} \times X$, which is not available here.

Remark 3.1. For $N \geqq 2$, a simple case when $k=\kappa$ is when $\kappa$ is odd and

$$
\begin{equation*}
Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \neq 0 \quad \text { for every } x_{1} \in X_{1}-\{0\} \tag{3.16}
\end{equation*}
$$

Indeed, the unit sphere in the space $X_{1}$ is connected when $N \geqq 2$ and the polynomial mapping $Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa}$ is odd if $\kappa$ is odd. Assuming that it takes its values in a one-dimensional subspace of $Z_{1}$, we deduce that there is a point on the unit sphere in $X_{1}$ at which it vanishes, contradicting (3.16). Condition (3.16) will appear again in $\S 4$ regardless of the parity of $\kappa$ for other reasons. Note that it is not very restrictive since the spaces $X_{1}$ and $Y_{1}$ have the same dimension (generically, a homogeneous polynomial mapping between two spaces with the same dimension is known not to vanish away from the origin according to a classical result in elementary algebraic geometry; see e.g. [6]).

Second case. $D_{\mu} G(0) \in Z_{2}$. As $D_{\mu} G(0) \in Z_{2}$, there exists $\xi \in X$ such that

$$
\begin{equation*}
D_{x} G(0) \cdot \xi=D_{\mu} G(0) \tag{3.17}
\end{equation*}
$$

From (3.4) one has

$$
\begin{align*}
\tilde{X}_{1}^{\xi} & \equiv \operatorname{Ker} D G(0)=\left\{\left(\mu, x_{1}-\mu \xi\right),\left(\mu, x_{1}\right) \in \mathbb{R} \times X_{1}\right\} \simeq \mathbb{R} \times X_{1},  \tag{3.18}\\
Y_{2} & =\text { Range } D G(0)=Z_{2} . \tag{3.19}
\end{align*}
$$

Thus, Range $D G(0)$ is closed and $\operatorname{dim} \tilde{X}_{1}^{\xi}=\operatorname{codim} Y_{2}+1$. The codimension $n$ of $Y_{2}$ is

$$
\begin{equation*}
n=N . \tag{3.20}
\end{equation*}
$$

When $N=0$ (i.e. $n=0$ ), Theorem 2.2 applies and the zero set of $G$ is made of exactly one curve of class $\mathscr{C}^{m}$. This curve is tangent to the one-dimensional space $\tilde{X}_{1}^{\xi} \subset \mathbb{R} \times X$ ("oblique" tangent). This is the case when the origin is referred to as a "regular point."

When $N \geqq 1$ (i.e. $n \geqq 1$ ), a complement of the space $Y_{2}$ (3.19) is nothing but a complement of $Z_{2}$. In other words, $Y_{1}=Z_{1}$ and $k$ is defined by

$$
\begin{equation*}
k=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D^{j} G(0)\right|_{\left.\left(\tilde{X}_{\mathbf{i}}^{5}\right)^{j} \neq 0\right\}} .\right. \tag{3.21}
\end{equation*}
$$

Assuming $k<+\infty$ (i.e. $2 \leqq k \leqq m$ ) one has

$$
\begin{align*}
& k^{1}(k)=\min \left\{0 \leqq j \leqq m,\left.D^{j} G(0)\right|_{\left(\tilde{X}^{\xi}\right)^{j}} \neq 0\right\},  \tag{3.22}\\
& k_{1}(k)=\min \left\{0 \leqq j \leqq m, Q_{1} D^{j} G(0) \neq 0\right\} . \tag{3.23}
\end{align*}
$$

Theorem 2.2 applies if

$$
\begin{equation*}
k \leqq k_{1}(k)+k^{1}(k)-2 \quad(\text { vacuous for } k=2) \tag{3.24}
\end{equation*}
$$

and the mapping

$$
\begin{equation*}
(\mu, x) \in \tilde{X}_{1}^{\xi} \rightarrow Q_{1} D^{k} G(0) \cdot(\mu, x)^{k} \in Z_{1} \quad\left(=Y_{1}\right) \tag{3.25}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}$-N.D.). If so, the largest number of curves in the zero set of $G$ is $k^{N}$ and the curves are of class $\mathscr{C}^{m-k+1}$ at the origin and $\mathscr{C}^{m}$ away from it. The cases $k=k_{1}(k)$ or $k=k^{1}(k)$ (ensuring that (3.24) holds) are, respectively

$$
\begin{align*}
& Q_{1} D^{j} G(0)=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous for } k=2)  \tag{3.26}\\
& \left.D^{j} G(0)\right|_{\left(\tilde{X}_{1}^{\xi}\right)^{j}}=0, \quad 0 \leqq j \leqq k-1 \quad(\text { vacuous for } k=2) . \tag{3.27}
\end{align*}
$$

As in the previous case when $D_{\mu} G(0) \notin Z_{2}$ and assuming $N \geqq 1$, define

$$
\begin{equation*}
\kappa=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}} \neq 0\right\} \geqq 2 . \tag{3.28}
\end{equation*}
$$

As $\{0\} \times X_{1} \subset \tilde{X}_{1}^{\xi}$, it follows from (3.21) that

$$
\begin{equation*}
k \leqq \kappa \tag{3.29}
\end{equation*}
$$

Recall when $D_{\mu} G(0) \notin Z_{2}$ and $N \geqq 2$ that the opposite inequality $k \geqq \kappa$ holds and we observed that the equality is true in most cases. The latter conclusion is no longer appropriate here. Nevertheless, the condition $k=\kappa$ is necessary for the mapping (3.25) to verify the condition ( $\mathbb{R}$-N.D.) when $N \geqq 2$. Indeed, if $k<\kappa$, the derivative $\left.Q_{1} D_{x}^{k} G(0)\right|_{\left(X_{1}\right)^{k}}$ vanishes and the $N$-dimensional space $\{0\} \times X_{1}$ is readily seen to be in the zero set of the mapping (3.25). Thus, it does not consist of a finite number of lines when $N \geqq 2$ and the mapping (3.25) cannot verify the condition ( $\mathbb{R}-\mathrm{N} . \mathrm{D}$. ). As it will be seen on the example of problems of bifurcation from the trivial branch, this may be a serious reason for the failure of the approach developed in this section. Thus, when $D_{\mu} G(0) \in Z_{2}$, performing a change of the parameter $\mu$ may be a necessity, not merely for locating the curves but for proving their existence (or nonexistence) as well. When $N=1, k$ need not equal $\kappa$ as we shall now see.

Assume then $N=1$. Denoting by $\langle\cdot, \cdot\rangle$ the pairing between the space $Y$ and its dual $Y^{\prime}$, one has

$$
\begin{equation*}
Q_{1} y=\left\langle y^{*}, y\right\rangle y_{1}^{0} \tag{3.30}
\end{equation*}
$$

for every $y \in Y$ where $y_{1}^{0}$ is a given nonzero element of the one-dimensional space $Z_{1}=Y_{1}$ and $y^{*} \in Y^{\prime}$ is characterized by

$$
\begin{equation*}
\left\langle y^{*}, y_{1}^{0}\right\rangle=1, \quad\left\langle y^{*}, y\right\rangle=0 \quad \text { for every } y \in Z_{2} . \tag{3.31}
\end{equation*}
$$

As the space $X_{1}$ is one-dimensional too, we may set $X_{1}=\mathbb{R} x_{1}^{0}$, where $x_{1}^{0}$ is a given nonzero element. In the discussion below, we shall limit ourselves to considering the case $D_{\mu} G(0)=0$, to which the general situation $D_{\mu} G(0) \in Z_{2}$ reduces by changing $G(\mu, x)$ into $\hat{G}(\mu, x)=G(\mu, x-\mu \xi)$. If $D_{\mu} G(0)=0$, we may take $\xi=0$ so $\tilde{X}_{1}^{0}=\mathbb{R} \times X_{1}$ and the mapping (3.25) is

$$
\begin{equation*}
\left(\mu, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow Q_{1} D^{k} G(0) \cdot\left(\mu, x_{1}\right)^{k} \in Z_{1} . \tag{3.32}
\end{equation*}
$$

From (3.30)-(3.31), the above mapping verifies the condition ( $\mathbb{R}$-N.D.) if and only if the mapping

$$
\begin{equation*}
(\mu, t) \in \mathbb{R}^{2} \rightarrow\left\langle y^{*}, D^{k} G(0) \cdot\left(\mu, t x_{1}^{0}\right)^{k}\right\rangle \in \mathbb{R}, \tag{3.33}
\end{equation*}
$$

does the same. It can be shown (cf. [15] for details) that a sufficient condition for this is that a certain determinant does not vanish. For $k=2$, this determinant is that of the quadratic form (3.33) (Morse condition) and the condition is also necessary (this remains true for $k=3$ but not for $k \geqq 4$ ). When $k=2$ the result is well known but it does not seem to be widely reported for a general $k$.

We shall now examine in some detail the example of problems of bifurcation from the trivial branch. With $X=Y$ the mapping $G$ is of the form

$$
\begin{equation*}
G(\mu, x)=x-\left(\lambda_{0}+\mu\right) L x+\Gamma(\mu, x) \tag{3.34}
\end{equation*}
$$

where $L \in \mathscr{L}(X)$ is a compact operator and $\lambda_{0} \in \mathbb{R}-\{0\}$ a given real number. The mapping $\Gamma$ is of class $\mathscr{C}^{m}, m \geqq 1$ (with values in $X$ ) and $\Gamma(\mu, 0)=0$ for $\mu$ around $0 \in \mathbb{R}$. In particular

$$
\begin{equation*}
D_{\mu}^{j} \Gamma(0)=0, \quad 0 \leqq j \leqq m . \tag{3.35}
\end{equation*}
$$

We shall also assume

$$
\begin{align*}
& D_{\mu} D_{x} \Gamma(0)=0,  \tag{3.36}\\
& D_{x} \Gamma(0)=0 . \tag{3.37}
\end{align*}
$$

The case when $\lambda_{0}$ is not a characteristic value of $L$ (i.e. $N=0$ ) is obvious and well known. When $\lambda_{0}$ is a characteristic value of $L$ (i.e. $N \geqq 1$ ), the integer $k$ is defined by

$$
\begin{equation*}
k=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D^{j} G(0)\right|_{\left(\mathbb{R} \times X_{1}\right)^{j}} \neq 0\right\} . \tag{3.38}
\end{equation*}
$$

Proposition 3.1. Assume that $\lambda_{0}$ is a characteristic value of $L$. Then, a necessary condition for our conclusions to hold is

$$
\begin{equation*}
X=\operatorname{Ker}\left(I-\lambda_{0} L\right) \oplus \operatorname{Range}\left(I-\lambda_{0} L\right) \tag{3.39}
\end{equation*}
$$

If so, $k=2$ and we can take $Z_{1}\left(=Y_{1}\right)=X_{1}\left(=\operatorname{Ker}\left(I-\lambda_{0} L\right)\right)$ without loss of generality. The criterion (3.24) is then vacuous and it suffices to assume that the mapping

$$
\begin{equation*}
\left(\mu, x_{1}\right) \in \mathbb{R} \times \operatorname{Ker}\left(I-\lambda_{0} L\right) \rightarrow-\frac{2}{\lambda_{0}} \mu x_{1}+Q_{1} D_{x}^{2} \Gamma(0) \cdot\left(x_{1}\right)^{2} \in \operatorname{Ker}\left(I-\lambda_{0} L\right), \tag{3.40}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}$-N.D.).

Proof. Due to (3.36) one has $D_{\mu} D_{x} G(0)=-L$. Next, by definition of $X_{1}=$ $\operatorname{Ker}\left(I-\lambda_{0} L\right)$,

$$
Q_{1} D_{\mu} D_{x} G(0) \cdot x_{1}=-\frac{1}{\lambda_{0}} Q_{1} x_{1}
$$

for every $x_{1} \in X_{1}$. Hence,

$$
\begin{equation*}
\left.Q_{1} D_{\mu} D_{x} G(0)\right|_{X_{1}} \neq 0 \Leftrightarrow X_{1} \not \subset Z_{2}\left(=Y_{2}\right) . \tag{3.41}
\end{equation*}
$$

Let us first assume $X_{1} \subset Z_{2}$. From (3.35), (3.36) and (3.41) the value of $k$ is $k=2$ if and only if $\left.Q_{1} D_{x}^{2} \Gamma(0)\right|_{\left(X_{1}\right)^{2}} \neq 0$. The criterion (3.24) is satisfied and the mapping (3.25) reduces to

$$
\left(\mu, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow Q_{1} D_{x}^{2} \Gamma(0) \cdot\left(x_{1}\right)^{2} \in Z_{1}\left(=Y_{1}\right) .
$$

But the above mapping does not verify the condition ( $\mathbb{R}$-N.D.) because of the elements of the form $(\mu, 0)$ in its zero set at which its derivative vanishes. Therefore, when $X_{1} \subset Z_{2}$, the analysis of this section may be available with $k \geqq 3$ only. In this case, however, the criterion (3.24) is not satisfied. To see this, it suffices to prove that $k^{1}(k)=k_{1}(k)=2$, that is to say that the derivatives $\left.D^{2} G(0)\right|_{\left(\mathbb{R} \times X_{1}\right)^{2}}$ and $Q_{1} D^{2} G(0)$ do not vanish. This will follow from the relations

$$
\left.D_{\mu} D_{x} G(0)\right|_{X_{1}} \neq 0, \quad Q_{1} D_{\mu} D_{x} G(0) \neq 0 .
$$

Indeed, assume by contradiction that $\left.D_{\mu} D_{x} G(0)\right|_{X_{1}}=0$, namely $L x_{1}=0$ for every $x_{1} \in \operatorname{Ker}\left(I-\lambda_{0} L\right)$. Thus, $\operatorname{Ker}\left(I-\lambda_{0} L\right)=\{0\}$ and we reach a contradiction with the fact that $\lambda_{0}$ is a characteristic value of $L$. Now, assume by contradiction that $Q_{1} D_{\mu} D_{x} G(0)=$ 0 . This means $Q_{1} L=0$ and, as $Q_{1}\left(I-\lambda_{0} L\right)=0$ by definition of $Q_{1}$, we find $Q_{1}=0$, namely $Z_{2}=X$, again a contradiction.

To sum up, we must assume $X_{1} \not \subset Z_{2}$. From (3.41) it follows that $k=2$ and the criterion (3.24) is satisfied. The mapping (3.25) becomes

$$
\left(\mu, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow-\frac{2}{\lambda_{0}} \mu Q_{1} x_{1}+Q_{1} D_{x}^{2} \Gamma(0) \cdot\left(x_{1}\right)^{2} \in Z_{1} .
$$

Its zero set contains the pairs $(\mu, 0), \mu \in \mathbb{R}$ and its derivative at such a point with $\mu \neq 0$ is the linear mapping $-\left.\left(2 / \lambda_{0}\right) \mu Q_{1}\right|_{X_{1}} \in \mathscr{L}\left(X_{1}, Z_{1}\right)$. The nondegeneracy condition requires it to be onto, or, equivalently, one-to-one since $\operatorname{dim} X_{1}=\operatorname{dim} Z_{1}=N$. This means $Q_{1} x_{1} \neq 0$ for every $x_{1} \in X_{1}$. In other words, $X_{1} \cap Z_{2}=\{0\}$ which amounts to saying that $X=X_{1} \oplus Z_{2}$. As $Z_{2}=Y_{2}$ and we observed in $\S 2$ that Theorem 2.2 was independent of the choice of the complement $Y_{1}\left(=Z_{1}\right)$ of $Y_{2}$, we may choose $Z_{1}=X_{1}$ and the proof is complete.

When $N=1$, condition (3.39) is often referred to as "Crandall and Rabinowitz nondegeneracy condition." For $N \geqq 2$ it also appears in McLeod and Sattinger [11]. Assuming that (3.39) holds, it is easily checked that the assumptions we make and the conclusions we draw by using Theorem 2.2 are indeed the same as in Crandall and Rabinowitz [4] when $N=1$ (including the regularity of the curves at the origin). When $N \geqq 2$, our conclusions are as in McLeod and Sattinger [11] under somewhat weaker assumptions. Besides ours, they also require that

$$
\begin{equation*}
Q_{1} D_{x}^{2} \Gamma(0) \cdot\left(x_{1}\right)^{2} \neq 0 \quad \text { for every } x_{1} \in X_{1}-\{0\} \tag{3.42}
\end{equation*}
$$

(replacing $\lambda L$ by $L(\lambda)$ as in [11] does not affect this remark). Although very little restrictive in the applications, condition (3.42) merely ensures that bifurcation occurs transcritically, as in the case $N=1$ for a quadratic nonlinearity. The largest number
of bifurcated branches is $2^{N}-1$ and the curves are of class $\mathscr{C}^{m-1}$ at the origin, $\mathscr{C}^{m}$ away from it. Apparently, the result of regularity at the origin is new when $N \geqq 2$. Bifurcation is ensured since $k=2$ is even (cf. Remark 1.3).
4. Applications to one parameter nonlinear problems: the case $\boldsymbol{p} \geqq 2$. Let the mapping $G$ satisfy the general hypotheses of $\S \S 1$ and 3 . Given an integer $p \geqq 2$ and with $\sigma= \pm 1$, let $\tilde{X}$ denote the space $\mathbb{R} \times X$ with generic point $(\eta, x)$. We intend to use Theorem 2.2 with the mapping $H=H_{\sigma}$, where

$$
\begin{equation*}
H_{\sigma}(\eta, x)=G\left(\sigma \eta^{p}, x\right) . \tag{4.1}
\end{equation*}
$$

As $p \geqq 2$ and by differentiating

$$
\begin{equation*}
D H_{\sigma}(0) \cdot(\eta, x)=D_{x} G(0) \cdot x \tag{4.2}
\end{equation*}
$$

so that the spaces $\tilde{X}_{1}=\operatorname{Ker} D H_{\sigma}(0)$ and $Y_{2}=\operatorname{Range} D H_{\sigma}(0)$ are independent of $\sigma$ and $p$. More precisely

$$
\begin{align*}
\tilde{X}_{1} & =\operatorname{Ker} D H_{\sigma}(0)=\mathbb{R} \times \operatorname{Ker} D_{x} G(0)=\mathbb{R} \times X_{1},  \tag{4.3}\\
Y_{2} & =\text { Range } D H_{\sigma}(0)=\operatorname{Range} D_{x} G(0)=Z_{2} . \tag{4.4}
\end{align*}
$$

As $\operatorname{dim} X_{1}=\operatorname{codim} Z_{2}=N$, the operator $D H_{\sigma}(0)$ is a Fredholm operator with index 1 . Here, the codimension $n$ of $Y_{2}\left(=Z_{2}\right)$ is

$$
\begin{equation*}
n=N \tag{4.5}
\end{equation*}
$$

A complement $Y_{1}$ of $Y_{2}$ in $Y$ is of course any complement $Z_{1}$ of $Z_{2}$ with associated projection operator $P_{1}=Q_{1}$. When $N=0$ (i.e. $n=0$ ) Theorem 2.2 applies. As in the previous section, this situation is essentially obvious and no further information is provided here. We shall henceforth assume $N \geqq 1$. When finite, the value $k$ defined by (2.9) with $H=H_{\sigma}$ is the order of the first nonzero derivative of the mapping $\left.Q_{1} H_{\sigma}\right|_{\mathbb{R} \times X_{1}}$ at the origin (that $k$ does not depend on $\sigma$ will be shown in Proposition 4.1 below). We shall characterize it in terms of $G$ : for every integer $0 \leqq l \leqq m$, define the set

$$
\begin{equation*}
I_{1}^{1}(l)=\left\{(i, j) \in \mathbb{N} \times \mathbb{N}, 0 \leqq i \leqq j \leqq l,\left.Q_{1} D_{\mu}^{j-i} D_{x}^{i} G(0)\right|_{\left(X_{1}\right)^{i}} \neq 0\right\} . \tag{4.6}
\end{equation*}
$$

Now, for $0 \leqq l \leqq m$ and $p \geqq 2$ we introduce the mapping

$$
\begin{equation*}
\chi_{1}^{1}(l, p)=\min \left\{p j+(1-p) i,(i, j) \in I_{1}^{1}(l)\right\} \tag{4.7}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\chi_{1}^{1}(l, p)=+\infty \Leftrightarrow I_{1}^{1}(l)=\varnothing, \tag{4.8}
\end{equation*}
$$

while there is at least one pair $(i, j) \in I_{1}^{1}(l)$ such that $p j+(1-p) i=\chi_{1}^{1}(l, p)$ when $I_{1}^{1}(l) \neq \varnothing$ since $I_{1}^{1}(l)$ is finite in any case.

Proposition 4.1. Let $0 \leqq l \leqq m$ be given. If $\chi_{1}^{1}(l, p)>l$, the derivatives of the mapping $\left.Q_{1} H_{\sigma}\right|_{\mathbb{R} \times X_{1}}$ vanish up to order $l$ at the origin. In contrast, if $\chi_{1}^{1}(l, p) \leqq l$, one has

$$
\begin{equation*}
k=\chi_{1}^{1}(l, p) \tag{4.9}
\end{equation*}
$$

(so that $k$ is independent of $\sigma$ ) and

$$
\begin{equation*}
Q_{1} D^{k} H_{\sigma}(0) \cdot\left(\eta, x_{1}\right)^{k}=\sum_{\substack{0 \leq i \leq j \leq b \\ p j+(1-p) i=k}} \frac{k!}{(j-i)!i!}\left(\sigma \eta^{p}\right)^{j-i} Q_{1} D_{\mu}^{j-i} D_{x}^{i} G(0) \cdot\left(x_{1}\right)^{i} \in Z_{1} \tag{4.10}
\end{equation*}
$$

Proof. For every pair $(h, i)$ of integers and provided that the derivative of order $h+i$ if $H_{\sigma}$ is defined, one has

$$
Q_{1} D_{\eta}^{h} D_{x_{1}}^{i} H_{\sigma}(0)=\left.Q_{1} D_{x_{1}}^{i}\left[D_{\eta}^{h} H_{\sigma}\left(0, x_{1}\right)\right]\right|_{x_{1}=0} .
$$

As $H_{\sigma}\left(\eta, x_{1}\right)$ depends only on $\eta^{p}(\mathrm{cf} .(4.1))$ it is easily checked that $D_{\eta}^{h} H_{\sigma}\left(0, x_{1}\right)=0$ unless $h$ is a multiple of $p$, namely $h=p(j-i)$ for some index $j \geqq i$. Besides, a simple calculation based on Taylor's formula yields

$$
D_{\eta}^{p(j-i)} H_{\sigma}\left(0, x_{1}\right)=\frac{[p(j-i)]!}{(j-i)!} D_{\mu}^{j-i} G\left(0, x_{1}\right) .
$$

Hence,

$$
\begin{equation*}
Q_{1} D_{\eta}^{p(j-i)} D_{x_{1}}^{i} H_{\sigma}(0)=\frac{[p(j-i)]!}{(j-i)!} Q_{1} D_{\mu}^{j-i} D_{x_{1}}^{i} G(0), \tag{4.11}
\end{equation*}
$$

while all the expressions $Q_{1} D_{\eta}^{h} D_{x_{1}}^{i} H_{\sigma}(0)$ vanish if $h$ is not of the form $p(j-i)$. Any nonzero derivative of the mapping $\left.Q_{1} H_{\sigma}\right|_{\mathbb{R} \times X_{1}}$ at the origin is then of order $p(j-i)+i$ for some pairs $(i, j)$ with $i \leqq j$. This order is less than or equal to a given integer $0 \leqq l \leqq m$ if and only if $p(j-i)+i=p j+(1-p) i \leqq l$ and the derivative involves indices $(i, j) \in I_{1}^{1}(l)$ only. Our assertions follow at once from this observation.

For $0 \leqq l \leqq m$ again, let us now introduce the sets

$$
\begin{align*}
& I_{1}(l)=\left\{0 \leqq i \leqq j \leqq l, Q_{1} D_{\mu}^{j-i} D_{x}^{i} G(0) \neq 0\right\},  \tag{4.12}\\
& I^{1}(l)=\left\{0 \leqq i \leqq j \leqq l,\left.D_{\mu}^{j-i} D_{x}^{i} G(0)\right|_{\left(X_{1}\right)} \neq 0\right\} . \tag{4.13}
\end{align*}
$$

To these sets, we associate the mappings

$$
\begin{align*}
& \chi_{1}(l, p)=\min \left\{p j+(1-p) i,(i, j) \in I_{1}(l)\right\},  \tag{4.14}\\
& \chi^{1}(l, p)=\min \left\{p j+(1-p) i,(i, j) \in I^{1}(l)\right\} . \tag{4.15}
\end{align*}
$$

Arguing as in Proposition 4.1 we see that the derivatives of the mapping $Q_{1} H_{\sigma}$ (resp., $\left.\left.H_{\sigma}\right|_{\mathbb{R} \times X_{1}}\right)$ vanish up to order $l$ at the origin if $\chi_{1}(l, p)>l\left(\right.$ resp., $\left.\chi^{1}(l, p)>l\right)$ and $\chi_{1}(l, p)$ (resp., $\chi^{1}(l, p)$ ) is the order of the first nonzero derivative of the mapping $Q_{1} H_{\sigma}$ (resp., $\left.H_{\sigma}\right|_{\mathbb{R} \times X_{1}}$ ) at the origin if $\chi_{1}(l, p) \leqq l$ (resp., $\left.\chi^{1}(l, p) \leqq l\right)$. In the notation of $\S 2$ (cf. (2.1) and (2.2)) this means that

$$
\begin{equation*}
\chi_{1}(l, p) \leqq l \Rightarrow \chi_{1}(l, p)=k_{1}(l), \quad \chi^{1}(l, p) \leqq l \Rightarrow \chi^{1}(l, p)=k^{1}(l), \tag{4.16}
\end{equation*}
$$

where $k_{1}(\cdot)$ and $k^{1}(\cdot)$ are defined through the mapping $H=H_{\sigma}$. Since $k_{1}(l)=k_{1}\left(l^{\prime}\right)$ (resp., $k^{1}(l)=k^{1}\left(l^{\prime}\right)$ ) when both sides are finite as it is obvious from the definitions, we obtain

$$
\begin{align*}
& \left\{\chi_{1}(l, p) \leqq l \text { and } \chi_{1}\left(l^{\prime}, p\right) \leqq l^{\prime}\right\} \Rightarrow \chi_{1}(l, p)=\chi_{1}\left(l^{\prime}, p\right), \\
& \left\{\chi^{1}(l, p) \leqq l \text { and } \chi^{1}\left(l^{\prime}, p\right) \leqq l^{\prime}\right\} \Rightarrow \chi^{1}(l, p)=\chi^{1}\left(l^{\prime}, p\right) . \tag{4.17}
\end{align*}
$$

Finally, as $I_{1}^{1}(l)$ is contained in both sets $I_{1}(l)$ and $I^{1}(l)$ for every $0 \leqq l \leqq m$, it is clear that

$$
\begin{equation*}
\chi_{1}^{1}(l, p) \geqq \max \left(\chi_{1}(l, p), \chi^{1}(l, p)\right) . \tag{4.18}
\end{equation*}
$$

When we combine the above observations, and according to the definitions, it is easily seen that

Proposition 4.2. Let $0 \leqq l \leqq m$ be such that $\chi_{1}^{1}(l, p) \leqq l$. Then

$$
k_{1}\left(\chi_{1}^{1}(l, p)\right)=\chi_{1}(l, p), \quad k^{1}\left(\chi_{1}^{1}(l, p)\right)=\chi^{1}(l, p)
$$

We shall now see that Theorem 2.2 cannot be used with the mapping $H_{\sigma}$ unless $k$ and $p$ have specific values. The quantity

$$
\begin{equation*}
\kappa=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D_{x}^{j} G(0)\right|_{\left(X_{1}\right)} \neq 0\right\} \geqq 2, \tag{4.19}
\end{equation*}
$$

we have already encountered in § 3, will play a key role.

Theorem 4.1. Assume that Theorem 2.2 applies with $H=H_{\sigma}$. Then

$$
\begin{equation*}
k=\chi_{1}^{1}(\kappa, p)=\kappa<+\infty \tag{4.20}
\end{equation*}
$$

and the mapping

$$
\begin{equation*}
Q_{1} D^{\kappa} H_{\sigma}(0) \cdot\left(\eta, x_{1}\right)^{\kappa}=\sum_{\substack{0 \leq i \leq j \leq \kappa, p j+(1-p) i=\kappa}} \frac{1}{(j-i)!i!}\left(\sigma \eta^{p}\right)^{j-i} Q_{1} D_{\mu}^{j-i} D_{x}^{i} G(0) \cdot\left(x_{1}\right)^{i} \in Z_{1} \tag{4.21}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}$-N.D.). In addition

$$
\begin{equation*}
\kappa \leqq \chi_{1}(\kappa, p)+\chi^{1}(\kappa, p)-2 \tag{4.22}
\end{equation*}
$$

and the integer $p$ is characterized by

$$
\begin{equation*}
p=\max \left\{\frac{\kappa-i}{j-i},(i, j) \in I_{1}^{1}(\kappa), j<\kappa\right\} \tag{4.23}
\end{equation*}
$$

(in particular, $p$ is independent of $\sigma$ ).
Proof. Since $k$ is finite by hypothesis, it coincides with the order of the first nonzero derivative of the mapping $\left.Q_{1} H_{\sigma}\right|_{\mathbb{Q} \times X_{1}}$ at the origin. From the first part of Proposition 4.1 it follows that there is an integer $0 \leqq l \leqq m$ such that $\chi_{1}^{1}(l, p) \leqq l$ and hence $k=\chi_{1}^{1}(l, p)$ from the second part of Proposition 4.1. By hypothesis, the mapping (4.10) ${ }_{\sigma}$ verifies the condition ( $\mathbb{R}$-N.D.). If the pair $(k, k)$ is not in the set $I_{1}^{1}(l), \eta^{p}$ is in factor in (4.10) $\sigma_{\sigma}$ since $p j+(1-p) j=j \neq k$ for each pair $(j, j) \in I_{1}^{1}(l)$. But this is impossible. Indeed, as $p \geqq 2$, the mapping (4.10) $\sigma_{\sigma}$ and its derivative vanish on the $N$-dimensional space $\{0\} \times X_{1}$, contradicting the condition ( $\mathbb{R}-\mathrm{N} . \mathrm{D}$.) since $N \geqq 1$. Thus

$$
\begin{equation*}
\left.Q_{1} D_{x}^{k} G(0)\right|_{\left(X_{1}\right)^{k} \neq 0} \tag{4.24}
\end{equation*}
$$

On the contrary

$$
\begin{equation*}
\left.Q_{1} D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}}=0, \quad 0 \leqq j \leqq k-1, \tag{4.25}
\end{equation*}
$$

for there is no pair $(j, j) \in I_{1}^{1}(l)$ with $j<k$ since this would contradict the relation $k=\chi_{1}^{1}(l, p)$. The relations (4.24) and (4.25) characterize $k$ as being $\kappa$ (cf. (4.19)). In particular, $\kappa<+\infty$; hence the pair ( $\kappa, \kappa$ ) is in the set $I_{1}^{1}(\kappa)$. Thus, $\chi_{1}^{1}(\kappa, p) \leqq$ $p \kappa+(1-p) \kappa=\kappa$ and Proposition 4.1 show that $k=\chi_{1}^{1}(\kappa, p)$, which proves (4.20). Besides, the mapping (4.10) ${ }_{\sigma}$ with $k=\kappa$ and $l=\kappa$ is nothing but (4.21) ${ }_{\sigma}$ (and verifies the condition ( $\mathbb{R}$-N.D.)).

Next, from (4.20), (4.16) and (4.18), we find $k_{1}(k)=\chi_{1}(\kappa, p), k^{1}(k)=\chi^{1}(\kappa, p)$ and the criterion $k \leqq k_{1}(k)+k^{1}(k)-2$ reads as (4.22).

Let us finally show that $p$ is characterized by (4.23): from (4.20) and for every pair $(i, j) \in I_{1}^{1}(\kappa)$, one has $p j+(1-p) i \geqq \chi_{1}^{1}(\kappa, p)=\kappa$ or, equivalently, $p \geqq(\kappa-i) /(j-i)$. It suffices to prove that there is a pair $(i, j) \in I_{1}^{1}(\kappa)$ with $j<\kappa$ for which $p j+(1-p) i=\kappa$. If there is none, the mapping $(4.21)_{\sigma}$ reduces to

$$
\begin{equation*}
\left(\eta, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \in Z_{1} \tag{4.26}
\end{equation*}
$$

because there is no pair $(i, j) \in I_{1}^{1}(\kappa)$ with $j<\kappa$ such that $p j+(1-p) i=\kappa$ by hypothesis and there is no such pair with $j=\kappa>i$ either since $p \geqq 2$ and hence $p \kappa+(1-p) i>\kappa$.

But the mapping (4.26) as well as its derivative vanishes on the line $\mathbb{R} \times\{0\}$ since $\kappa \geqq 2$, so that it does not verify the condition ( $\mathbb{R}$-N.D.).

Remark 4.1. It is easy to check that the value of $p$ given by (4.23) is exactly as provided by using Newton's diagram (see e.g. Sattinger [18]).

The proof of the converse of Theorem 4.1, which is the useful version in practical applications, is based on the same arguments and is omitted. The result is stated in Theorem 4.2 below.

Theorem 4.2. Assume $\kappa<+\infty$ (i.e. $2 \leqq \kappa \leqq m$ ) and suppose that formula (4.23) defines $p$ as an integer. Then,

$$
\begin{equation*}
2 \leqq p \leqq \kappa \tag{4.27}
\end{equation*}
$$

and the order of the first nonzero derivative of the mapping $\left.Q_{1} H_{\sigma}\right|_{\mathbb{R} \times X_{1}}$ at the origin is

$$
\begin{equation*}
k=\chi_{1}^{1}(\kappa, p)=\kappa . \tag{4.28}
\end{equation*}
$$

Also, the expression of this derivative is given by $(4.21)_{\sigma}$ and

$$
\begin{equation*}
k_{1}(k)=\chi_{1}(\kappa, p), \quad k^{1}(k)=\chi^{1}(\kappa, p) \tag{4.29}
\end{equation*}
$$

so that the criterion $k \leqq k_{1}(k)+k^{1}(k)-2$ takes the form

$$
\begin{equation*}
\kappa \leqq \chi_{1}(\kappa, p)+\chi^{1}(\kappa, p)-2 . \tag{4.30}
\end{equation*}
$$

Finally, if (4.30) holds and the mapping (4.21) ${ }_{\sigma}$ verifies the condition ( $\mathbb{R}$-N.D.), Theorem 2.2 applies with $H=H_{\sigma}$.

Remark 4.2. Observe that $\kappa$ and the sets $I_{1}^{1}(\kappa), I^{1}(\kappa)$ and $I_{1}(\kappa)$ are independent of the choice of the space $Z_{1}\left(=Y_{1}\right)$ and of the complement $\tilde{X}_{2}$ of $\tilde{X}_{1}\left(=\mathbb{R} \times X_{1}\right)$. Thus, Theorem 4.2 is independent of the choice of the Lyapunov-Schmidt reduction (in particular, $p$ is independent of it).

According to Proposition 4.2 one has $\chi_{1}(\kappa, p) \geqq 2, \chi^{1}(\kappa, p) \geqq 2$. Hence, the criterion (4.30) will be satisfied in particular when $\kappa=\chi_{1}(\kappa, p)$ or $\kappa=\chi^{1}(\kappa, p)$, for instance, if the set $I_{1}^{1}(\kappa)$ coincides with either set $I_{1}(\kappa)$ or $I^{1}(\kappa)$. In such a case, the value of $p$ is without importance, but we shall find that weaker and simpler assumptions can be made to ensure one of the relations $\kappa=\chi_{1}(\kappa, p)$ or $\kappa=\chi^{1}(\kappa, p)$ by taking the value of $p$ (given by (4.23)) into account. Besides, we shall see in §5 that there are standard problems in which the full criterion (4.30) cannot be limited to any of these simple two forms.

We now give prominence to two necessary conditions for Theorem 4.2 to be available. The first one is important because it will allow us to derive precise information on the structure of the zero set of the mapping $H_{\sigma}$ and is a common hypothesis in these problems. The second one is not usual and shows that there are only two values of $p$ for which a general discussion is possible.

Proposition 4.3. A first necessary condition for Theorem 4.2 to apply in full is

$$
\begin{equation*}
Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \neq 0 \quad \text { for every } x_{1} \in X_{1}-\{0\} . \tag{4.31}
\end{equation*}
$$

A second necessary condition is that $p$ is a divisor of $\kappa$ and $(0, \kappa / p) \in I_{1}^{1}(\kappa)$ or $p$ is a divisor of $\kappa-1$ and $(1,[(\kappa-1) / p]+1) \in I_{1}^{1}(\kappa)$.

Proof. To show (4.31), we parallel the beginning of the proof of Theorem 4.1: if there is an element $x_{1} \in X_{1}-\{0\}$ such that $Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa}=0, \eta^{p}$ factors out in the expression $(4.21)_{\sigma}$ for this specific value $x_{1}$. As $p \geqq 2$, the derivative of $(4.21)_{\sigma}$ at $\left(0, x_{1}\right)$ has rank deficiency $\geqq 1$, contradicting the condition ( $\mathbb{R}$-N.D.).

The second assertion follows from the observation that the mapping (4.21) $)_{\sigma}$ cannot verify the condition ( $\mathbb{R}$-N.D.) if there is no pair $(i, j) \in I_{1}^{1}(\kappa)$ such that $p j+(1-p) i=\kappa$ and $i=0$ or $i=1$. Indeed, in this case, the expression (4.21) $)_{\sigma}$ involves pairs with $i \geqq 2$ only and vanishes together with its derivative at the points of the line $\mathbb{R} \times\{0\}$. Therefore, there must be a pair $\left(i_{0}, j_{0}\right) \in I_{1}^{1}(\kappa)$ for which $i_{0}=0$ and $p j_{0}=\kappa$ so that $p$ divides $\kappa$ and $(0, \kappa / p) \in I_{1}^{1}(\kappa)$ or $i_{0}=1$ and $p j_{0}+(1-p)=\kappa$ so that $p$ divides $\kappa-1$ and $(1,[(\kappa-1) / p]+$ 1) $\in I_{1}^{1}(\kappa)$.

Remark 4.3. As the sole pair $(j, j)$ such that $p j+(1-p) j(=j)=\kappa$ is obviously the pair $(\kappa, \kappa)$, (4.31) means that there is no element of the form ( $0, x_{1}$ ), $x_{1} \in X_{1}-\{0\}$ in the zero set of $(4.21)_{\sigma}$. When $N=1,(4.31)$ is not an additional assumption.

A classification of the mappings $G$ to which Theorem 4.2 may apply is then based on the divisors of $\kappa$ or $\kappa-1$ (observe in passing that $\kappa$ and $\kappa-1$ are always prime to each other). A general discussion is then impossible unless $p=\kappa$ or $p=\kappa-1$. These cases will be considered later on.

To complete these general considerations, we now show how the structure of the local zero set of $G$ can be derived from the structure of the local zero set of the mappings $H_{\sigma}$. Of course, we suppose that the assumptions of Theorem 4.2 are fulfilled so that the latter consists of a finite number $\nu_{\sigma} \leqq \kappa^{N}$ (possibly 0 ) of curves of class $\mathscr{C}^{m}$ away from the origin and $\mathscr{C}^{m-\kappa+1}$ at the origin, where each of them is tangent to a different one of the lines in the zero set of the mapping $(4.21)_{\sigma}$. Let

$$
\begin{equation*}
t \rightarrow(\eta(t), x(t)) \in \mathbb{R} \times X, \quad \eta(0)=0, \quad x(0)=0 \tag{4.32}
\end{equation*}
$$

be such a curve. From the above, the parameterization can be chosen so that $((d \eta / d t)(0),(d x / d t)(0))$ is a nonzero element of the zero set of the mapping (4.21) ${ }_{\sigma}$ (this can be directly established by looking at the proof of Theorem 1.1 and examining how Theorem 2.2 is derived from it). In particular, $(d x / d t)(0) \in X_{1}$ and, using Remark 4.3, we deduce

$$
\begin{equation*}
(d \eta / d t)(0) \neq 0 . \tag{4.33}
\end{equation*}
$$

Also, for each curve (4.32) except that one tangent to the line $\mathbb{R} \times\{0\}$ at the origin (when it is in the zero set of $(4.21)_{\sigma}$ ), one has

$$
\begin{equation*}
\frac{d x}{d t}(0) \neq 0 . \tag{4.34}
\end{equation*}
$$

Remark 4.4. From Proposition 4.3, the line $\mathbb{R} \times\{0\}$ is not in the zero set of $(4.21)_{\sigma}$ when $p$ is a divisor of $\kappa$ since the pair $(0, \kappa / p)$ belongs to the set $I_{1}^{1}(\kappa)$. On the contrary, it is in the zero set of $(4.21)_{\sigma}$ when $p$ divides $\kappa-1$ because there is no pair $(0, j) \in I_{1}^{1}(\kappa)$ such that $p j=\kappa$ for $p$ would also be a divisor of $\kappa$. These remarks are independent of the choice $\sigma=1$ or $\sigma=-1$.

Assume first that $p(\geqq 3)$ is odd. The zero sets of the mappings $G$ and $H_{\sigma}$ are homeomorphic and Theorem 2.2 applies with $H_{1}$ or $H_{-1}$ equivalently (the verification of this fact is obvious). Thus, the zero set of $G$ consists of the $\nu_{1}\left(=\nu_{-1}\right)$ distinct curves

$$
\begin{equation*}
t \rightarrow \gamma(t)=\left(\eta^{p}(t), x(t)\right) \in \mathbb{R} \times X \tag{4.35}
\end{equation*}
$$

where (4.32) is one of the $\nu_{1}$ curves in the local zero set of $H_{1}$. As $p \geqq 3,(d \gamma / d t)(0)=$ $(0,(d x / d t)(0))$ : if $p$ is a divisor of $\kappa$, one has $(d \gamma / d t)(0) \neq 0$ (cf. (4.34) and Remark 4.4) and the $\nu_{1}$ curves (4.35) are of class $\mathscr{C}^{m-\kappa+1}$ at the origin, $\mathscr{C}^{m}$ away from it. If $p$ is a divisor of $\kappa-1,(d \gamma / d t)(0) \neq 0$ except when $\gamma$ corresponds with that curve (4.32) which is tangent to the line $\mathbb{R} \times\{0\}$ at the origin. As a result, all the $\nu_{1}$ curves in the zero set of $G$ except possibly one are found to be of class $\mathscr{C}^{m-\kappa+1}$ at the origin and $\mathscr{C}^{m}$ away from it. The remaining curve is easily seen to be $\mathscr{C}^{m}$ away from the origin but we can only conclude to its continuity at the origin. Observe finally from (4.33) that $\eta(t)$, and hence $\eta^{p}(t)$, takes positive and negative values as $t$ is varied around the origin: all the $\nu_{1}$ curves (4.35) cross the hyperplane $\mu=0$ at the origin.

Next, assume that $p(\geqq 2)$ is even. Taking $\sigma=1$, the solutions of the equation $H_{1}(\eta, x)=0$ provide the solutions of the equation $G(\mu, x)=0$ with $\mu \geqq 0$. These solutions are then obtained through the $\nu_{1}$ curves

$$
\begin{equation*}
t \rightarrow \gamma_{+}(t)=\left(\eta^{p}(t), x(t)\right) \in \mathbb{R} \times X, \tag{4.36}
\end{equation*}
$$

where (4.32) denotes any of the $\nu_{1}$ curves in the local zero set of $H_{1}$. Contrary to what happens when $p$ is odd, the $\nu_{1}$ curves (4.36) are not distinct here because $H_{1}(-\eta, x)=$ $H_{1}(\eta, x)$, so that the curve $(-\eta(t), x(t))$ is in the zero set of $H_{1}$ as soon as $(\eta(t), x(t))$ is in it. Clearly, they provide the same curve $\gamma_{+}(4.36)$ and, except in one case, are distinct. To see this, notice from (4.33) that the vectors $((d \eta / d t)(0),(d x / d t)(0))$ and $(-(d \eta / d t)(0),(d x / d t)(0))$ are not collinear unless $(d x / d t)(0)=0$, which happens, for one curve only, when $p$ divides $\kappa-1$. Thus, when $p$ is a divisor of $\kappa$, each curve (4.36) is provided by two distinct curves in the local zero set of $H_{1}$ and the exact number of distinct curves (4.36) is $\nu_{1} / 2$ (hence, $\nu_{1}$ is even; this can be found a priori since $p$ is even and divides $\kappa$, so that $\kappa$ is even and it suffices to apply [3, Thm. 2.7]). The regularity of the curves is the same as when $p$ is odd. When $p$ is a divisor of $\kappa-1$, the two curves $(\eta(t), x(t))$ and $(-\eta(t), x(t))$ with $(d x / d t)(0)=0$ are both tangent to the line $\mathbb{R} \times\{0\}$ at the origin and hence coincide (which merely means that the curve is symmetric with respect to the hyperplane $\eta=0$, but of course not that $\eta(t)=0$ ). The corresponding curve $\gamma_{+}$(4.36) is then a half-branch emerging from the origin into the half-space $\mu \geqq 0$ in $\mathbb{R} \times X$. The exact number of curves $\gamma_{+}$, including the half-branch, is $\left(\nu_{1}+1\right) / 2$ (hence, $\nu_{1}$ is odd, as $\kappa$ is since $p$ is even and divides $\kappa-1$ ) and, except for the half-branch, their regularity is the same as when $p$ is odd.

Taking $\sigma=-1$ and by the same arguments, we find that the solutions of the equation $G(\mu, x)=0$ with $\mu \leqq 0$ are provided by the $\nu_{-1}$ curves

$$
\begin{equation*}
t \rightarrow \gamma_{-}(t)=\left(-\eta^{p}(t), x(t)\right) \in \mathbb{R} \times X, \tag{4.37}
\end{equation*}
$$

where (4.32) is one of the $\nu_{-1}$ curves in the local zero set of $H_{-1}$. There are $\nu_{-1} / 2$ distinct curves $\gamma_{-}$when $p$ is a divisor of $\kappa$ and $\left(\nu_{-1}+1\right) / 2$ when $p$ divides $\kappa-1$ (including a half-branch emerging from the origin into the half-space $\mu \leqq 0$ in $\mathbb{R} \times X$ ). The regularity results are identical to those when $\sigma=1$.

Observe that the exact number of curves in the zero set of $G$ is always $\left(\nu_{1}+\nu_{-1}\right) / 2$. This is obvious when $p$ is a divisor of $\kappa$. When $p$ is a divisor of $\kappa-1$, a first estimate is $\left[\left(\nu_{1}+\nu_{-1}\right) / 2\right]+1$. But if we do so, the two half-branches emerging from the origin into the half-spaces $\mu \geqq 0$ and $\mu \leqq 0$ are counted separately while they extend each other as a single branch.

To complete this section, we shall examine in some detail the two particular cases $p=\kappa$ and $p=\kappa-1$, as motivated by Proposition 4.3.

The case $p=\kappa$. From Proposition 4.3, the pair $(0,1)$ is in the set $I_{1}^{1}(\kappa)$. Conversely, it is immediately checked that $p=\kappa$ if $(0,1) \in I_{1}^{1}(\kappa)$. By definition of the operator $Q_{1}$, we deduce

$$
\begin{equation*}
p=\kappa \Leftrightarrow D_{\mu} G(0) \notin Z_{2} \tag{4.38}
\end{equation*}
$$

Surprisingly enough, we find again the first case of the classification of $\S 3$. The criterion (4.30) becomes

$$
\begin{equation*}
\kappa \leqq \chi_{1}(\kappa, \kappa)+\chi^{1}(\kappa, \kappa)-2, \tag{4.39}
\end{equation*}
$$

where the quantities $\chi^{1}(\kappa, \kappa)$ and $\chi_{1}(\kappa, \kappa)$ are easily found to be

$$
\begin{align*}
& \chi^{1}(\kappa, \kappa)=\min \left\{0 \leqq j \leqq \kappa,\left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j} \neq 0}\right\}  \tag{4.40}\\
& \chi_{1}(\kappa, \kappa)=\min \left\{0 \leqq j \leqq \kappa, Q_{1} D_{x}^{j} G(0) \neq 0\right\} \tag{4.41}
\end{align*}
$$

The only pairs $(i, j)$ such that $0 \leqq i \leqq j \leqq \kappa$ and $\kappa j+(1-\kappa) i=\kappa$ are $(0,1)$ and $(\kappa, \kappa)$. Therefore, the mapping (4.21) ${ }_{\sigma}$ (with $p=\kappa$ ) reads

$$
\begin{equation*}
\left(\eta, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow \sigma \kappa!\eta^{\kappa} Q_{1} D_{\mu} G(0)+Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \in Z_{1} \tag{4.42}
\end{equation*}
$$

In § 3, the analysis of the same problem led us to consider an arbitrary complement $Y_{1}$ of $\mathbb{R} D_{\mu} G(0) \oplus Z_{2}$ in $Y$ with associated projection operator $P_{1}$. Proposition 4.4 applies to this notation.

Proposition 4.4. Both mappings $(4.42)_{1}$ and $(4.42)_{-1}$ verify the condition ( $\left.\mathbb{R}-\mathrm{N} . \mathrm{D}.\right)$ if and only if

$$
\begin{equation*}
Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \neq 0 \quad \text { for every } x_{1} \in X_{1}-\{0\} \tag{4.43}
\end{equation*}
$$

and the mapping

$$
\begin{equation*}
x_{1} \in X_{1} \rightarrow P_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \in Y_{1} \tag{4.44}
\end{equation*}
$$

verifies the condition ( $\mathbb{R}$-N.D.).
Proof. We already know that whether or not the mapping (4.42) ${ }_{\sigma}$ verifies the condition ( $\mathbb{R}-\mathrm{N} . \mathrm{D}$.$) is independent of the choice of the space Z_{1}$ (cf. Remark 4.2) and that the condition (4.43) is necessary (Proposition 4.3). For the sake of convenience, we may then suppose

$$
\begin{equation*}
Z_{1}=\mathbb{R} D_{\mu} G(0) \oplus Y_{1} \tag{4.45}
\end{equation*}
$$

If so, $Q_{1} D_{\mu} G(0)=D_{\mu} G(0), P_{1} Q_{1}=Q_{1} P_{1}=P_{1}$ and the operator ( $Q_{1}-P_{1}$ ) is the projection onto the space $\mathbb{R} D_{\mu} G(0)$ associated with the decomposition $Y=\mathbb{R} D_{\mu} G(0) \oplus$ $\left(Y_{1} \oplus Z_{2}\right)$. Thus, the mapping $(4.42)_{\sigma}$ is

$$
\begin{equation*}
\left(\eta, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow \sigma \kappa!\eta^{\kappa} D_{\mu} G(0)+Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \in Z_{1} \tag{4.46}
\end{equation*}
$$

Assume first that (4.46) ${ }_{1}$ and (4.46) ${ }_{-1}$ verify the condition ( $\mathbb{R}$-N.D.). Let $x_{1} \in X_{1}$ be a nonzero element of the zero set of the mapping (4.44). One has

$$
Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa}=\left(Q_{1}-P_{1}\right) D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} .
$$

From the above, the right-hand side is collinear with $D_{\mu} G(0)$. As a result, $Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa}=\lambda D_{\mu} G(0)$ for some real number $\lambda$. For either $\sigma=1$ or $\sigma=-1$ (and for both if $\kappa$ is odd) there is $\eta \in \mathbb{R}$ such that $\sigma \kappa!\eta^{\kappa}=-\lambda$ so that the pair $\left(\eta, x_{1}\right)$ is in the zero set of the mapping (4.46) ${ }_{\sigma}$. Let $y_{1} \in Y_{1}$ be given. In particular, $y_{1} \in Z_{1}$ and there is a pair $\left(\tau, \xi_{1}\right) \in \mathbb{R} \times X_{1}$ such that

$$
\sigma \kappa(\kappa!) \eta^{\kappa-1} \tau D_{\mu} G(0)+\kappa Q_{1} D_{x}^{\kappa} G(0) \cdot\left(\left(x_{1}\right)^{\kappa-1}, \xi_{1}\right)=y_{1} .
$$

Projecting onto $Y_{1}$, we find $\kappa P_{1} D_{x}^{\kappa} G(0) \cdot\left(\left(x_{1}\right)^{\kappa-1}, \xi_{1}\right)=y_{1}$, which proves that the mapping (4.44) verifies the condition ( $\mathbb{R}$-N.D.).

Conversely, let $\left(\eta, x_{1}\right) \in \mathbb{R} \times X_{1}$ be a nonzero element of the zero set of the mapping (4.46) ${ }_{\sigma}$. Observe that $\eta \neq 0$ from (4.43) and it is obvious that $x_{1} \neq 0$. Projecting onto $Y_{1}$, we see that $x_{1}$ is a nonzero element of the zero set of the mapping (4.44). Let $z_{1} \in Z_{1}$ be given and set $y_{1}=P_{1} z_{1}$. From ( $\mathbb{R}-\mathrm{N} . \mathrm{D}$.), there is $\xi_{1} \in X_{1}$ such that $\kappa D_{x}^{\kappa} G(0) \cdot\left(\left(x_{1}\right)^{\kappa-1}, \xi_{1}\right)=y_{1}$. As $\left(Q_{1}-P_{1}\right)$ is the projection onto $\mathbb{R} D_{\mu} G(0)$ and by definition of $y_{1}$, one has $\kappa Q_{1} D_{x}^{\kappa} G(0) \cdot\left(\left(x_{1}\right)^{\kappa-1}, \xi_{1}\right)=z_{1}+\lambda D_{\mu} G(0)$ for some real number $\lambda$. Setting $\tau=-\lambda /\left(\sigma \kappa(\kappa!) \eta^{\kappa-1}\right)$ it is clear that

$$
\sigma \kappa(\kappa!) \eta^{\kappa-1} \tau D_{\mu} G(0)+\kappa Q_{1} D_{x}^{\kappa} G(0) \cdot\left(\left(x_{1}\right)^{\kappa-1}, \xi_{1}\right)=z_{1},
$$

so that the mapping $(4.46)_{\sigma}$ verifies the condition ( $\mathbb{R}$-N.D.).
As $p=\kappa$ divides $\kappa$, all the curves are of class $\mathscr{C}^{m-\kappa+1}$ at the origin and $\mathscr{C}^{m}$ away from it. Note when $N=1$ that the assumptions we make in § 3 in the analysis of the same problem are weaker and the results we obtain there are better: for instance, it is known from $\S 3$ that the local zero set of $G$ is made of exactly one curve. Here, the information is only "at most $\kappa$ " but existence and uniqueness can also be derived
from the special form of the mapping (4.42) ${ }_{\sigma}$. More generally, by arguments similar to those we used in Proposition 4.4, the maximum number of lines in the zero set of either mapping (4.42) $)_{\sigma}$ (hence the maximum number of curves in the zero set of $G$ ) can be shown to be $\kappa^{N-1}$, an improvement over the general estimate $\kappa^{N}$ that is due to the fact that $p=\kappa$. Also, when $N=1$ in $\S 3$, the curve in the zero set of $G$ is found to be of class $\mathscr{C}^{m}$ around the origin instead of $\mathscr{C}^{m-\kappa+1}$ here. However, its location with respect to the hyperplane $\mu=0$ in $\mathbb{R} \times X$ cannot be specified under the assumptions of §3. The hypotheses of this section are trivially satisfied as soon as the criterion (4.39) is fulfilled (in particular, note that $Y_{1}=\{0\}$ ) and the origin is a turning point if $\kappa$ is even, a hysteresis point if $\kappa$ is odd, which agrees with well-known results.

When $N \geqq 2$, the assumptions of $\S 3$ are no longer weaker in general: the analysis involves the order of the first nonzero derivative of the mapping $\left.P_{1} G(0, \cdot)\right|_{X_{1}}$ at the origin, denoted by $k$, and we observed that $k \geqq \kappa$. Here, the equality $k=\kappa$ is a necessity from Proposition 4.4. However, this is not really restrictive since it was already mentioned in § 3 that the equality $k=\kappa$ holds with most of the values $D_{\mu} G(0) \notin Z_{2}$. If so, the result of regularity and the estimate on the number of curves is the same. Condition (4.43) is not required in $\S 3$ but it is also little restrictive in practice (see Remark 3.1). A more significant difference is observed between the criterion (4.39) and its analogue of $\S 3$, which, when $k=\kappa$, is $\kappa \leqq k_{1}(\kappa)+k^{1}(\kappa)-2$, where

$$
\begin{aligned}
& k^{1}(\kappa)=\min \left\{0 \leqq j \leqq \kappa,\left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)} \neq 0\right\}, \\
& k_{1}(\kappa)=\min \left\{0 \leqq j \leqq \kappa, P_{1} D^{j} G(0) \neq 0\right\} .
\end{aligned}
$$

On comparison with (4.40) and (4.41) we see that $k^{1}(\kappa)=\chi^{1}(\kappa, \kappa)$ but there is no relation between $k_{1}(\kappa)$ and $\chi_{1}(\kappa, \kappa)$ in general so that either criterion may be satisfied while the other one is not. This is not surprising since a simple examination shows that there is no explicit relation between the two reduced mappings when $D_{\mu} G(0) \notin Z_{2}$.

The case $p=\kappa-1$. Of course, this case requires the a priori assumption $\kappa \geqq 3$. From Proposition 4.3, the pair $(1,2)$ belongs to $I_{1}^{1}(\kappa)$, namely

$$
\begin{equation*}
Q_{1} D_{\mu} D_{x} G(0) \neq 0 . \tag{4.47}
\end{equation*}
$$

Also, from the equivalence (4.38) we must assume that

$$
\begin{equation*}
D_{\mu} G(0) \in Z_{2} \tag{4.48}
\end{equation*}
$$

Conversely, it is easily checked when (4.47) and (4.48) hold that $p=\kappa-1$. The criterion (4.30) is then

$$
\begin{equation*}
\kappa \leqq \chi_{1}(\kappa, \kappa-1)+\chi^{1}(\kappa, \kappa-1)-2 . \tag{4.49}
\end{equation*}
$$

Elementary considerations lead to

$$
\begin{equation*}
\chi^{1}(\kappa, \kappa-1)=\min \left\{0 \leqq j \leqq \kappa,\left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}} \neq 0\right\}, \tag{4.50}
\end{equation*}
$$

unless $D_{\mu} G(0)=0$ and $\left.D_{x}^{j} G(0)\right|_{\left(X_{1}\right)^{j}}=0,0 \leqq j \leqq \kappa-1$, and, if so

$$
\chi^{1}(\kappa, \kappa-1)=\kappa-1 .
$$

Next, in any case, $\chi_{1}(\kappa, \kappa-1)$ is computed to be

$$
\begin{equation*}
\chi_{1}(\kappa, \kappa-1)=\min \left\{0 \leqq j \leqq \kappa, Q_{1} D_{x}^{j} G(0) \neq 0\right\} \tag{4.51}
\end{equation*}
$$

It is easy to check that the only pairs $(i, j)$ such that $0 \leqq i \leqq j \leqq \kappa$ and $(\kappa-1) j+$ $(2-\kappa) i=\kappa$ are $(1,2)$ and $(\kappa, \kappa)$. Thus, the mapping $(4.21)_{\sigma}$ (with $\left.p=\kappa-1\right)$ becomes $(4.52)_{\sigma} \quad\left(\eta, x_{1}\right) \in \mathbb{R} \times X_{1} \rightarrow \sigma \kappa!\eta^{\kappa-1} Q_{1} D_{\mu} D_{x} G(0) \cdot x_{1}+Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \in Z_{1}$.

As stated by Proposition 4.3, a necessary condition for this mapping to verify the nondegeneracy condition of this paper is

$$
\begin{equation*}
Q_{1} D_{x}^{\kappa} G(0) \cdot\left(x_{1}\right)^{\kappa} \neq 0 \quad \text { for every } x_{1} \in X_{1}-\{0\} \tag{4.53}
\end{equation*}
$$

As an example, we shall consider the problems of bifurcation from the trivial branch as they were already encountered in § 3: with $X=Y$, the mapping $G$ is of the form

$$
\begin{equation*}
G(\mu, x)=x-\left(\lambda_{0}+\mu\right) L x+\Gamma(\mu, x) \tag{4.54}
\end{equation*}
$$

where $L \in \mathscr{L}(X)$ is compact, $\lambda_{0}$ is a characteristic value of $L$ and the mapping $\Gamma$ is of class $\mathscr{C}^{m}, m \geqq 2$, around the origin of $\mathbb{R} \times X$ with values in $X$ and verifies $\Gamma(\mu, 0)=0$ for $\mu$ around $0 \in \mathbb{R}$. In particular

$$
\begin{equation*}
D_{\mu}^{j} \Gamma(0)=0, \quad 0 \leqq j \leqq m, \tag{4.55}
\end{equation*}
$$

and we further require that

$$
\begin{align*}
& D_{\mu} D_{x} \Gamma(0)=0,  \tag{4.56}\\
& D_{x} \Gamma(0)=0 . \tag{4.57}
\end{align*}
$$

Under these assumptions, the zero set of $G$ was determined in $\S 3$ when the decomposition

$$
\begin{equation*}
X=\operatorname{Ker}\left(I-\lambda_{0} L\right) \oplus \operatorname{Range}\left(I-\lambda_{0} L\right) \tag{4.58}
\end{equation*}
$$

holds. If so, we can make the choice $Z_{1}=X_{1}\left(=\operatorname{Ker}\left(I-\lambda_{0} L\right)\right)$ without loss of generality. We were able to settle the two cases when $\operatorname{dim} \operatorname{Ker}\left(I-\lambda_{0} L\right)=1$ or when $\operatorname{dim} \operatorname{Ker}(I-$ $\left.\lambda_{0} L\right) \geqq 2,\left.Q_{1} D_{x}^{2} \Gamma(0)\right|_{\left(X_{1}\right)^{2}} \neq 0$ and the mapping

$$
\left(\mu, x_{1}\right) \in \mathbb{R} \times \operatorname{Ker}\left(I-\lambda_{0} L\right) \rightarrow-\frac{2}{\lambda_{0}} \mu x_{1}+Q_{1} D_{x}^{2} \Gamma(0) \cdot\left(x_{1}\right)^{2} \in \operatorname{Ker}\left(I-\lambda_{0} L\right)
$$

verifies the condition ( $\mathbb{R}$-N.D.).
We shall now assume that $\left.Q_{1} D_{x}^{2} \Gamma(0)\right|_{\left(x_{1}\right)^{2}}=0$. Clearly, $\kappa$ is defined by

$$
\begin{equation*}
\kappa=\min \left\{0 \leqq j \leqq m,\left.Q_{1} D_{x}^{j} \Gamma(0)\right|_{\left.\left(X_{1}\right)^{j} \neq 0\right\}},\right. \tag{4.59}
\end{equation*}
$$

so that $\kappa \geqq 3$. As $D_{\mu} G(0)=0$ and $Q_{1} D_{\mu} D_{x} G(0)=\left.\left(-1 / \lambda_{0}\right) Q_{1}\right|_{x_{1}}$, conditions (4.47) and (4.48) are satisfied if and only if $\left.Q_{1}\right|_{X_{1}} \neq 0$ (i.e. $\operatorname{Ker}\left(I-\lambda_{0} L\right) \not \subset \operatorname{Range}\left(I-\lambda_{0} L\right)$ ) so that $p=\kappa-1$. From (4.50) and (4.51) the quantities $\chi^{1}(\kappa, \kappa-1)$ and $\chi_{1}(\kappa, \kappa-1)$ are given by

$$
\begin{align*}
& \chi^{1}(\kappa, \kappa-1)=\min \left\{0 \leqq j \leqq \kappa,\left.D_{x}^{j} \Gamma(0)\right|_{\left(X_{1}\right)} \neq 0\right\},  \tag{4.60}\\
& \chi_{1}(\kappa, \kappa-1)=\min \left\{0 \leqq j \leqq \kappa, Q_{1} D_{x}^{j} \Gamma(0) \neq 0\right\} . \tag{4.61}
\end{align*}
$$

The mapping $(4.52)_{\sigma}$ is then

$$
\left(\eta, x_{1}\right) \in \mathbb{R} \times \operatorname{Ker}\left(I-\lambda_{0} L\right) \rightarrow-\frac{\sigma \kappa!}{\lambda_{0}} \eta^{\kappa-1} Q_{1} x_{1}+Q_{1} D_{x}^{\kappa} \Gamma(0) \cdot\left(x_{1}\right)^{\kappa} \in Z_{1} .
$$

Because of the elements of the trivial branch in the zero set, it is easily seen that the condition (4.58) is still necessary for the above mapping to verify the condition ( $\mathbb{R}$-N.D.). Again, we may then take $Z_{1}=X_{1}\left(=\operatorname{Ker}\left(I-\lambda_{0} L\right)\right)$ and, with this choice, $(4.52)_{\sigma}$ reads

$$
\begin{equation*}
\left(\eta, x_{1}\right) \in \mathbb{R} \times \operatorname{Ker}\left(I-\lambda_{0} L\right) \rightarrow-\frac{\sigma \kappa!}{\lambda_{0}} \eta^{\kappa-1} x_{1}+Q_{1} D_{x}^{\kappa} \Gamma(0) \cdot\left(x_{1}\right)^{\kappa} \in \operatorname{Ker}\left(I-\lambda_{0} L\right) \tag{4.62}
\end{equation*}
$$

The condition (4.53), necessary for it to verify the condition ( $\mathbb{R}$-N.D.), is equivalent to

$$
\begin{equation*}
Q_{1} D_{x}^{\kappa} \Gamma(0) \cdot\left(x_{1}\right)^{\kappa} \neq 0 \quad \text { for every } x_{1} \in \operatorname{Ker}\left(I-\lambda_{0} L\right)-\{0\} . \tag{4.63}
\end{equation*}
$$

As $p=\kappa-1$ divides $\kappa-1$, the only curve in the local zero set of $G$ for which continuity at the origin only can be proved in general is the curve tangent to the line $\mathbb{R} \times\{0\}$ at the origin. Here, it is then the trivial branch itself so that the bifurcated branches are of class $\mathscr{C}^{m-\kappa+1}$ at the origin (and $\mathscr{C}^{m}$ away from it). The location of these curves with respect to the hyperplane $\mu=0$ is as described before in the general comments and their number cannot exceed $\kappa^{N}-1$. When $N=1, \kappa-1$ is always an overestimate since $\kappa \geqq 3$ and we know that there is exactly one bifurcated branch. When $N=2$, it is possible to show that a more accurate and optimal estimate is $\kappa+1$ but we are not aware of a general improvement. When $N=1$, all the assumptions of this section are satisfied provided the criterion (4.49) is fulfilled and bifurcation is transcritical if $\kappa$ is even, supercritical if $\kappa$ is odd. This agrees with well-known results.

When $N \geqq 2$, our assumptions coincide with those of McLeod and Sattinger [11] except for the criterion (4.49) which, in [11], is replaced by

$$
\begin{equation*}
D_{x}^{j} \Gamma(0)=0, \quad 0 \leqq j \leqq \kappa-1, \tag{4.64}
\end{equation*}
$$

an assumption that makes (4.49) trivially fulfilled. The result on the location of the curves is identical but, beyond continuity, no regularity of the curves at the origin is proved in [11].

Remark 4.5. Assumption (4.64) can be found in a number of publications (see e.g. [5], [11], [17], [18]). Two somewhat more general forms of (4.64), corresponding to the cases $\kappa=\chi^{1}(\kappa, \kappa-1)$ and $\kappa=\chi^{1}(\kappa, \kappa-1)$ respectively, are

$$
\begin{equation*}
Q_{1} D_{x}^{j} \Gamma(0)=0, \quad 0 \leqq j \leqq \kappa-1, \tag{4.65}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.D_{x}^{j} \Gamma(0)\right|_{\left(X_{1}\right)^{j}}=0, \quad 0 \leqq j \leqq \kappa-1 . \tag{4.66}
\end{equation*}
$$

Both assumptions are mentioned in [3] and, again, both make the criterion (4.49) trivially fulfilled. Nevertheless, as already mentioned, there are quite standard problems in which (4.49) cannot be reduced to any of these simplified versions (see §5).
5. Examples. In this section we shall briefly examine the usefulness of some aspects of our approach. We begin with the problem

$$
\begin{equation*}
-\Delta u-\lambda u+u^{4}+u^{5}(+ \text { higher-order terms })=0, \quad u \in H_{0}^{1}(\Omega) \tag{5.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{2}$ denotes the square $(0, \pi) \times(0, \pi)$. Problem (5.1) is a typical model of bifurcation from the trivial branch. Denoting by $L \in\left(H^{-1}(\Omega), H_{0}^{1}(\Omega)\right)$ the inverse of $-\Delta$, an equivalent form of (5.1) is

$$
\begin{equation*}
u-\lambda L u+L\left(u^{4}+u^{5}+\cdots\right)=0, \quad u \in H_{0}^{1}(\Omega) \tag{5.2}
\end{equation*}
$$

The characteristic values of $L$ are of the form $\lambda_{0}=a^{2}+b^{2}$ where $a$ and $b$ are positive integers and the multiplicity of $\lambda_{0}$ equals the number of such distinct pairs $(a, b)$. Assume first that $\lambda_{0}$ is simple, hence $\lambda_{0}=2 a^{2}$. Then, it is known that there is exactly one bifurcated branch passing through ( $\left.\lambda_{0}, 0\right)$. If $a$ is odd, it can be shown by classical arguments that bifurcation occurs transcritically. This situation corresponds to the case $\kappa=4$ in $\S 4$ and the criterion (4.49) holds trivially. On the contrary, if $a$ is even, determining whether bifurcation occurs transcritically or supercritically requires the examination of derivatives of the reduced mapping of order $>4$. This is precisely when the criterion (4.49) is useful: one can easily check that $\kappa=5$ and (with the choice $p=\kappa-1$ as obtained in $\S 4) \chi^{1}(5,4)=\chi_{1}(5,4)=4$ so that (4.49) is fulfilled and it follows at once that bifurcation occurs supercritically, as if the term $u^{4}$ were not present and the problem were

$$
\begin{equation*}
-\Delta u-\lambda u+u^{5}(+ \text { higher-order terms })=0 \tag{5.3}
\end{equation*}
$$

A similar observation remains true when we study bifurcation at a multiple characteristic value. For instance, bifurcation near the point $(10,0)$ in the problem (5.1) can be equally studied by the method of McLeod and Sattinger [11] or that of $\S 4$ : bifurcation occurs transcritically and there are three bifurcated branches. But bifurcation near the point $(5,0)\left(\lambda_{0}=5\right.$ is double) cannot be analyzed under the assumptions of [11] nor those of [3]. Note that the situation is worse than when $\lambda_{0}$ is simple since not merely the location but the very structure of the solutions is unknown. Again, it can easily be shown that $\kappa=5$ while $\chi^{1}(5,4)=\chi_{1}(5,4)=4$ : due to the criterion (4.49) we see that bifurcation near $(5,0)$ occurs as in the problem (5.3). Further investigation shows that there are exactly four bifurcated branches, located supercritically. This example can be embedded into a general problem, namely

$$
\begin{equation*}
-\Delta u-\lambda u+P(u)+\varepsilon u^{\kappa}(+ \text { higher-order terms })=0, \quad u \in H_{0}^{1}(\Omega) \tag{5.4}
\end{equation*}
$$

where $\Omega=(0, \pi) \times(0, \pi), \kappa \geqq 3$ is odd, $\varepsilon= \pm 1$ and $P$ is an even polynomial with degree $\leqq \kappa-1$ and valuation $k \geqq 2$. Bifurcation is studied near the point ( $\lambda_{0}, 0$ ) where $\lambda_{0}$ is a double characteristic value of $L=(-\Delta)^{-1}$ of the form $\lambda_{0}=5 a^{2}(a \in \mathbb{N}-\{0\})$. In any case, $\kappa$ is then defined as in §4. If $P=0$, one has $\chi_{1}(\kappa, \kappa-1)=\chi^{1}(\kappa, \kappa-1)=\kappa$ and the criterion (4.49) is trivially fulfilled. If $P \neq 0$, it is easy to check that $\chi_{1}(\kappa, \kappa-1)=$ $\chi^{1}(\kappa, \kappa-1)=k$ so that (4.49) reduces to the assumption $\kappa \leqq 2 k-3$ (which requires $k \geqq 4$ and $\kappa \geqq 5$ ). After rescaling $\eta$, the mapping (4.62) ${ }_{\sigma}$ identifies with

$$
(\eta, \alpha, \beta) \in \mathbb{R}^{3} \rightarrow\binom{\sigma \eta^{\kappa-1} \alpha-\varepsilon \sum_{j=0}^{(\kappa-1) / 2} a_{2 j+1} \alpha^{2 j+1} \beta^{\kappa-2 j-1}}{\sigma \eta^{\kappa-1} \beta-\varepsilon \sum_{j=0}^{(\kappa-1) / 2} a_{2 j+1} \alpha^{\kappa-2 j-1} \beta^{2 j+1}} \in \mathbb{R}^{2},
$$

where the coefficients $a_{2 j+1}>0$ are explicitly given through the Eulerian function $\Gamma$. Arguing as in Bolley [2] it can be shown that the above equation has nontrivial solutions $(\alpha, \beta)$ for $\sigma=\varepsilon$ only, and in this case its zero set is made of the nine lines generated by $(1,0,0),(1,1,0),(-1,1,0),(1,0,1),(-1,0,1),\left(\eta_{0}, 1,1\right),\left(-\eta_{0}, 1,1\right),\left(\eta_{0}, 1,-1\right)$ and $\left(-\eta_{0}, 1,-1\right)$ with

$$
\eta_{0}=\left(\sum_{j=0}^{(\kappa-1) / 2} a_{2 j+1}\right)^{1 /(\kappa-1)} .
$$

The nondegeneracy condition is satisfied (such a verification is often straightforward, although sometimes lengthy, when the zero set is known explicitly) and we conclude that problem (5.4) exhibits exactly four bifurcated branches emerging from the point ( $\lambda_{0}, 0$ ), located supercritically if $\varepsilon=1$ and subcritically for $\varepsilon=-1$. By comparison, the same statement is made in [2] for the problem with $P=0, \varepsilon=1$ and no higher-order term

$$
-\Delta u-\lambda u+u^{\kappa}=0
$$

only (the equation $-\Delta u-\lambda u-u^{\kappa}$ cannot be considered in [2] due to growth conditions imposed on the nonlinearity). If $P \neq 0$, our conclusions do not follow from [11] either.

These examples show what criterion (4.49) (or its analogues in other problems) can be good for. They clearly establish that the exponent governing the structure of the bifurcation set in problems like (5.4) depends on the characteristic value $\lambda_{0}$ and, to some extent, allow to determine this "leading" exponent as $\lambda_{0}$ is varied. Other nonlinearities in which the Nemytskii's operator does not only depend on $u$ but also on the generic point $x \in \Omega$ (and also possibly on $\lambda$ ) induce similar phenomena. Problems
with nonlocal nonlinearities, such as von Kármán equations, can be considered as well. In this last example, the criterion (4.49) is trivially fulfilled and the nondegeneracy condition alone has to be examined (see Hölder and Schaeffer [7]).

Showing that the condition ( $\mathbb{R}$-N.D.) remains appropriate in the study of problems in which no branch of solution is known a priori is our next purpose. For simplicity of calculations and since we do not intend here to discuss the usefulness of some version of the criterion of $\S 2$, we shall consider the problem

$$
\begin{equation*}
-\Delta u-\lambda_{0} u+u^{2}=\mu f, \quad u \in H_{0}^{1}(\Omega) \tag{5.5}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{2}$ is again the square $(0, \pi) \times(0, \pi), f$ is a given element of the space $H^{-1}(\Omega)$ and $\lambda_{0}$ is some eigenvalue of $-\Delta$. With $L=(-\Delta)^{-1} \in \mathscr{L}\left(H^{-1}(\Omega), H_{0}^{1}(\Omega)\right)$ the problem becomes

$$
\begin{equation*}
u-\lambda L u+L\left(u^{2}\right)=\mu F, \quad u \in H_{0}^{1}(\Omega) \tag{5.6}
\end{equation*}
$$

where we have set $F=L f$. We shall assume

$$
\begin{equation*}
F \notin \text { Range }\left(I-\lambda_{0} L\right), \tag{5.7}
\end{equation*}
$$

so that the problem falls into the case $D_{\mu} G(0) \notin Z_{2}$ of $\S \S 3$ and 4 . When $\lambda_{0}$ is simple, hence of the form $\lambda_{0}=2 a^{2}$, the solutions are given by a single curve. Further, if $a$ is odd, it is easy to check that $\kappa=2$ so that the origin is a turning point (if $a$ is even, higher order derivatives of the reduced mapping are needed to conclude). We shall apply our method to the study of the case when $\lambda_{0}$ is double. More precisely, we shall assume that $\lambda_{0}=a^{2}+b^{2}$ with $a>0$ and $b>0$ odd (and distinct). We leave it to the reader to check that the analysis can be made without changing the parameter $\mu$ by the method of $\S 3$ and we shall focus on the method of $\S 4$ since it provides additional information on the location of the curves. The null space $\operatorname{Ker}\left(I-\lambda_{0} L\right)=X_{1}$ is generated by the two normalized eigenvectors $\phi_{a b}$ and $\phi_{b a}$ (the inner product on $H_{0}^{1}(\Omega)$ being the usual one ( $u, v)=\int_{\Omega} \nabla u \nabla v$ ) with

$$
\phi_{a b}(t, s)=\frac{2}{\pi \sqrt{\lambda_{0}}} \sin a t \sin b s
$$

and $\phi_{b a}(t, s)=\phi_{a b}(s, t)$. With the choice $Z_{1}=X_{1}$ one has

$$
Q_{1} F=y_{a b} \phi_{a b}+y_{b a} \phi_{b a},
$$

with $y_{a b}, y_{b a} \in \mathbb{R}$ and $y_{a b}^{2}+y_{b a}^{2} \neq 0$ from (5.7). After renorming $F$ (i.e. rescaling $\mu$ ) it is not restrictive to assume

$$
y_{a b}^{2}+y_{b a}^{2}=1 .
$$

It is easy to check that $\kappa=2$ and, after rescaling $\eta$ for ease of calculations, the mapping $(4.42)_{\sigma}$ identifies with

$$
\begin{equation*}
(\eta, \alpha, \beta) \in \mathbb{R}^{3} \rightarrow\binom{-\sigma y_{a b} \eta^{2}+A \alpha^{2}+2 B \alpha \beta+B \beta^{2}}{-\sigma y_{b a} \eta^{2}+B \alpha^{2}+2 B \alpha \beta+A \beta^{2}} \in \mathbb{R}^{2}, \tag{5.8}
\end{equation*}
$$

where

$$
A=\frac{16}{9 a b}, \quad B=\frac{16 a b}{\left(b^{2}-4 a^{2}\right)\left(a^{2}-4 b^{2}\right)} .
$$

Applying Proposition 4.4 we can see that the condition (4.43) is automatically satisfied from the relations $A \neq B$ and $A+3 B \neq 0$ (the former follows from $A / B<1$ and the
latter holds because $a^{2} / b^{2}$ could not be rational otherwise). Taking $Y_{1}=\mathbb{R}\left(y_{b a},-y_{a b}\right)$ in Proposition 4.4, it suffices to prove that the mapping

$$
(\alpha, \beta) \in \mathbb{R}^{2} \rightarrow\left(A y_{b a}-B y_{a b}\right) \alpha^{2}+2 B\left(y_{b a}-y_{a b}\right) \alpha \beta+\left(B y_{b a}-A y_{a b}\right) \beta^{2} \in \mathbb{R}
$$

verifies the condition ( $\mathbb{R}$-N.D.). As the above mapping is quadratic, it is equivalent to check that the discriminant

$$
\Delta(F)=y_{b a}^{2}-\left(\frac{A}{B}+1\right) y_{a b} y_{b a}+y_{a b}^{2}
$$

is nonzero (which will happen for most choices of $F$ ). Note that $\Delta(F)>0$ regardless of $F$ when $(A / B)+3>0$ but the sign of $\Delta(F)$ will be negative for some choices of $F$ if $(A / B)+3<0$. If $\Delta(F)<0$, the zero set of $(5.8)_{\sigma}$ reduces to the origin for both $\sigma=1$ and $\sigma=-1$. In other words, the origin is an isolated solution of the problem (5.4) for those $F$ with $\Delta(F)<0$. Note that the condition $(A / B)+3<0$ is satisfied with $\lambda_{0}=26$ so that this situation does happen. If $\Delta(F)>0$, the zero set of $(5.8)_{\sigma}$ depends on $\sigma$ and $F$. More precisely, define $K_{i}, i=1,2$, to be the two distinct roots of the polynomial ${ }^{4}$

$$
\left(B y_{b a}-A y_{a b}\right) K^{2}+2 B\left(y_{b a}-y_{a b}\right) K+\left(A y_{b a}-B y_{a b}\right)=0
$$

and set

$$
\theta_{i}=\left(B y_{a b}+A y_{b a}\right) K_{i}^{2}+2 B\left(y_{a b}+y_{b a}\right) K_{i}+\left(A y_{a b}+B y_{b a}\right) .
$$

It can be shown that $\theta_{i} \neq 0, i=1,2$ (an easy way is to observe that either relation $\theta_{1}=0$ or $\theta_{2}=0$ would contradict the fact that condition (4.43) is satisfied) and the discussion is as follows: if $\theta_{1}$ and $\theta_{2}$ have the same sign, the solutions of problem (5.4) near the origin consist of two curves located on the same half-space $\mu \geqq 0$ or $\mu \leqq 0$ (depending on the sign of $\theta_{1}$ and $\theta_{2}$ ). If $\theta_{1}$ and $\theta_{2}$ have opposite signs, the solutions of problem (5.4) near the origin still consist of two curves, but one of them is located on the half-space $\mu \leqq 0$ and the other is located on the half-space $\mu \geqq 0$. That both situations do occur depending on $\lambda_{0}$ (with the same $F$ ) is easily seen: take for instance

$$
F=\frac{\sqrt{2}}{2}\left(\phi_{13}+\phi_{31}+\phi_{15}+\phi_{51}\right)
$$

Then, if $\lambda_{0}=10$, one has $\theta_{1}>0$ and $\theta_{2}<0$ while, if $\lambda_{0}=26$, one has $\theta_{1}>0$ and $\theta_{2}>0$.
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# THE SADDLE-NODE SEPARATRIX-LOOP BIFURCATION* 

## STEPHEN SCHECTER $\dagger$


#### Abstract

We study vector fieldx $\dot{x}=f(x), x \in \mathbb{R}^{2}$, having at some point an equilibrium of saddle-node type with a separatrix loop. Such vector fields fill a codimension two submanifold $\Sigma$ of an appropriate Banach space. We give analytic conditions that determine whether a two-parameter perturbation of $\dot{x}=f(x)$ is transverse to $\Sigma$. The new condition is a version of Melnikov's integral around the separatrix loop. If it is nonzero, then as one perturbs away from $\dot{x}=f(x)$ in the direction in which an equilibrium of saddle-node type persists, the separatrix loop breaks in a nondegenerate manner. This integral is shown to be nonzero for the two-parameter pendulum equation $\beta \ddot{\phi}+\dot{\phi}+\sin \phi=\rho$ at its organizing center.
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1. Introduction. We shall be concerned with vector fields

$$
\begin{equation*}
\dot{x}=f(x), \quad x \in \mathbb{R}^{2} \tag{1}
\end{equation*}
$$

having at some $p \in \mathbb{R}^{2}$ an equilibrium of saddle-node type with a separatrix loop $\Gamma$ (see Fig. 1). We assume that the saddle-node has one negative eigenvalue and, of course, one zero eigenvalue. Such vector fields fill a codimension two submanifold $\Sigma$ of an appropriate Banach space of planar vector fields. Consider a two-parameter unfolding of (1),

$$
\begin{equation*}
\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right), \quad x \in \mathbb{R}^{2}, \quad \nu_{1}, \nu_{2} \in \mathbb{R} \tag{2}
\end{equation*}
$$

where $\tilde{f}(x, 0,0)=f(x)$. We shall give a computable condition that determines whether the family (2) is transverse to $\Sigma$ at $\left(\nu_{1}, \nu_{2}\right)=(0,0)$.

If the transversality condition is satisfied, there is a smooth nonsingular change of coordinates in parameter space,

$$
\left(\nu_{1}, \nu_{2}\right) \leftrightarrow\left(\mu_{1}, \mu_{2}\right), \quad(0,0) \leftrightarrow(0,0),
$$

such that

$$
\dot{x}=\tilde{f}\left(x, \nu_{1}\left(\mu_{1}, \mu_{2}\right), \nu_{2}\left(\mu_{1}, \mu_{2}\right)\right) \underset{\operatorname{def}}{=} f\left(x, \mu_{1}, \mu_{2}\right)
$$

has the bifurcation diagram of Fig. 2 in a neighborhood of $\left(\mu_{1}, \mu_{2}\right)=(0,0)$. The curve $C$ lies in $\left\{\left(\mu_{1}, \mu_{2}\right): \mu_{1} \leqq 0, \mu_{2} \geqq 0\right\}$. It has a quadratic tangency with the $\mu_{2}$-axis at


Fig. 1
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Fig. 2
$(0,0)$. The phase portrait of $\dot{x}=f\left(x, \mu_{1}, \mu_{2}\right)$ in a fixed neighborhood of $\Gamma$ that is positively invariant for each vector field $\dot{x}=f\left(x, \mu_{1}, \mu_{2}\right)$ is as follows (see Fig. 2):

1) $\mu_{1}=0, \mu_{2}=0$; a saddle-node and a separatrix loop.
2) $\mu_{1}>0$; no equilibria, a unique stable closed orbit near $\Gamma$.
3) $\mu_{1}=0, \mu_{2}<0$; a saddle-node.
4) $\mu_{1}<0,\left(\mu_{1}, \mu_{2}\right)$ below $C$; a saddle and a node.
5) $\mu_{1}<0,\left(\mu_{1}, \mu_{2}\right)$ on $C$; a saddle and a node; the saddle has a separatrix loop.
6) $\mu_{1}<0,\left(\mu_{1}, \mu_{2}\right)$ above $C$; a saddle and a node; there is a unique stable closed orbit near $\Gamma$.
7) $\mu_{1}=0, \mu_{2}>0$; a saddle-node and a unique stable closed orbit near $\Gamma$.

This bifurcation diagram is developed in [4], except that it is mistakenly stated there that the curve $C$ is transverse to the $\mu_{2}$-axis.

Perhaps the best known example of this bifurcation diagram occurs in the study of the differential equation for a pendulum with linear damping and constant applied torque, which are the two parameters (see [3], in which the same equation arises in the study of the DC current-driven point Josephson junction). In § 5 we show that the pendulum equation satisfies our transversality condition at its organizing center. Thus the pendulum equation is a generic two-parameter unfolding of the saddle-node separatrix-loop bifurcation.

The heart of this paper is the study, in § 3, of Melnikov's integral (see [2]) around a saddle-node separatrix loop. The same method allows one to study time-periodic perturbations of a saddle-node separatrix loop. This subject is treated in the companion paper [6]. There the motivating example is the pendulum equation with, in addition, sinusoidal applied torque (or, equivalently, the AC-DC current-driven point Josephson junction).
2. Statement of results. We shall consider vector fields $\dot{x}=f(x), x \in \mathbb{R}^{2}$, satisfying the following conditions at some $p \in \mathbb{R}^{2}$ :
(i) $f(p)=0$.
(ii) $D f(p)$ has eigenvalues 0 and $-\lambda$, where $\lambda>0$.

Let $u$ be a right eigenvector and $w$ a left eigenvector of the eigenvalue 0 , with $w$ chosen so that $w u>0$.
(iii) $w D^{2} f(p)(u, u)>0$.
(iv) $\dot{x}=f(x)$ has a separatrix loop $\Gamma$ at $p$.

Assumptions (i)-(iii) say that $\dot{x}=f(x)$ has a saddle-node at $p$ with one negative eigenvalue (see [7]). Moreover, the assumptions imply that $u$ (not $-u$ ) is one tangent vector to $\Gamma$ at $p$ (see Fig. 1). Let $v$ be a right eigenvector of $D f(p)$ for the eigenvalue $-\lambda$, chosen so that $v$ is also tangent to $\Gamma$ at $p$ as in Fig. 1.

Let $\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ be a two-parameter family of vector fields on $\mathbb{R}^{2}$ such that $\dot{x}=\tilde{f}(x, 0,0)$ satisfies (i)-(iv), and
(v) $\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ is $C^{k+1}, k \geqq 5$.
(vi) $w D_{\nu_{1}} \tilde{f}(p, 0,0)>0$.

Assumptions (iii) and (vi) imply that perturbation in the positive $\nu_{1}$ direction eliminates the equilibrium $p$, while perturbation in the negative $\nu_{1}$ direction splits the equilibrium in two (see [7]).

According to [7] there is a $C^{k}$ function $\alpha\left(\nu_{2}\right)$, with $\alpha(0)=0$, such that $\dot{x}=$ $\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ has an equilibrium of saddle-node type near $p$ if and only if $\nu_{1}=\alpha\left(\nu_{2}\right)$. Let $f\left(x, \mu_{1}, \mu_{2}\right)=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$, where $\left(\mu_{1}, \mu_{2}\right)$ and ( $\nu_{1}, \nu_{2}$ ) are related by

$$
\mu_{1}=\nu_{1}-\alpha\left(\nu_{2}\right), \quad \mu_{2}=\nu_{2} .
$$

Then

$$
\begin{equation*}
\dot{x}=f\left(x, \mu_{1}, \mu_{2}\right) \tag{3}
\end{equation*}
$$

is $C^{k}$, and has an equilibrium of saddle-node type near $p$ if and only if $\mu_{1}=0$. Let $p\left(\mu_{2}\right)$ denote the saddle-node equilibrium near $p$ of $\dot{x}=f\left(x, 0, \mu_{2}\right) ; p\left(\mu_{2}\right)$ is $C^{k}$. If $\mu_{1}<0$, there are a saddle and a sink of (3) near $p$; if $\mu_{1}>0$, there are no equilibria of (3) near $p$.

If $w$ and $z$ are vectors in $\mathbb{R}^{2}$, let $w \wedge z=w_{1} z_{2}-w_{2} z_{1}$. Let $q(t)$ be a solution of $\dot{x}=f(x, 0,0)$ with $q(0) \in \Gamma$. Consider the expression

$$
\begin{align*}
I=\frac{d p}{d \mu_{2}}(0) & \wedge \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right]  \tag{4}\\
& +\int_{-\infty}^{\infty} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right] f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t
\end{align*}
$$

Theorem 1. The limit in (4) exists and is a negative multiple of $v$. The improper integral in (4) converges. If $I \neq 0$, then there is a $C^{k-2}$ curve $\mu_{1}=\psi\left(\mu_{2}\right)=-\ell^{2} \mu_{2}^{2}+o\left(\mu_{2}^{2}\right)$, $\ell \neq 0$, such that for $\left(\mu_{1}, \mu_{2}\right)$ sufficiently small, (3) has a separatrix loop near $\Gamma$ if and only if $\mu_{1}=\psi\left(\mu_{2}\right)$ and $I \cdot(u \wedge v) \cdot \mu_{2} \geqq 0$.

The integral in (4) is just the usual Melnikov integral used to study perturbations of a separatrix loop at a hyperbolic saddle (see [2], [5]). The limit in (4) is zero in the case of a hyperbolic saddle, but must be retained in the case of a saddle-node.

The bifurcation diagram presented in § 1 holds if $I \cdot(u \wedge v)>0$, in which case separatrix loops occur for $\mu_{1}=\psi\left(\mu_{2}\right)$ and $\mu_{2} \geqq 0$. If $I \cdot(u \wedge v)<0$, this bifurcation diagram holds after the further change of parameter $\mu_{2} \rightarrow-\mu_{2}$.

We remark that in order to compute $I$ in applications, the only knowledge of the function $\alpha\left(\nu_{2}\right)$ that is needed is $\alpha^{\prime}(0)$.

We shall now give a precise interpretation of the condition $I \neq 0$ as a transversality condition. Let $E$ denote the space of $C^{k+1}$ vector fields, $k \geqq 5$, on a closed disk $D \subset \mathbb{R}^{2}$,
with the $C^{k+1}$ topology. Let $\Sigma^{\prime}=\{f \in E: f$ satisfies, at a unique $p \in \operatorname{Int} D$, conditions (i)-(iii); and all other equilibria of $f$ in $D$ are hyperbolic $\}. \Sigma^{\prime}$ is a $C^{k}$ codimension one submanifold of $E$ [7]. Let $\Sigma=\left\{f \in \Sigma^{\prime}: f\right.$ satisfies condition (iv), and $\left.\Gamma \subset \operatorname{Int} D\right\}$. We shall show in $\S 3$ that $\Sigma$ is a $C^{k}$ codimension two submanifold of $E$, in fact a codimension one submanifold of $\Sigma^{\prime}$. Let $\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ be a two-parameter family of vector fields in $E$ with $\dot{x}=\tilde{f}(x, 0,0) \in \Sigma$. Assume in addition that $\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ satisfies conditions (v) and (vi). Make the change of parameters $\mu_{1}=\nu_{1}-\alpha\left(\nu_{2}\right), \mu_{2}=\nu_{2}$ described earlier.

Theorem 2. The family $\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ is transverse to $\Sigma$ at $\left(\nu_{1}, \nu_{2}\right)=(0,0)$ if and only if $I \neq 0$.
3. Proof of Theorem 1. The equilibrium $(p, 0,0)$ of

$$
\begin{equation*}
\dot{x}=f\left(x, \mu_{1}, \mu_{2}\right), \quad \dot{\mu}_{1}=0, \quad \dot{\mu}_{2}=0 \tag{5}
\end{equation*}
$$

has a 3-dimensional neutral subspace. The center manifold theorem [1, § 9.2] yields a 3-dimensional $C^{k}$ local center manifold $N_{\text {loc }}$ of (5), tangent at ( $p, 0,0$ ) to this subspace. $N_{\text {loc }}$ meets each plane $\mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}\right)\right\},\left(\mu_{1}, \mu_{2}\right)$ small, in a curve. $N_{\text {loc }} \cap \mathbb{R}^{2} \times\{(0,0)\}$ contains a portion of $\Gamma \times\{(0,0)\}$ that is tangent at $(p, 0,0)$ to $(u, 0,0)$.

Let $N$ denote the global center manifold that contains $N_{\text {loc }}$, i.e., the union of all integral curves of (5) that meet $N_{\text {loc }} . N$ meets each plane $\mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}\right)\right\}$ in a curve, which we denote $N\left(\mu_{1}, \mu_{2}\right) \times\left\{\left(\mu_{1}, \mu_{2}\right)\right\}$. Thus $N\left(\mu_{1}, \mu_{2}\right)$ is a curve in $\mathbb{R}^{2}$. Let $L$ be a line segment in $\mathbb{R}^{2}$ perpendicular to $\Gamma$ at $q(0)$. Then for $\left(\mu_{1}, \mu_{2}\right)$ small, $N\left(\mu_{1}, \mu_{2}\right)$ meets $L$ transversally near $q(0)$. Therefore for $\left(\mu_{1}, \mu_{2}\right)$ small there is a $C^{k}$ function $x\left(\mu_{1}, \mu_{2}\right)$ such that $x(0,0)=q(0)$ and $x\left(\mu_{1}, \mu_{2}\right) \in N\left(\mu_{1}, \mu_{2}\right) \cap L$. Since a $C^{k}$ vector field has a $C^{k}$ flow, there is a $C^{k}$ family of solutions of (3)

$$
q^{c}\left(\mu_{1}, \mu_{2}, t\right), \quad\left(\mu_{1}, \mu_{2}\right) \text { small }
$$

such that $q^{c}\left(\mu_{1}, \mu_{2}, 0\right)=x\left(\mu_{1}, \mu_{2}\right)$. Then $q^{c}(0,0, t)=q(t)$, and each curve $q^{c}\left(\mu_{1}, \mu_{2}, t\right)$ lies in $N\left(\mu_{1}, \mu_{2}\right)$. For $\mu_{1}<0, q^{c}\left(\mu_{1}, \mu_{2}, t\right)$ is a branch of the unstable manifold of the saddle of (3) near $p$. Similarly, $q^{c}\left(0, \mu_{2}, t\right)$ is the unstable separatrix of the saddle-node of $\dot{x}=f\left(x, 0, \mu_{2}\right)$ near $p$ (see Fig. 3).

We shall now define a $\mu$-dependent change of coordinates on $\mathbb{R}^{2}$ that will make possible our computations. According to $[1, \S 9.2]$ there is a $C^{k}$ change of coordinates

$$
\begin{equation*}
y\left(x, \mu_{1}, \mu_{2}\right)=\left(y_{1}\left(x, \mu_{1}, \mu_{2}\right), y_{2}\left(x, \mu_{1}, \mu_{2}\right)\right), \tag{6}
\end{equation*}
$$

defined for $\left(x, \mu_{1}, \mu_{2}\right)$ near $(p, 0,0)$, such that (1) $y(p, 0,0)=0$; (2) $N_{\text {loc }} \cap \mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}\right)\right\}$ is transformed into the line $y_{2}=0$, which is therefore invariant; (3) the lines $y_{1}=$ constant are mapped into each other by the flow. In other words, in the new coordinates we have a $C^{k}$ differential equation of the form

$$
\dot{y}_{1}=a\left(y_{1}, \mu_{1}, \mu_{2}\right), \quad \dot{y}_{2}=y_{2} b\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}\right) .
$$

Since $p\left(\mu_{2}\right)$, defined in $\S 2$, is $C^{k}$, we may assume that $p\left(\mu_{2}\right)$ is transformed to $(0,0)$ for all $\mu_{2}$. In other words, $a\left(0,0, \mu_{2}\right) \equiv 0$. Since the stable manifold of $\dot{x}=f(x, 0,0)$ at $p$ is necessarily transformed into the line $y_{1}=0$, it is easy to arrange that

$$
\begin{equation*}
D_{x} y(p, 0,0) u=(1,0), \quad D_{x} y(p, 0,0) v=(0,1) . \tag{7}
\end{equation*}
$$

Taking into account assumptions (i)-(iii) and (vi), we have

$$
\begin{align*}
& \dot{y}_{1}=\eta\left(\mu_{2}\right) y_{1}^{2}\left(1+y_{1} g\left(y_{1}, \mu_{2}\right)\right)+\mu_{1} h\left(y_{1}, \mu_{1}, \mu_{2}\right),  \tag{8}\\
& \dot{y}_{2}=-\lambda\left(y_{1}, \mu_{1}, \mu_{2}\right) y_{2}\left(1+y_{2} k\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}\right)\right),
\end{align*}
$$

with $\eta>0, h(0,0,0)>0, \lambda(0,0,0)=\lambda$.


Fig. 3
Lemma 1. There is a $C^{k-2}$ mapping $p\left(\delta, \mu_{2}\right)$, defined for $\left(\delta, \mu_{2}\right)$ near $(0,0)$, with values in $\mathbb{R}^{2}$, such that $p(0,0)=p$, and

$$
p\left(\delta, \mu_{2}\right) \text { is }\left\{\begin{array}{l}
\text { a saddle-node of } \dot{x}=f\left(x, 0, \mu_{2}\right) \quad \text { if } \delta=0, \\
\text { a saddle of } \dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right) \quad \text { if } \delta>0, \\
\text { a sink of } \dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right) \quad \text { if } \delta<0 .
\end{array}\right.
$$

Moreover, the mapping $\left(\delta, \mu_{2}\right) \rightarrow\left(p\left(\delta, \mu_{2}\right),-\delta^{2}, \mu_{2}\right)$ is a $C^{k-2}$ diffeomorphism of a neighborhood of $(0,0)$ in $\mathbb{R}^{2}$ onto a neighborhood of $(p, 0,0)$ in the set of equilibria of (5) near ( $0,0,0$ ) (see Fig. 3).

We remark that $p\left(0, \mu_{2}\right)$ equals $p\left(\mu_{2}\right)$ defined in $\S 2$.
Proof. The equilibria of the system

$$
\begin{aligned}
& \dot{y}_{1}=\eta\left(\mu_{2}\right) y_{1}^{2}\left(1+y_{1} g\left(y_{1}, \mu_{2}\right)\right)+\mu_{1} h\left(y_{1}, \mu_{1}, \mu_{2}\right), \\
& \dot{y_{2}}=-\lambda\left(y_{1}, \mu_{1}, \mu_{2}\right) y_{2}\left(1+y_{2} k\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}\right)\right), \\
& \dot{\mu_{1}}=0, \\
& \dot{\mu_{2}}=0
\end{aligned}
$$

near $(0,0,0,0)$ comprise a set of the form

$$
\left\{\left(y_{1}, 0, \mu_{1}, \mu_{2}\right): \mu_{1}=\mu_{1}\left(y_{1}, \mu_{2}\right)\right\}
$$

where

$$
\mu_{1}\left(0, \mu_{2}\right)=\frac{\partial \mu_{1}}{\partial y_{1}}\left(0, \mu_{2}\right)=0 \quad \text { and } \quad \frac{\partial^{2} \mu_{1}}{\partial y_{1}^{2}}\left(0, \mu_{2}\right)<0 .
$$

Therefore,

$$
\mu_{1}=-y_{1}^{2}\left(A\left(\mu_{2}\right)+y_{1} B\left(y_{1}, \mu_{2}\right)\right),
$$

where $A\left(\mu_{2}\right)>0$ and $A\left(\mu_{2}\right)+y_{1} B\left(y_{1}, \mu_{2}\right)$ is $C^{k-2}$. For $\mu_{1} \leqq 0$, let $\mu_{1}=-\delta^{2}$. Then

$$
\begin{equation*}
\delta=y_{1}\left(A\left(\mu_{2}\right)+y_{1} B\left(y_{1}, \mu_{2}\right)\right)^{1 / 2} . \tag{9}
\end{equation*}
$$

(Taking into account the negative square root gives no additional information.) By the implicit function theorem, we can solve (9) for $y_{1}$ near $y_{1}=0, \delta=0, \mu_{2}=0$. We obtain

$$
\begin{equation*}
y_{1}=\hat{p}\left(\delta, \mu_{2}\right) \quad \text { with } \hat{p}\left(0, \mu_{2}\right)=0, \quad \frac{\partial \hat{p}}{\partial \delta}\left(0, \mu_{2}\right)>0 . \tag{10}
\end{equation*}
$$

Then $\eta>0$ and (10) imply that the equilibrium ( $\hat{p}\left(\delta, \mu_{2}\right), 0$ ) of (8) with $\mu_{1}=-\delta^{2}$ is a saddle-node if $\delta=0$, a saddle if $\delta>0$, and a sink if $\delta<0$.

Let

$$
\begin{equation*}
x=x\left(y, \mu_{1}, \mu_{2}\right) \tag{11}
\end{equation*}
$$

be the change of coordinates inverse to (6). Define

$$
\begin{equation*}
p\left(\delta, \mu_{2}\right)=x\left(\left(\hat{p}\left(\delta, \mu_{2}\right), 0\right),-\delta^{2}, \mu_{2}\right) . \tag{12}
\end{equation*}
$$

Then $p\left(\delta, \mu_{2}\right)$ satisfies the assertions of the lemma.
For future use, we note that

$$
\begin{equation*}
\frac{\partial p}{\partial \delta}(0,0) \text { is a positive multiple of } u . \tag{13}
\end{equation*}
$$

To see this, we compute from (12)

$$
\begin{equation*}
\frac{\partial p}{\partial \delta}(0,0)=D_{y} x((0,0), 0,0)\left(\frac{\partial \hat{p}}{\partial \delta}(0,0), 0\right) . \tag{14}
\end{equation*}
$$

Since $(\partial \hat{p} / \partial \delta)(0,0)>0$ by (10), (14) is a positive multiple of $u$ by (7).
System (8) with $\mu_{1}=-\delta^{2}$ has at the equilibrium ( $\left.\hat{p}\left(\delta, \mu_{2}\right), 0\right)$ the invariant manifold $\left\{\left(y_{1}, y_{2}\right): y_{1}=\hat{p}\left(\delta, \mu_{2}\right)\right\}$, a line. For $\delta=0$ this line is the stable manifold of the saddlenode $(0,0)$; for $\delta>0$ it is the stable manifold of the saddle ( $\hat{p}\left(\delta, \mu_{2}\right), 0$ ); and for $\delta<0$ it is the strong stable manifold of the $\operatorname{sink}\left(\hat{p}\left(\delta, \mu_{2}\right), 0\right)$. These lines correspond to invariant manifolds of $\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)$ at $p\left(\delta, \mu_{2}\right)$. Let $v\left(\delta, \mu_{2}\right)=$ $D_{y} x\left(\left(\hat{p}\left(\delta, \mu_{2}\right), 0\right),-\delta^{2}, \mu_{2}\right)(0,1)$. Then $\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)$ has at $p\left(\delta, \mu_{2}\right)$ an invariant curve tangent to $v\left(\delta, \mu_{2}\right)$ and these invariant curves vary in a $C^{k-2}$ manner with $\left(\delta, \mu_{2}\right)$. For $\left(\delta, \mu_{2}\right)=(0,0)$, this invariant curve contains $\Gamma$. Now a construction similar to that of $q^{c}\left(\mu_{1}, \mu_{2}, t\right)$ yields a $C^{k-2}$ family

$$
q^{s}\left(\delta, \mu_{2}, t\right), \quad\left(\delta, \mu_{2}\right) \text { small, }
$$

each a solution of $\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)$, such that $q^{s}\left(\delta, \mu_{2}, t\right) \rightarrow p\left(\delta, \mu_{2}\right)$ as $t \rightarrow \infty$ along the negative $v\left(\delta, \mu_{2}\right)$ direction. Again we require $q^{s}\left(\delta, \mu_{2}, 0\right) \in L$; thus $q^{s}(0,0, t)=q(t)$. Note that $q^{s}\left(0, \mu_{2}, t\right)$ is a branch of the stable manifold of the saddle-node $p\left(0, \mu_{2}\right)$ of $\dot{x}=f\left(x, 0, \mu_{2}\right)$; and if $\delta>0, q^{s}\left(\delta, \mu_{2}, t\right)$ is a branch of the stable manifold of the saddle $p\left(\delta, \mu_{2}\right)$ of $\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)$ (see Fig. 3).

For any vector $w=\left(w_{1}, w_{2}\right) \in \mathbb{R}^{2}$, let $w^{\perp}=\left(-w_{2}, w_{1}\right)$. Define $d^{c}\left(\mu_{1}, \mu_{2}\right)$ and $d^{s}\left(\delta, \mu_{2}\right)$ by

$$
\begin{aligned}
& q^{c}\left(\mu_{1}, \mu_{2}, 0\right)=q(0)+\left[d^{c}\left(\mu_{1}, \mu_{2}\right) /\|f(q(0), 0,0)\|^{2}\right] f^{\perp}(q(0), 0,0) \\
& q^{s}\left(\delta, \mu_{2}, 0\right)=q(0)+\left[d^{s}\left(\delta, \mu_{2}\right) /\|f(q(0), 0,0)\|^{2}\right] f^{\perp}(q(0), 0,0) .
\end{aligned}
$$

Then $d^{c}$ is $C^{k}$ and $d^{s}$ is $C^{k-2}$. The number $d^{c}\left(\mu_{1}, \mu_{2}\right)$ (resp. $\left.d^{s}\left(\delta, \mu_{2}\right)\right)$ determines where on $L$ the curve $q^{c}\left(\mu_{1}, \mu_{2}, t\right)$ (resp. $\left.q^{s}\left(\delta, \mu_{2}, t\right)\right)$ starts. We have

$$
\begin{aligned}
d^{c}\left(\mu_{1}, \mu_{2}\right) & =f^{\perp}(q(0), 0,0) \cdot\left[q^{c}\left(\mu_{1}, \mu_{2}, 0\right)-q(0)\right] \\
& =f(q(0), 0,0) \wedge\left[q^{c}\left(\mu_{1}, \mu_{2}, 0\right)-q(0)\right]
\end{aligned}
$$

Similarly,

$$
d^{s}\left(\delta, \mu_{2}\right)=f(q(0), 0,0) \wedge\left[q^{s}\left(\delta, \mu_{2}, 0\right)-q(0)\right] .
$$

There is a separatrix loop of $\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)$ through $p\left(\delta, \mu_{2}\right)$ if and only if $\delta \geqq 0$ and

$$
\begin{equation*}
d\left(\delta, \mu_{2}\right) \underset{\operatorname{def}}{=} d^{c}\left(-\delta^{2}, \mu_{2}\right)-d^{s}\left(\delta, \mu_{2}\right)=0 . \tag{15}
\end{equation*}
$$

Here $d\left(\delta, \mu_{2}\right)$ is $C^{k-2}$.
We shall show that $(\partial d / \partial \delta)(0,0)$ is a negative multiple of $u \wedge v$ (hence is nonzero), and $\left(\partial d / \partial \mu_{2}\right)(0,0)=I$. Given these facts, the proof of Theorem 1 is completed as follows: if $I \neq 0$, then $\left\{\left(\delta, \mu_{2}\right): d\left(\delta, \mu_{2}\right)=0\right\}$ is a $C^{k-2}$ curve through $(0,0)$ of the form

$$
\begin{equation*}
\delta=\ell \mu_{2}+o\left(\mu_{2}\right), \quad \ell=-I / \frac{\partial d}{\partial \delta}(0,0) . \tag{16}
\end{equation*}
$$

Squaring both sides of (16) yields

$$
\mu_{1}=-\ell^{2} \mu_{2}^{2}+o\left(\mu_{2}^{2}\right) .
$$

The condition $\delta \geqq 0$, applied to (16), shows that $\mu_{2}=0$ or $\ell$ and $\mu_{2}$ have the same sign. But $\ell$ has the sign of $I \cdot(u \wedge v)$.

We now turn to the computation of $(\partial d / \partial \delta)(0,0)$ and $\left(\partial d / \partial \mu_{2}\right)(0,0)$. We shall need the following variational equations for $q^{c}\left(-\delta^{2}, \mu_{2}, t\right)$ and $q^{s}\left(\delta, \mu_{2}, t\right)$ :

$$
\begin{aligned}
& \frac{d}{d t} \frac{\partial q^{c}}{\partial \mu_{2}}(0,0, t)=D_{x} f(q(t), 0,0) \frac{\partial q^{c}}{\partial \mu_{2}}(0,0, t)+\frac{\partial f}{\partial \mu_{2}}(q(t), 0,0), \\
& \frac{d}{d t} \frac{\partial q^{s}}{\partial \delta}(0,0, t)=D_{x} f(q(t), 0,0) \frac{\partial q^{s}}{\partial \delta}(0,0, t), \\
& \frac{d}{d t} \frac{\partial q^{s}}{\partial \mu_{2}}(0,0, t)=D_{x} f(q(t), 0,0) \frac{\partial q^{s}}{\partial \mu_{2}}(0,0, t)+\frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) .
\end{aligned}
$$

As in [2], we define

$$
\Delta_{\mu_{2}}^{c}(t)=f(q(t), 0,0) \wedge \frac{\partial q^{c}}{\partial \mu_{2}}(0,0, t)
$$

and define $\Delta_{\delta}^{s}(t)$ and $\Delta_{\mu_{2}}^{s}(t)$ analogously.
For $d^{c}\left(-\delta^{2}, \mu_{2}\right)$ and $d^{s}\left(\delta, \mu_{2}\right)$ we have the derivative formulas

$$
\begin{align*}
& \frac{\partial d^{c}}{\partial \delta}(0,0)=\frac{\partial d^{c}}{\partial \mu_{1}}(0,0) \cdot \frac{d \mu_{1}}{d \delta}(0)=0, \quad \frac{\partial d^{c}}{\partial \mu_{2}}(0,0)=\Delta_{\mu_{2}}^{c}(0), \\
& \frac{\partial d^{s}}{\partial \delta}(0,0)=\Delta_{\delta}^{s}(0), \quad \frac{\partial d^{s}}{\partial \mu_{2}}(0,0)=\Delta_{\mu_{2}}^{s}(0) \tag{17}
\end{align*}
$$

Using the variational equations for $q^{c}$ and $q^{s}$, we compute as in [2]:

$$
\begin{equation*}
\frac{d}{d t} \Delta_{\mu_{2}}^{c}(t)=\operatorname{div} f(q(t), 0,0) \Delta_{\mu_{2}}^{c}(t)+f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0), \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d t} \Delta_{\mu_{2}}^{s}(t)=\operatorname{div} f(q(t), 0,0) \Delta_{\mu_{2}}^{s}(t)+f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) \tag{19}
\end{equation*}
$$

Solving these linear differential equations, we obtain, for any $t_{1}$,

$$
\begin{align*}
& \Delta_{\mu_{2}}^{c}(0)=\Delta_{\mu_{2}}^{c}\left(t_{1}\right) \exp \int_{t_{1}}^{0} \operatorname{div} f(q(t), 0,0) d t \\
&+ \int_{t_{1}}^{0} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right]  \tag{21}\\
& \cdot f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t \\
&-\Delta_{\delta}^{s}(0)=-\Delta_{\delta}^{s}\left(t_{1}\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(t), 0,0) d t\right]  \tag{22}\\
&-\Delta_{\mu_{2}}^{s}(0)=-\Delta_{\mu_{2}}^{s}\left(t_{1}\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(t), 0,0) d t\right] \\
&+\int_{0}^{t_{1}} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right]  \tag{23}\\
& \cdot f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t
\end{align*}
$$

We shall first evaluate (22) in the limit $t_{1} \rightarrow \infty$. Using the definition of $\Delta_{\delta}^{s}$, we write

$$
\begin{equation*}
-\Delta_{\delta}^{s}(0)=\frac{\partial q^{s}}{\partial \delta}\left(0,0, t_{1}\right) \wedge f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right] \tag{24}
\end{equation*}
$$

Lemma 2.

$$
\lim _{t \rightarrow \infty} \frac{\partial q^{s}}{\partial \delta}(0,0, t)=\frac{\partial p}{\partial \delta}(0,0), \quad \lim _{t \rightarrow \infty} \frac{\partial q^{s}}{\partial \mu_{2}}(0,0, t)=\frac{\partial p}{\partial \mu_{2}}(0,0) .
$$

Proof. We shall use the coordinates (6). Define

$$
\begin{align*}
\tilde{q}^{s}\left(\delta, \mu_{2}, t\right) & =y\left(q^{s}\left(\delta, \mu_{2}, t\right),-\delta^{2}, \mu_{2}\right)  \tag{25}\\
& =\left(\hat{p}\left(\delta, \mu_{2}\right), y_{2}\left(\delta, \mu_{2}, t\right)\right)
\end{align*}
$$

where $\hat{p}\left(\delta, \mu_{2}\right)$ is given by (10) and $y_{2}\left(\delta, \mu_{2}, t\right)$ is defined by (25). Since $q^{s}\left(\delta, \mu_{2}, t\right) \rightarrow$ $p\left(\delta, \mu_{2}\right)$ as $t \rightarrow \infty$, for each $\left(\delta, \mu_{2}\right)$ near $(0,0), \tilde{q}^{s}\left(\delta, \mu_{2}, t\right)$ and hence $y_{2}\left(\delta, \mu_{2}, t\right)$ are defined for sufficiently large $t$. It follows from (7) that $y_{2}\left(\delta, \mu_{2}, t\right)>0$ for large $t$. From (8), $y_{2}\left(\delta, \mu_{2}, t\right)$ satisfies a differential equation of the form

$$
\begin{equation*}
\frac{d z}{d t}=-\lambda\left(\delta, \mu_{2}\right) z\left(1+z G\left(z, \delta, \mu_{2}\right)\right) \tag{26}
\end{equation*}
$$

where $\lambda(0,0)=\lambda$. Here $\lambda$ and $z G$ are $C^{k-3}$.
In order to prove the lemma, we shall study the asymptotic behavior of solutions of (26) as $t \rightarrow \infty$ by solving (26) by separation of variables. Let

$$
\begin{equation*}
z^{-1}\left[1+z G\left(z, \delta, \mu_{2}\right)\right]^{-1}=z^{-1}+H\left(z, \delta, \mu_{2}\right) \tag{27}
\end{equation*}
$$

Then $H$ is $C^{k-4}$. Fix $z_{0}>0$. Let

$$
J\left(z, \delta, \mu_{2}\right)=\int_{z_{0}}^{z} H\left(s, \delta, \mu_{2}\right) d s .
$$

Then $J$ is $C^{k-4}$. Solving (26) by separation of variables using (27) yields

$$
\ln z+J\left(z, \delta, \mu_{2}\right)=-\lambda\left(\delta, \mu_{2}\right) t+A\left(\delta, \mu_{2}\right)
$$

or

$$
z \exp J\left(z, \delta, \mu_{2}\right)=B\left(\delta, \mu_{2}\right) \exp \left(-\lambda\left(\delta, \mu_{2}\right) t\right)
$$

Here $B\left(\delta, \mu_{2}\right)$ is determined by the value of $y_{2}\left(\delta, \mu_{2}, t\right)$ at some $t=t_{0}$. Hence $B$ is $C^{k-4}$ and $B>0$. Since

$$
\frac{\partial}{\partial z}\left[z \exp J\left(z, \delta, \mu_{2}\right)\right]\left(0, \delta, \mu_{2}\right) \neq 0
$$

by the implicit function theorem we can solve the equation

$$
z \exp J\left(z, \delta, \mu_{2}\right)=v
$$

for $z$ when $z$ and $v$ are near 0 . We obtain

$$
z=K\left(v, \delta, \mu_{2}\right),
$$

where $K$ is $C^{k-4}$ and

$$
\begin{equation*}
K\left(0, \delta, \mu_{2}\right) \equiv 0 . \tag{28}
\end{equation*}
$$

Putting $z=y_{2}$ and $v=B\left(\delta, \mu_{2}\right) \exp \left(-\lambda\left(\delta, \mu_{2}\right) t\right)$, we obtain

$$
\begin{equation*}
y_{2}=K\left(B\left(\delta, \mu_{2}\right) \exp \left(-\lambda\left(\delta, \mu_{2}\right) t\right), \delta, \mu_{2}\right) . \tag{29}
\end{equation*}
$$

From (29) and (28) it follows that $\left(\partial y_{2} / \partial \delta\right)\left(\delta, \mu_{2}, t\right)$ and $\left(\partial y_{2} / \partial \mu_{2}\right)\left(\delta, \mu_{2}, t\right)$ approach 0 as $t \rightarrow \infty$. Therefore (25) implies that as $t \rightarrow \infty$,

$$
\begin{equation*}
\frac{\partial \tilde{q}^{s}}{\partial \delta}\left(\delta, \mu_{2}, t\right) \rightarrow\left(\frac{\partial \hat{p}}{\partial \delta}\left(\delta, \mu_{2}\right), 0\right), \quad \frac{\partial \tilde{q}^{s}}{\partial \mu_{2}}\left(\delta, \mu_{2}, t\right) \rightarrow\left(\frac{\partial \hat{p}}{\partial \mu_{2}}\left(\delta, \mu_{2}\right), 0\right) . \tag{30}
\end{equation*}
$$

Now

$$
\frac{\partial q^{s}}{\partial \delta}\left(\delta, \mu_{2}, t\right)=\frac{\partial}{\partial \delta} x\left(\tilde{q}^{s}\left(\delta, \mu_{2}, t\right),-\delta^{2}, \mu_{2}\right),
$$

where $x\left(y, \mu_{1}, \mu_{2}\right)$ is given by (11). Therefore

$$
\frac{\partial q^{s}}{\partial \delta}(0,0, t)=D_{y} x\left(\tilde{q}^{s}(0,0, t), 0,0\right) \frac{\partial \tilde{q}^{s}}{\partial \delta}(0,0, t) .
$$

By (30) and (14),

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \frac{\partial q^{s}}{\partial \delta}(0,0, t) & =D_{y} x((0,0), 0,0)\left(\frac{\partial \hat{p}}{\partial \delta}(0,0), 0\right) \\
& =\frac{\partial p}{\partial \delta}(0,0) .
\end{aligned}
$$

Similarly, the second formula of the lemma follows from (30) and the following formula derived from (12):

$$
\frac{\partial p}{\partial \mu_{2}}(0,0)=D_{y} x((0,0), 0,0)\left(\frac{\partial \hat{p}}{\partial \mu_{2}}(0,0), 0\right)+\frac{\partial x}{\partial \mu_{2}}((0,0), 0,0) .
$$

We shall now use the computations we have done in proving Lemma 2 to study the other terms of (24). By (25),

$$
\begin{equation*}
\hat{q}^{s}\left(\delta, \mu_{2}, t\right)=D_{x} y\left(q^{s}\left(\delta, \mu_{2}, t\right),-\delta^{2}, \mu_{2}\right) \dot{q}^{s}\left(\delta, \mu_{2}, t\right) . \tag{31}
\end{equation*}
$$

Let $\delta=\mu_{2}=0$ in (31). Since $\dot{q}^{s}(0,0, t)=\dot{q}(t)=f(q(t), 0,0)$, we obtain

$$
f(q(t), 0,0)=\left[D_{x} y(q(t), 0,0)\right]^{-1} \hat{q}^{s}(0,0, t) .
$$

It follows easily from (25), (28) and (29) that

$$
\begin{align*}
& q(t)=p+\mathscr{O}(\exp (-\lambda t)),  \tag{32}\\
& \hat{q}^{s}(t)=(0,-C \exp (-\lambda t)+o(\exp (-\lambda t))),
\end{align*}
$$

where $C>0$. Therefore, setting $t=t_{1}$,

$$
\begin{align*}
f\left(q\left(t_{1}\right), 0,0\right)=\{[ & \left.\left.D_{x} y(p, 0,0)\right]^{-1}+\mathcal{O}\left(\exp \left(-\lambda t_{1}\right)\right)\right\} \\
& \cdot\left(0,-C \exp \left(-\lambda t_{1}\right)+o\left(\exp \left(-\lambda t_{1}\right)\right)\right) \tag{33}
\end{align*}
$$

From (32) we also have

$$
\operatorname{div} f(q(t), 0,0)=-\lambda+\mathcal{O}(\exp (-\lambda t)) .
$$

Therefore

$$
\begin{equation*}
\exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right]=\exp \left(\lambda t_{1}\right) \cdot \exp \int_{0}^{t_{1}} \mathcal{O}(\exp (-\lambda s)) d s . \tag{34}
\end{equation*}
$$

Then (33) and (34) give

$$
\begin{align*}
\lim _{t_{1} \rightarrow \infty} & f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right] \\
& =\left[D_{x} y(p, 0,0)\right]^{-1} \cdot\left(0,-C \exp \int_{0}^{\infty} \mathscr{O}(\exp (-\lambda s)) d s\right), \tag{35}
\end{align*}
$$

where the integral clearly converges.
Now (24), Lemma 2 and (35) imply that

$$
\begin{equation*}
-\Delta_{\delta}^{s}(0)=\frac{\partial p}{\partial \delta}(0,0) \wedge \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right], \tag{36}
\end{equation*}
$$

where the limit exists.
Notice that (7) implies that (35) is a negative multiple of $v$. Then (13) implies that $-\Delta_{\delta}^{s}(0)$ is a negative multiple of $u \wedge v$. By (15) and (17), $(\partial d / \partial \delta)(0,0)$ is also a negative multiple of $u \wedge v$.

We now turn to (23). We claim that

$$
\begin{align*}
-\Delta_{\mu_{2}}^{s}(0)=\frac{\partial p}{\partial \mu_{2}} & (0,0) \wedge \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right] \\
& +\int_{0}^{\infty} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right] f(q(t), 0,0)  \tag{37}\\
& \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t .
\end{align*}
$$

The proof is modeled on that of (36). Using Lemma 2, we first show that the first summand of (23) approaches, as $t_{1} \rightarrow \infty$, the first summand of (37), where the limit
exists. Then, since $-\Delta_{\mu_{2}}^{s}(0)$ is finite, the second summand of (23), the integral, must approach a limit as $t_{1} \rightarrow \infty$.

Finally we turn to (21).
Lemma 3.

$$
\lim _{t \rightarrow-\infty} \frac{\partial q^{c}}{\partial \mu_{2}}(0,0, t)=0
$$

Proof. Again we shall use the coordinates (6). Define

$$
\tilde{q}^{c}\left(\mu_{2}, t\right)=y\left(q^{c}\left(0, \mu_{2}, t\right), 0, \mu_{2}\right)=\left(y_{1}\left(\mu_{2}, t\right), 0\right) .
$$

Since $q^{c}\left(0, \mu_{2}, t\right) \rightarrow p\left(0, \mu_{2}\right)$ as $t \rightarrow-\infty$, for each $\mu_{2}$ near $0, \tilde{q}^{c}\left(\mu_{2}, t\right)$, and hence $y_{1}\left(\mu_{2}, t\right)$, is defined for sufficiently negative $t$. From (7), $y_{1}\left(\mu_{2}, t\right)>0$ for sufficiently negative $t$. From its definition, $y_{1}\left(\mu_{2}, t\right)$ satisfies a differential equation of the form

$$
\begin{equation*}
\frac{d z}{d t}=\eta\left(\mu_{2}\right) z^{2}\left(1+z G\left(z, \mu_{2}\right)\right) . \tag{38}
\end{equation*}
$$

Here $\eta$ and $z G$ are $C^{k-2}$.
Let

$$
\begin{equation*}
z^{-2}\left(1+z G\left(z, \mu_{2}\right)\right)^{-1}=z^{-2}+A\left(\mu_{2}\right) z^{-1}+H\left(z, \mu_{2}\right) . \tag{39}
\end{equation*}
$$

Here $A$ is $C^{k-3}$ and $H$ is $C^{k-4}$. Fix $z_{0}>0$. Let

$$
J\left(z, \mu_{2}\right)=\int_{z_{0}}^{z} H\left(s, \mu_{2}\right) d s .
$$

$J$ is $C^{k-4}$. Then solving (38) by separation of variables using (39) yields

$$
-z^{-1}+A\left(\mu_{2}\right) \ln z+J\left(z, \mu_{2}\right)=\eta\left(\mu_{2}\right) t+B\left(\mu_{2}\right) .
$$

Here $B\left(\mu_{2}\right)$ is determined by the value of $y_{1}\left(\mu_{2}, t\right)$ at some $t=t_{0}$. Hence $B$ is $C^{k-4}$. Rearranging yields

$$
\begin{equation*}
z\left[1-A\left(\mu_{2}\right) z \ln z-z J\left(z, \mu_{2}\right)\right]^{-1}=-\left[\eta\left(\mu_{2}\right) t+B\left(\mu_{2}\right)\right]^{-1} \tag{40}
\end{equation*}
$$

Let $\Phi\left(z, \mu_{2}\right)$ equal the left-hand side of (40). $\Phi\left(z, \mu_{2}\right)$ is a $C^{1}$ function of $z$ and $\mu_{2}$ on a neighborhood of $(0,0)$ in $\left\{\left(z, \mu_{2}\right): z \geqq 0\right\} ; \Phi\left(0, \mu_{2}\right) \equiv 0$, and $(\partial / \partial z) \Phi\left(0, \mu_{2}\right) \equiv 1$. By the implicit function theorem, we can solve the equation $\Phi\left(z, \mu_{2}\right)=v$ for $z$ when $z$ and $v$ are near $0, v \geqq 0$ (in which case $z \geqq 0$ ). We obtain

$$
z=v+R\left(v, \mu_{2}\right),
$$

where $R$ is $C^{1}, R\left(0, \mu_{2}\right) \equiv 0$ and $R$ is $o(v)$. Putting $z=y_{1}$ and $v=-\left[\eta\left(\mu_{2}\right) t+B\left(\mu_{2}\right)\right]^{-1}$, $t$ large negative, we obtain

$$
y_{1}=-\left[\eta\left(\mu_{2}\right) t+B\left(\mu_{2}\right)\right]^{-1}+R\left(-\left[\eta\left(\mu_{2}\right) t+B\left(\mu_{2}\right)\right]^{-1}, \mu_{2}\right) .
$$

It follows that $\left(\partial y_{1} / \partial \mu_{2}\right)\left(\mu_{2}, t\right) \rightarrow 0$ as $t \rightarrow-\infty$, so

$$
\begin{equation*}
\frac{\partial \tilde{q}^{c}}{\partial \mu_{2}}\left(\mu_{2}, t\right) \rightarrow 0 \quad \text { as } t \rightarrow-\infty . \tag{41}
\end{equation*}
$$

Lemma 3 follows from (41) the way Lemma 2 follows from (30).

To evaluate (21) in the limit $t_{1} \rightarrow-\infty$, we use the definition of $\Delta_{\mu_{2}}^{c}$ to write (21) as

$$
\begin{align*}
\Delta_{\mu_{2}}^{c}(0)= & -\frac{\partial q^{c}}{\partial \mu_{2}}\left(0,0, t_{1}\right) \wedge f(q(t), 0,0) \exp \int_{t_{1}}^{0} \operatorname{div} f(q(s), 0,0) d s \\
& +\int_{t_{1}}^{0} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right] f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t . \tag{42}
\end{align*}
$$

Of course

$$
\begin{equation*}
f(q(t), 0,0) \rightarrow 0 \quad \text { as } t_{1} \rightarrow-\infty . \tag{43}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{div} f(q(t), 0,0)=-\lambda+\mathscr{O}\left([\eta(0) t+c(0)]^{-1}\right) \quad \text { as } t \rightarrow-\infty . \tag{44}
\end{equation*}
$$

By Lemma 3, (43) and (44), we have

$$
\lim _{t_{1} \rightarrow-\infty}-\frac{\partial q^{c}}{\partial \mu_{2}}\left(0,0, t_{1}\right) \wedge f\left(q\left(t_{1}\right), 0,0\right) \exp \int_{t_{1}}^{0} \operatorname{div} f(q(s), 0,0) d s=0
$$

Therefore the second summand of (42), the integral, approaches a limit as $t_{1} \rightarrow-\infty$, so

$$
\begin{equation*}
\Delta_{\mu_{2}}^{c}(0)=\int_{-\infty}^{0} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right] f(q(t), 0,0) \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t \tag{45}
\end{equation*}
$$

Finally, we complete the proof of Theorem 1 by calculating

$$
\frac{\partial d}{\partial \mu_{2}}(0,0)=\frac{\partial d^{c}}{\partial \mu_{2}}(0,0)-\frac{\partial d^{s}}{\partial \mu_{2}}(0,0)=\Delta_{\mu_{2}}^{c}(0)-\Delta_{\mu_{2}}^{s}(0)=(45)+(37)=I .
$$

4. Proof of Theorem 2. First we show that $\Sigma$ is a $C^{k}$ codimension one submanifold of $\Sigma^{\prime}$. Let $f \in \Sigma$ with saddle-node $p$ and let $L$ be a line segment perpendicular to the separatrix loop $\Gamma$ as in $\S 3$. For $g$ near $f$ in $\Sigma^{\prime}$, there is a unique saddle-node $p_{g}$ near $p ; p_{g}$ is a $C^{k}$ function of $g \in \Sigma^{\prime}$. The stable and center manifolds of $p_{g}$ also depend $C^{k}$ on $g$ [1, §9.2]. Thus their intersections with $L$ are $C^{k}$ functions of $g$. Therefore the function $d\left(0, \mu_{2}\right)$ from $\S 2$ extends to a $C^{k}$ function $d(g)$ defined for $g \in \Sigma^{\prime}$ near $f ; d(g)$ measures the separation of these points of intersection. (We remark that $d\left(0, \mu_{2}\right)$ is $C^{k}$ although $d\left(\delta, \mu_{2}\right)$ is only $C^{k-2}$.) Then $d(g)=0$ if and only if $g \in \Sigma$. Since it is easy to find a perturbation $f+\varepsilon h$ in $\Sigma^{\prime}$ such that $d /\left.d \varepsilon\right|_{\varepsilon=0} d(f+\varepsilon h) \neq 0, \Sigma$ is a $C^{k}$ codimension one submanifold of $\Sigma^{\prime}$.

To prove Theorem 2, it suffices to show that $f\left(\cdot, \mu_{1}, \mu_{2}\right)$ is transverse to $\Sigma$ at $\left(\mu_{1}, \mu_{2}\right)=(0,0)$ if and only if $I \neq 0$. Since $f\left(\cdot, 0, \mu_{2}\right) \in \Sigma^{\prime}$ for all small $\mu_{2},\left(\partial f / \partial \mu_{2}\right)(\cdot, 0,0)$ is tangent to $\Sigma^{\prime}$ (see Fig. 4). But $\left(\partial \tilde{f} / \partial \nu_{1}\right)(\cdot, 0,0)=$ $\left(\partial f / \partial \mu_{1}\right)(\cdot, 0,0)-\left(\partial f / \partial \mu_{2}\right)(\cdot, 0,0) \alpha^{\prime}(0)$. Since $\left(\partial \tilde{f} / \partial \nu_{1}\right)(\cdot, 0,0)$ is transverse to $\Sigma^{\prime}$ by
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assumption (vi) (see [7]), and $\left(\partial f / \partial \mu_{2}\right)(\cdot, 0,0)$ is tangent to $\Sigma^{\prime},\left(\partial f / \partial \mu_{1}\right)(\cdot, 0,0)$ is transverse to $\Sigma^{\prime}$. Thus we need to show that $\left(\partial f / \partial \mu_{2}\right)(\cdot, 0,0)$ is transverse to $\Sigma$ if and only if $I \neq 0$. But this follows from the formula $\left(\partial d / \partial \mu_{2}\right)(0,0)=I$.
5. The pendulum equation. We consider the differential equation for the damped pendulum with constant applied torque, in the dimensionless form studied in [5]:

$$
\beta \ddot{\phi}+\dot{\phi}+\sin \phi=\rho .
$$

Putting $y=\dot{\phi}$, we have

$$
\begin{equation*}
\dot{\phi}=y, \quad \dot{y}=\frac{1}{\beta}(-y-\sin \phi+\rho) . \tag{46}
\end{equation*}
$$

We identitify $\phi$ and $\phi+2 \pi$, so that (46) defines a vector field on a cylinder; $\rho$ and $\beta$ are parameters, which we shall assume positive. We remark that Theorem 1 applies equally well to vector fields on the compact set $\{(\phi, y):|y| \leqq d\}$.

Let $x=(\phi, y)$,

$$
f(x, \beta, \rho)=\left(f_{1}((\phi, y), \beta, \rho), f_{2}((\phi, y), \beta, \rho)\right)=\left(y, \frac{1}{\beta}(-y-\sin \phi+\rho)\right) .
$$

If $\rho<1, \dot{x}=f(x, \rho, \beta)$ has two equilibria, one a saddle and one a sink; $\dot{x}=f(x, 1, \beta)$ has one equilibrium, at $(\pi / 2,0)$ independent of $\beta$; if $\rho>1, \dot{x}=f(x, \rho, \beta)$ has no equilibria. We note that

$$
D_{x} f\left(\left(\frac{\pi}{2}, 0\right), 1, \beta\right)=\left[\begin{array}{cc}
0 & 1 \\
0 & -1 / \beta
\end{array}\right]
$$

which has eigenvalues $0,-1 / \beta$. Corresponding right eigenvectors are $u=(1,0)$ and $v=(-\beta, 1)$; a left eigenvector for the eigenvalue 0 is $(1, \beta)$.

To show that $\dot{x}=f(x, 1, \beta)$ has a saddle-node at $(\pi / 2,0)$, we compute (assumption (iii)):

$$
\begin{aligned}
(1, \beta) \cdot D_{x}^{2} f\left(\left(\frac{\pi}{2}, 0\right), 1, \beta\right) \cdot((1,0),(1,0)) & =(1, \beta) \cdot\left(0, \frac{\partial^{2} f}{\partial \phi^{2}}\left(\left(\frac{\pi}{2}, 0\right), 1, \beta\right)\right) \\
& =(1, \beta) \cdot\left(0, \frac{1}{\beta}\right)=1 .
\end{aligned}
$$

We also note (assumption (iv)):

$$
(1, \beta) \cdot D_{\rho} f\left(\left(\frac{\pi}{2}, 0\right), 1, \beta\right)=(1, \beta) \cdot\left(0, \frac{1}{\beta}\right)=1 .
$$

It is shown in [3] that there is a unique positive $\beta_{0}$ such that $\dot{x}=f\left(x, 1, \beta_{0}\right)$ has a separatrix loop at the saddle-node ( $\pi / 2,0$ ). The separatrix loop, considered as a curve in $\phi y$-space with $\phi$ and $\phi+2 \pi$ not yet identified, can be expressed as $y=y(\phi), \pi / 2<$ $\phi<5 \pi / 2 ; y(\phi)>0$ for all $\phi$. As $\phi \rightarrow \pi / 2, y \rightarrow 0$ and $y /(\phi-\pi / 2) \rightarrow 0$; as $\phi \rightarrow 5 \pi / 2$, $y \rightarrow 0$ and $y /(\phi-5 \pi / 2) \rightarrow-1 / \beta)$ (see Fig. 5).

Thus assumptions (i)-(vi) are verified if we put $\tilde{f}=f, \nu_{1}=\rho-1, \nu_{2}=\beta-\beta_{0}$. The change of variables from $\nu$ to $\mu$ is not necessary here, i.e., we may put $\mu_{1}=\nu_{1}, \mu_{2}=\nu_{2}$. For simplicity we shall continue to use the parameters $\rho$ and $\beta$.

To compute $I$, we first note that the saddle-node $p(\beta)$ of $\dot{x}=f(x, 1, \beta)$ is identically $(\pi / 2,0)$, so that the first summand of $I$ is 0 . Now $\operatorname{div} f(x, \rho, \beta)=-1 / \beta$, and

$$
f((\phi, y), \rho, \beta) \wedge \frac{\partial f}{\partial \beta}((\phi, y), \rho, \beta)=-\frac{1}{\beta^{2}} y(-y-\sin \phi+\beta)=-\frac{1}{\beta} y \dot{y} .
$$
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Therefore,

$$
\begin{aligned}
I & =-\frac{1}{\beta_{0}} \int_{-\infty}^{\infty} e^{t / \beta_{0}} y \dot{y} d t \\
& =\lim _{S, T \rightarrow \infty}\left\{-\left.\frac{1}{\beta_{0}} e^{t / \beta_{0}} \cdot \frac{y^{2}}{2}\right|_{-S} ^{T}+\frac{1}{\beta_{0}^{2}} \int_{-S}^{T} e^{t / \beta_{0}} \cdot \frac{y^{2}}{2} d t\right\}
\end{aligned}
$$

From (29), as $t \rightarrow \infty,(\phi(t)-(5 \pi / 2), y(t))=c e^{-t / \beta_{0}}\left(-\beta_{0}, 1\right)+o\left(e^{-t / \beta_{0}}\right)$ for some positive constant $c$. Therefore $[y(t)]^{2}=c^{2} e^{-2 t / \beta_{0}}+o\left(e^{-2 t / \beta_{0}}\right)$ as $t \rightarrow \infty$. Hence

$$
\lim _{T \rightarrow \infty}-\frac{1}{\beta_{0}} e^{T / \beta_{0}} \cdot \frac{[y(T)]^{2}}{2}=0
$$

Of course,

$$
\lim _{S \rightarrow \infty}-\frac{1}{\beta_{0}} e^{-S / \beta_{0}} \cdot \frac{[y(-S)]^{2}}{2}=0,
$$

since $y(t) \rightarrow 0$ as $t \rightarrow-\infty$. Therefore

$$
I=\frac{1}{\beta_{0}^{2}} \int_{-\infty}^{\infty} e^{t / \beta_{0}} \cdot \frac{y^{2}}{2} d t>0 .
$$

Since $u \wedge v>0$, Theorem 1 implies that for $(\rho, \beta)$ near $\left(1, \beta_{0}\right), \dot{x}=f(x, \rho, \beta)$ has a separatrix loop if and only if $\rho=1-\ell^{2}\left(\beta-\beta_{0}\right)^{2}+\cdots$, with $\ell \neq 0$, and $\beta-\beta_{0} \geqq 0$ (see Fig. 6). This result is in agreement with statements in [5].


Fig. 6
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# NONEXISTENCE FOR THE KASSOY PROBLEM* 
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#### Abstract

We prove that the Kassoy problem


$$
\begin{equation*}
y^{\prime \prime}-\frac{x}{2} y^{\prime}+e^{y}-1=0, \quad y(0)=\alpha, \quad y^{\prime}(0)=0, \quad \alpha \in \mathbb{R} \tag{1}
\end{equation*}
$$

has no solution which has the asymptotic property

$$
\begin{equation*}
y(x) \sim-2 \ln x+K \quad \text { as } x \rightarrow \infty \tag{2}
\end{equation*}
$$

Key words. combustion, supercritical, final time asymptotic analysis, nonexistence
AMS(MOS) subject classification. 34A34

1. Introduction. The purpose of this paper is to rigorously prove that a solution to the initial value problem

$$
\begin{align*}
& y^{\prime \prime}-\frac{x}{2} y^{\prime}+e^{y}-1=0, \\
& y(0)=\alpha, \quad y^{\prime}(0)=0, \quad \alpha \in \mathbb{R} \tag{1}
\end{align*}
$$

cannot have the asymptotic property

$$
\begin{equation*}
y(x) \sim-2 \ln x+K \quad \text { as } x \rightarrow \infty . \tag{2}
\end{equation*}
$$

This problem, hereafter referred to as the Kassoy problem, has an interesting history.

The nondimensional induction period equation for a high activation energy thermal explosion in a bounded container $\Omega$ can be written in the form

$$
\begin{equation*}
\theta_{t}-\Delta \theta=\delta e^{\theta} \tag{3}
\end{equation*}
$$

where $\theta(x, t)$ must satisfy the initial-boundary conditions

$$
\begin{gather*}
\theta(x, 0)=\psi(x), \quad x \in \Omega  \tag{4}\\
\theta(x, t)=0, \quad x \in \partial \Omega, \quad t>0 .
\end{gather*}
$$

The dependent variable $\theta(x, t)$ can be interpreted as a perturbation temperature, describing deviations from a prescribed initial state. The temperature variation is driven by the heat release term $\delta e^{\hat{\theta}}$, where $\delta>0$ is the Frank-Kamenetski parameter.

For $\Omega$ a radially symmetric container centered at $x=0$ and $\psi(x) \equiv 0$, Bebernes and Kassoy [1] and Lacey [8] proved that there exists a critical value $\delta_{\mathrm{CR}}>0$, which depends on the geometry of the system such that for $\delta>\delta_{\mathrm{CR}}$ the solution $\theta(x, t)$ becomes unbounded at some $x \in \Omega$ as $t$ approaches a finite time $t_{e}(\delta)$, and blowup occurs. Recently, Friedman and McLeod [4] proved that this blowup occurs at a single point $x_{0}=0 \in \Omega$ as $t \rightarrow t_{e}$.

[^97]These supercritical processes, which are characterized by the appearance of a singularity somewhere in the spatial domain $\Omega$ at a finite time $t_{e}$, were considered earlier by Kassoy and Poland [6], [7] and Kapila [5]. Using computational methods for symmetric slab, cylindrical, and spherical geometries, they predicted that $\theta(x, t)$ becomes unbounded at the symmetry point $x=0$ at a time $t_{e}$. Elsewhere $\theta(x, t) \rightarrow \theta_{e}(x)$, $x \neq 0, x \in \Omega$ as $t \rightarrow t_{e}$. By applying a final-value asymptotic analysis at $t_{e}$, they also studied the character of the singularity function $\theta_{e}(x)$. In their analysis of this singularity function $\theta_{e}(x)$ in the case of a slab, they numerically predicted the existence of a solution $y(x)$ of the Kassoy problem.

Lacey [9] and Dold [3] have questioned the existence of a solution to the Kassoy problem. In fact, Dold rejects the formulation given in [6] and [5] on numerical grounds and generates a new final value theory which leads to a different description of the singular solution. In this paper we resolve the issue by proving the following theorem.

Theorem. There is no solution of problem (1) which satisfies condition (2).
The proof of nonexistence is given in the next three sections. In § 2, for $\alpha<0$ we prove the existence of a special solution to the IVP(1) assuming the Kassoy problem has a solution. This special solution has several precisely describable properties. In § 3, we prove that our special solution cannot have one of these properties. This contradiction leads us to the conclusion that no solution to the Kassoy problem can exist for $\alpha>0$. In §4, we prove that the Kassoy problem has no solution for $\alpha<0$.
2. A special solution for $\boldsymbol{\alpha}>\mathbf{0}$. We begin this section by showing some needed properties of solutions of $\operatorname{IVP}(1)$. In particular, we first show that for $\alpha$ sufficiently large, the solution $y(x, \alpha)$ of $\operatorname{IVP}(1)$ is strictly concave down for $x \geqq 0$.

Lemma 1. If $\alpha \geqq 1$, then $y^{\prime \prime}(x, \alpha)<0$ for all $x \geqq 0$.
Proof. A solution $y(x)=y(x, \alpha)$ of (1) satisfies $y(0)=\alpha, y^{\prime}(0)=0, y^{\prime \prime}(0)<0$. From this and (1), it follows that $y^{\prime \prime}(x)<0$ as long as $y(x) \geqq 0$. Hence $y(x)$ has a first zero $a>0$ with $y^{\prime}(a)<0$ and $y^{\prime \prime}(a)<0$.

If $y^{\prime \prime}\left(x_{1}\right)=0$ for some first $x_{1}>a$, then $y\left(x_{1}\right)<0$ and $y^{\prime \prime \prime}\left(x_{1}\right) \geqq 0$. Let $g(x)=$ $x y^{\prime}(x)+1$. Then $g(0)=1$ and $g^{\prime}<y^{\prime}$ on $\left(0, x_{1}\right)$. By integrating, we have $g(x)<$ $1+y(x)-\alpha$ on $\left(0, x_{1}\right)$. Thus $g\left(x_{1}\right) \leqq y\left(x_{1}\right)<0$; hence $y^{\prime}\left(x_{1}\right)<-1 / x_{1}$. From this and (1) we conclude that

$$
\begin{aligned}
0=y^{\prime \prime}\left(x_{1}\right) & =\frac{x_{1}}{2} y^{\prime}\left(x_{1}\right)+1-e^{y\left(x_{1}\right)} \\
& <\frac{1}{2}-e^{y\left(x_{1}\right)} .
\end{aligned}
$$

Finally, a differentiation of (1) leads to $y^{\prime \prime \prime}\left(x_{1}\right)=\left(\frac{1}{2}-e^{y\left(x_{1}\right)}\right) y^{\prime}\left(x_{1}\right)<0$, a contradiction. Hence, $y^{\prime \prime}(x)<0$ for all $x>0$.

Corollary. If a solution $y(x, \alpha)$ of (1), (2) exists for $\alpha>0$, then $0<\alpha<1$.
Lemma 2. If a solution $y(x, \alpha)$ of (1), (2) exists, then there exists a first $x_{1}$ such that

$$
y^{\prime \prime}(x, \alpha)<0 \quad \text { on }\left(0, x_{1}\right), \quad y^{\prime \prime}\left(x_{1}, \alpha\right)=0, \quad y^{\prime \prime \prime}\left(x_{1}, \alpha\right) \geqq 0, \quad y\left(x_{1}, \alpha\right) \geqq-\ln 2 .
$$

Proof. The solution $y(x)=y(x, \alpha)$ of (1), (2) satisfies $y(0)=\alpha, y^{\prime}(0)=0$, and $y^{\prime \prime}(0)=1-e^{\alpha}<0$. This implies $y^{\prime}(x)$ is negative in a right neighborhood of 0 , and, because $y(x)$ satisfies (2), $y^{\prime}(x) \rightarrow 0$ as $x \rightarrow \infty$. Hence there exists a first $x_{1}$ such that $y^{\prime \prime}(x)<0$ on $\left(0, x_{1}\right), y^{\prime}\left(x_{1}\right)<0, y^{\prime \prime}\left(x_{1}\right)=0, y^{\prime \prime \prime}\left(x_{1}\right) \geqq 0$. Since $y^{\prime \prime \prime}\left(x_{1}\right)=\left(\frac{1}{2}-e^{y\left(x_{1}\right)}\right) y^{\prime}\left(x_{1}\right) \geqq 0$ and $y^{\prime}\left(x_{1}\right)<0$, we have $y\left(x_{1}\right) \geqq-\ln 2$.

Lemma 3. If $y(x, \alpha)$ is a solution of (1) with $y^{\prime \prime}(x, \alpha)<0$ on $\left[0, x_{2}\right]$ and $y\left(x_{2}, \alpha\right) \leqq$ $-\ln 2$. Then $y^{\prime \prime}(x)<0$ for all $x \geqq 0$.

Proof. At $x_{2}, y^{\prime}\left(x_{2}, \alpha\right)<0$ and $y^{\prime \prime}\left(x_{2}, \alpha\right)<0$. If there is a first $x_{3}>x_{2}$ for which $y^{\prime \prime}\left(x_{3}, \alpha\right)=0$, then $y^{\prime \prime \prime}(x, \alpha) \geqq 0$. However, differentiating (1), we find that $y^{\prime \prime \prime}\left(x_{3}\right)=$ $y^{\prime}\left(x_{3}\right)\left(\frac{1}{2}-e^{y\left(x_{3}\right)}\right)<0$, a contradiction. From this we conclude that $y^{\prime \prime}<0$ for all $x \geqq 0$.

We are now in a position to define our special solution under the following assumption.

Assumption. There exists $\beta \in(0,1)$ such that $y(x, \beta)$ is a solution of (1), (2).
In order to make use of this assumption we define the set

$$
A=\left\{\hat{\alpha}>0 \mid \text { if } \alpha>\hat{\alpha}, \text { then } y^{\prime \prime}(x, \alpha)<0 \text { for all } x \geqq 0\right\} .
$$

From Lemma 1 we observe that $[1, \infty) \subseteq A$. Furthermore, continuity of solutions with respect to initial conditions, together with Lemma 3, shows that $A$ is open. Finally, it is clear that $A$ is bounded below by $\beta$. Thus the value

$$
\bar{y} \equiv \inf A
$$

is well defined.
Hereafter we let $y(x)=y(x, \bar{y})$. In the next lemma we list four properties which $y(x)$ must satisfy. Our goal in the remainder of the paper is to show that $y(x)$ cannot satisfy property (iv) of Lemma 4 . From this contradiction we conclude that $y(x)$ cannot exist, which in turn implies that the original problem (1), (2) has no solution.

Lemma 4. There is a first $\bar{x}>0$ such that
(i) $y(\bar{x})=-\ln (2)$,
(ii) $y^{\prime \prime}(x)<0$ for $0<x<\bar{x}$,
(iii) $y^{\prime \prime}(\bar{x})=y^{\prime \prime \prime}(\bar{x})=0$,
(iv) $y^{\prime}(\bar{x})=-\bar{x}^{-1}$.

Proof. It follows from (1) that $y^{\prime \prime}<0$ for $x>0$ as long as $y \geqq 0$. As shown in the proof of Lemma 1 there is a first value, $x=a$, for which $y(a)=0$ with $y^{\prime}(a)<0$ and $y^{\prime \prime}(a)<0$. Suppose that $y^{\prime \prime}<0$ for all $x>a$. Then $\bar{y} \in A$. It follows from continuity and Lemma 3 that $\alpha \in A$ if $\bar{y}-\alpha>0$ is sufficiently small, contradicting the definition of $\bar{y}$. Thus, there exists a first $\bar{x}>a$ such that $y^{\prime \prime}(\bar{x})=0$, and $y^{\prime \prime \prime}(\bar{x}) \geqq 0$. If $y(\bar{x})<-\ln (2)$, then $y^{\prime \prime \prime}(\bar{x})=\left(\frac{1}{2}-e^{y(\bar{x})}\right) y^{\prime}(\bar{x})<0$, a contradiction. If $y(\bar{x})>-\ln 2$, then $y^{\prime \prime \prime}(\bar{x})>0$.

It then follows from continuity that $\alpha \notin A$ if $\alpha-\bar{y}>0$ is sufficiently small, again contradicting the definition of $\bar{y}$. Therefore, it must be the case that $y(\bar{x})=-\ln (2)$ and $y^{\prime \prime \prime}(\bar{x})=0$. Finally, from these observations and (1) we conclude that $y^{\prime}(\bar{x})=-\bar{x}^{-1}$, and the lemma is proved.

Further technical properties of the solution $y(x, \bar{y})=y(x)$ are given in the following lemma.

Lemma 5. The solution $y(x)$ has initial value $\bar{y} \leqq 1-\ln 2$. Furthermore, $y^{\prime \prime \prime} \geqq 0$ for all $x \in[0, \bar{x}]$.

Proof. Suppose that $\bar{y}>1-\ln (2)$ and recall the function $g(x)=x y^{\prime}(x)+1$. Then $g(0)=1$ and $g^{\prime}(x)<y^{\prime}(x)$ on $(0, \bar{x})$, where $\bar{x}$ is the $\bar{x}$ of Lemma 4. An integration leads to $g(\bar{x})<\ln (2)+y(\bar{x})<0$. Thus $\bar{x} y^{\prime}(\bar{x})+1<0$, contradicting (iv) of Lemma 4. We conclude that $\bar{y} \leqq 1-\ln (2)$.

Next, recall that $y(a)=0$. If $a \geqq \sqrt{2}$, then $y^{\prime \prime \prime}(a) \leqq 0$. Also, from (1) we obtain

$$
\begin{equation*}
y^{(4)}=\frac{x}{2} y^{\prime \prime \prime}+\left(1-e^{y}\right) y^{\prime \prime}-e^{y}\left(y^{\prime}\right)^{2} \tag{5}
\end{equation*}
$$

and it follows that $y^{\prime \prime \prime}<0$ for all $x>a$, contradicting Lemma 4. Thus $a \in(0, \sqrt{2})$ and $y^{\prime \prime \prime}(a)=\left(\left(a^{2} / 4\right)-\frac{1}{2}\right) y^{\prime}(a)>0$. Furthermore, Lemma 4 shows that $y^{\prime \prime \prime}(\bar{x})=0$. We need
to show that $y^{\prime \prime \prime}$ is nonnegative on each of the intervals $(0, a)$ and ( $a, \bar{x}$ ). Suppose, first of all, that $y^{\prime \prime \prime}<0$ at some point in $(a, \bar{x})$. Thus, since $y^{\prime \prime \prime}(\bar{x})=0$ there must be a value $x^{*} \in(a, \bar{x}]$ such that $y^{\prime \prime \prime}\left(x^{*}\right)=0$ and $y^{(4)}\left(x^{*}\right) \geqq 0$. However, from (5) it follows that $y^{(4)}\left(x^{*}\right)<0$, a contradiction. Therefore $y^{\prime \prime \prime} \geqq 0$ for all $x \in(a, \bar{x}]$. Next, suppose that $y^{\prime \prime \prime}<0$ at some point in $(0, a)$. From (1) and (5) it follows that $y^{\prime \prime \prime}(0)=0$ and $y^{(4)}(0)>0$. Thus $y^{\prime \prime \prime}$ must reach a negative minimum at some value $\hat{x} \in(0, a)$. That is, $y^{\prime \prime \prime}(\hat{x})<0$, $y^{(4)}(\hat{x})=0$ and $y^{(5)}(\hat{x}) \geqq 0$. A differentiation of (5) leads to

$$
\begin{equation*}
y^{(5)}=\frac{x}{2} y^{(4)}+y^{\prime \prime \prime}\left(\frac{3}{2}-e^{y}\right)-3 y^{\prime} y^{\prime \prime} e^{y}-\left(y^{\prime}\right)^{3} e^{y} . \tag{6}
\end{equation*}
$$

At $\hat{x}$, since $y^{(4)}(\hat{x})=0$, we have

$$
0=\frac{\hat{x}}{2} y^{\prime \prime \prime}+y^{\prime \prime}\left(1-e^{y}\right)-e^{y}\left(y^{\prime}\right)^{2} .
$$

Thus $-e^{y}\left(y^{\prime}\right)^{3}=y^{\prime} y^{\prime \prime}\left(e^{y}-1\right)-(\hat{x} / 2) y^{\prime} y^{\prime \prime \prime}$. Substituting this into (6), and noting that $3 / 2-e^{y}>0 \quad$ for $\quad y(\hat{x})<\bar{y} \leqq 1-\ln (2)$, we obtain, at $\quad x=\hat{x}, \quad y^{(5)}(\hat{x})=$ $y^{\prime \prime \prime}\left(3 / 2-e^{y}\right)-2 y^{\prime} y^{\prime \prime} e^{y}-y^{\prime} y^{\prime \prime}-(\hat{x} / 2) y^{\prime} y^{\prime \prime \prime}<0$, a contradiction. We conclude that $y^{\prime \prime \prime} \geqq 0$ on ( $0, a$ ] which completes the proof of the lemma.

Corollary. On $(0, \bar{x}), y(x) \geqq p(x) \equiv y^{\prime \prime}(0)\left(x^{2} / 2\right)+\bar{y}$.
Define $\tilde{x}(\bar{y})$ by $p(\tilde{x}(\bar{y}))=-\ln 2$; then $\tilde{x}(\bar{y})=\left[2(\ln 2+\bar{y}) /\left(e^{\bar{y}}-1\right)\right]^{1 / 2}<\bar{x}$.
3. Nonexistence for $\alpha>0$. To prove our theorem for the case $\alpha>0$ it suffices to eliminate the existence of the solution satisfying Lemma 4 (recall that such a solution must exist if the Kassoy problem (1), (2) has a solution). In particular we show that the solution described in Lemma 4 satisfies

$$
\begin{equation*}
y^{\prime}(\tilde{x})<-\tilde{x}^{-1} \tag{7}
\end{equation*}
$$

where $\tilde{x}=\tilde{x}(\bar{y}) \equiv\left[2(\ln (2)+\bar{y}) /\left(e^{\bar{y}}-1\right)\right]^{1 / 2}$. Since $\tilde{x}<\bar{x}$ and $y^{\prime \prime}<0$ on $[0, \bar{x}]$, then (7) implies that $y^{\prime}(\bar{x})<y^{\prime}(\tilde{x})<-1 / \tilde{x}<-1 / \bar{x}$. Hence, property (iv) of Lemma 4 is violated and a contradiction is reached. The next three technical lemmas are necessary to show that (7) holds. We introduce the comparison function

$$
\begin{equation*}
G(x, \bar{y}) \equiv x e^{x^{2} / 4} \int_{0}^{x}\left(1-e^{\bar{y}} e^{\left(1-e^{y}\right) s^{2} / 2}\right) e^{-s^{2} / 4} d s+1 . \tag{8}
\end{equation*}
$$

In the next lemma we show that $g(x) \leqq G(x, \bar{y})$ for $0 \leqq x \leqq \bar{x}$. Subsequently, we prove that $G(\tilde{x}(\bar{y}), \bar{y})<0$ for all $\bar{y} \in(0,1-\ln (2)]$. Thus it follows that $g(\tilde{x}(\bar{y}))<0$ for all $\bar{y} \in(0,1-\ln (2)]$ and (7) is proved.

Lemma 6. $g(x) \leqq G(x, \bar{y})$ for $0 \leqq x \leqq \bar{x}$.
Proof. From Lemma $5, y^{\prime \prime \prime} \geqq 0$ on $[0, \bar{x}]$, which in turn implies that $y(x) \geqq$ $y^{\prime \prime}(0)\left(x^{2} / 2\right)+\bar{y}=\bar{y}+\left(\left(1-e^{\bar{y}}\right) / 2\right) x^{2}$. Thus $e^{y(x)} \geqq e^{\bar{y}} e^{\left(1-e^{\bar{y}}\right) x^{2} / 2}$ on $[0, \bar{x}]$. Since $g(x)=$ $x y^{\prime}(x)+1=x e^{x^{2} / 4} \int_{0}^{x}\left(1-e^{y(s)}\right) e^{-s^{2} / 4} d s+1$ it follows immediately that $g(x) \leqq G(x, \bar{y})$ on $[0, \bar{x}]$.

Lemma 7. $\lim _{\bar{y} \rightarrow 0^{+}} G(\tilde{x}(\bar{y}), \bar{y})=-\infty$.
Proof. We observe that

$$
\begin{aligned}
G(\tilde{x}(\bar{y}), \bar{y}) & =\tilde{x} e^{\tilde{x}^{2} / 4} \int_{0}^{\tilde{x}} e^{-s^{2} / 4} d s-\tilde{x} e^{\tilde{x}^{2} / 4} \int_{0}^{\tilde{x}} e^{\bar{y}} e^{\left(1-2 e^{\tilde{y}}\right) s^{2} / 4} d s+1 \\
& =\tilde{x} e^{\tilde{x}^{2} / 4} \int_{0}^{\tilde{x}} e^{-s^{2} / 4} d s-\frac{\tilde{x} e^{\tilde{x}^{2} / 4} e^{\bar{y}}}{\left(2 e^{\bar{y}}-1\right)^{1 / 2}} \int_{0}^{\tilde{x}\left(2 e^{\bar{y}}-1\right)^{1 / 2}} e^{-s^{2} / 4} d s+1 \\
& =\tilde{x} e^{\tilde{x}^{2} / 4}\left(1-\frac{e^{\bar{y}}}{\left(2 e^{\bar{y}}-1\right)^{1 / 2}}\right) \int_{0}^{\tilde{x}} e^{-s^{2} / 4} d s+1 .
\end{aligned}
$$

Since $\lim _{\bar{y} \rightarrow 0} \int_{0}^{\tilde{x}(y)} e^{-s^{2} / 4} d s=\pi^{1 / 2}$, it suffices to consider

$$
\begin{aligned}
H(\bar{y}) & \equiv \frac{\left(\left(2 e^{\bar{y}}-1\right)^{1 / 2}-e^{\bar{y}}\right)}{\tilde{x}^{-1} e^{-\tilde{x}^{2} / 4}} \cdot \frac{1}{\left(2 e^{\bar{y}}-1\right)^{1 / 2}} \\
& =\frac{-\left(e^{\bar{y}}-1\right)^{2}}{\tilde{x}^{-1} e^{-\tilde{x}^{2} / 4}} \cdot \frac{1}{\left(\left(2 e^{\bar{y}}-1\right)^{1 / 2}+e^{\bar{y}}\right)} \cdot \frac{1}{\left(2 e^{\bar{y}}-1\right)^{1 / 2}} .
\end{aligned}
$$

We set $h(\bar{y})=-\left(e^{\bar{y}}=1\right)^{2} /\left(\tilde{x}^{-1} e^{-\tilde{x}^{2} / 4}\right)$ and use the definition of $\tilde{x}(\bar{y})$ to obtain

$$
h(\bar{y})=-4 e^{\tilde{x}^{2} / 4}(\ln (2)+\bar{y})^{2} / \tilde{x}^{3} .
$$

Since $\tilde{x}(\bar{y}) \rightarrow \infty$ as $\bar{y} \rightarrow 0^{+}$it follows that $\lim _{\bar{y} \rightarrow 0^{+}} \boldsymbol{h}(\bar{y})=-\infty$. Therefore we conclude that

$$
\lim _{\bar{y} \rightarrow 0^{+}} H(\bar{y})=\lim _{\overline{\bar{y}} \rightarrow 0^{+}} G(\tilde{x}(\bar{y}), \bar{y})=-\infty
$$

and the lemma is proved.
Lemma 8. $G(\tilde{x}(\bar{y}), \bar{y})<0$ for all $\bar{y} \in(0,1-\ln (2)]$.
Proof. An integration by parts shows that

$$
\begin{equation*}
x=e^{x^{2} / 4} \int_{0}^{x} e^{-s^{2} / 4}\left(1-s^{2} / 2\right) d s \quad \text { for all } x>0 \tag{9}
\end{equation*}
$$

If there is a first $\hat{y} \in(0,1-\ln (2))$ for which $G(\tilde{x}(\hat{y}), \hat{y})=0$, then

$$
\begin{equation*}
\left.\frac{d G}{d \bar{y}}(\tilde{x}(\bar{y}), \bar{y})\right|_{\bar{y}=\hat{y}} \geqq 0 . \tag{10}
\end{equation*}
$$

Our goal is to obtain a contradiction of (10). First, from the definition of $\tilde{x}$ and the assumption that $G(\tilde{x}(\hat{y}), \hat{y})=0$ we obtain

$$
\begin{equation*}
\left.\frac{d G}{d \bar{y}}(\tilde{x}(\bar{y}), \bar{y})\right|_{\bar{y}=\hat{y}}=\left.\left(-\frac{\tilde{x}^{\prime}}{\tilde{x}}-\tilde{x} e^{\tilde{x}^{2} / 4} \int_{0}^{\tilde{x}} e^{\bar{y}} e^{\left(1-2 e^{\tilde{y})} s^{2} / 4\right.}\left(1-\frac{e^{\bar{y}} s^{2}}{2}\right)^{2} d s\right)\right|_{\bar{y}=\hat{y}} . \tag{11}
\end{equation*}
$$

Next, substitute $u=s\left(2 e^{\bar{y}}-1\right)^{1 / 2}$ into (11) and use (9) to conclude that

$$
\begin{equation*}
\left.\frac{d G}{d \tilde{y}}(\tilde{x}(\bar{y}), \bar{y})\right|_{\bar{y}=\hat{y}}=-\frac{\tilde{x}^{\prime}}{\tilde{x}}-\frac{\tilde{x}^{2}}{2}-\frac{\tilde{x} e^{\tilde{x}^{2} / 4}\left(e^{\bar{y}}-1\right)}{2\left(2 e^{\bar{y}}-1\right)^{3 / 2}} \int_{0}^{\tilde{x}\left(2 e^{\bar{y}}-1\right)^{1 / 2 / 2}} u^{2} e^{-u^{2} / 4} d u . \tag{12}
\end{equation*}
$$

A straightforward calculation shows that

$$
\begin{equation*}
-\frac{\tilde{x}^{\prime}}{\tilde{x}}-\frac{\tilde{x}^{2}}{2}=\frac{\tilde{x}^{2}\left(e^{\bar{y}}-2 \ln (2)-2 \bar{y}\right)-2}{2 \tilde{x}^{2}\left(e^{\bar{y}}-1\right)}<0 \tag{13}
\end{equation*}
$$

for $0<\bar{y} \leqq 1-\ln (2)$. Thus, from (12), (13) and the assumption that $\hat{y} \in(0,1-\ln (2)]$, it follows that $d G /\left.d \bar{y}(\tilde{x}(\bar{y}), \bar{y})\right|_{\bar{y}=\hat{y}}<0$, contradicting (10).

This completes the proof of the first part of our theorem, that (1), (2) has no solution for $\alpha>0$.
4. Nonexistence for $\boldsymbol{\alpha}<\boldsymbol{0}$. We now show that the Kassoy problem has no solution for $\alpha<0$. This completes the proof of the theorem.

Lemma 9. For $\alpha<0$, the solution $y(x, \alpha)$ of (1) cannot satisfy (2).
Proof. If $y(x)=y(x, \alpha)$ satisfies (2), then $y$ attains a relative maximum at some $\hat{x}>0$. It follows from (1) and uniqueness of solutions that $y(\hat{x})>0$ and $y^{\prime \prime}(\hat{x})<0$. Thus there exist $x_{1} \in(0, \hat{x})$ and $x_{2}>\hat{x}$ such that $y\left(x_{1}\right)=0=y\left(x_{2}\right)$ and $y(x)>0$ on $\left(x_{1}, x_{2}\right)$.

Since $e^{z}-1>z$ for $z \neq 0$, we have that $y(x)$ satisfies $y^{\prime \prime}-(x / 2) y^{\prime}+y<0$ on $\left[0, x_{1}\right]$. Thus, $y(x)$ is an upper solution of

$$
\begin{equation*}
z^{\prime \prime}-\frac{x}{2} z^{\prime}+z=0 \tag{14}
\end{equation*}
$$

and if $u(x)$ is the solution of (14) with $u(0)=\alpha, u^{\prime}(0)=0$, then $y(x)<u(x)$ on $(0, \sqrt{2}]$, where $\sqrt{2}$ is the only zero of $u(x)$. We conclude that $x_{2}>x_{1}>\sqrt{2}$.

At $x_{2}, y^{\prime}\left(x_{2}\right)<0, y^{\prime \prime}\left(x_{2}\right)<0, y^{\prime \prime \prime}\left(x_{2}\right) \leqq 0$ and $y^{(4)}\left(x_{2}\right)<0$. It follows from (5) that $y^{\prime \prime \prime}(x)<0$ for all $x>x_{2}$ and hence $y^{\prime \prime}(x)<0$ for all $x>x_{2}$. This contradicts our assumption that $y(x)$ satisfies (2).
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#### Abstract

Let $d \alpha$ and $d \beta$ be nonnegative mass distributions on the real line, with all moments finite, and with infinitely many points of increase. Let $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ be the orthonormal polynomials associated with $d \alpha$ and $d \beta$ respectively. We characterize $d \alpha$ and $d \beta$ in the case when there exists a fixed rational function $R$, a positive integer $j$ and nonnegative integers $s$ and $t$ such that, for $n=0,1,2,3, \cdots, R p_{n}^{(j)}$ may be expressed as a linear combination of $q_{n-j-t}, q_{n-j-t+1}, \cdots, q_{n-j+s}$.
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1. Introduction. Let $d \alpha$ and $d \beta$ be finite positive measures on the real line with infinitely many points of increase and all moments finite. We shall call $d \alpha$ and $d \beta$ distributions, and shall denote the corresponding sequences of orthonormal polynomials by $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$.

The purpose of this paper is to solve the following problem: Characterize $d \alpha$ and $d \beta$ for which there exist a rational function $R=S / T$, a positive integer $j$, and nonnegative integers $s$ and $t$ such that

$$
\begin{equation*}
R p_{n}^{(j)}=\sum_{k=n-j-t}^{n-j+s} c_{n k} q_{k}, \quad n=0,1,2, \cdots, \tag{1.1}
\end{equation*}
$$

where the coefficients $\left\{c_{n k}\right\}$ are real numbers and $c_{n k}=0$ if $k<0$. It turns out that, at least in a description of $d \alpha$ and $d \beta$, the integer $j$ and the denominator polynomial $T$ are unimportant, while $S$ plays an important role.

In solving (1.1), our results largely resolve a problem raised by Askey (see Al-Salam and Chihara [1, p. 69]) to characterize sequences of polynomials $\left\{p_{n}\right\}$ satisfying (1.1) with $R=S, j=1$ and $\left\{p_{n}\right\}=\left\{q_{n}\right\}$. An algebraic solution to Askey's problem has recently been provided by Maroni [13], [14], involving quasi-orthogonality and linear forms defined on the space of all polynomials. Earlier work along this line is due to Ronveaux [20] and Hendriksen and van Rossum [8]. By contrast, our characterization of polynomials satisfying (1.1) is analytic, and provides a complete description of the distributions $d \alpha$ and $d \beta$ associated with $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$.

Relationships such as (1.1) are useful in studying analytic aspects of orthonormal polynomials. For example, Bonan [3] recently established a relationship similar to (1.1) with $R=1, j=1$ and $d \alpha=d \beta$, for the weights $d \alpha(x)=\exp \left(-x^{m}\right) d x$, where $m$ is a positive even integer. He used this identity to prove part of a conjecture of Nevai [16] concerning bounds on orthonormal polynomials. (See also [10], [18].)

Further, (1.1) is a unifying feature of the most important families of orthogonal polynomials. It is well known that the classical orthogonal polynomials are the only orthogonal polynomials that satisfy (1.1) with $R=1, j=1$ and $s=t=0$ (Freud [5, p.

[^98]52])—this special case has been called the problem of W. Hahn [22]. It turns out that the generalised Jacobi weights (GJ) studied by Badkov [2], Geronimus [7], Nevai [15], [17], [19] satisfy several relationships such as (1.1), as do exponential weights on [0, $\infty$ ) of the form $\exp (-P(x)), P(x)$ a polynomial of positive degree with positive leading coefficient. In this context, the latter have been studied by Ronveaux [20]. For further historical remarks and references, see Bonan and Nevai [4], Hendriksen and van Rossum [8], and Maroni [13], [14]. We note that our main result, Theorem 1.1, essentially contains [8, Thms. 3.1 and 3.2]. The latter two theorems in [8] largely characterize "semiclassical orthogonal polynomial systems" in terms of a differentiation property that is a special case of (1.1).

Given an interval $I$, we let $\chi_{I}$ denote the characteristic function of $I$, while $\delta_{x}$ denotes a (unit) point mass at a real number $x$.

Theorem 1.1. Let $d \alpha$ and $d \beta$ be distributions, with corresponding sequences of orthonormal polynomials $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$. The following are equivalent:
I. There exist a real rational function $R=S / T$ (not identically zero), a positive integer $j$ and nonnegative integers $s^{\prime}$ and $t^{\prime}$ such that

$$
\begin{equation*}
R p_{n}^{(j)}=\sum_{k=n-j-t^{\prime}}^{n-j+s^{\prime}} c_{n k}^{\prime} q_{k}, \quad n=0,1,2, \cdots, \tag{1.2}
\end{equation*}
$$

where the $\left\{c_{n k}^{\prime}\right\}$ are real numbers with $c_{n k}^{\prime}=0, k<0$.
II. There exist a real polynomial $S$ (not identically zero) and nonnegative integers $s$ and $t$ such that

$$
\begin{equation*}
S p_{n}^{\prime}=\sum_{k=n-1-t}^{n-1+s} c_{n k} q_{k}, \quad n=0,1,2, \cdots, \tag{1.3}
\end{equation*}
$$

where the $\left\{c_{n k}\right\}$ are real numbers with $c_{n k}=0, k<0$.
III. There exist nonnegative integers $s$ and $t$, and real polynomials $S, U$ and $V$, not identically zero, and with degrees at most $s, t+1$ and $t+2$ respectively. Further, there exist nonnegative integers $N$ and $N^{\prime}$, and nonnegative numbers $A_{0}, A_{1} \cdots A_{N}$ (not all zero), $\lambda_{1}, \lambda_{2} \cdots \lambda_{N}$, and $\mu_{1}, \mu_{2} \cdots \mu_{N^{\prime}}$, with the following properties: $V$ has $N$ real zeros

$$
-\infty<v_{1}<v_{2}<\cdots<v_{N}<\infty
$$

and $S$ has $N^{\prime}$ real zeros

$$
-\infty<s_{1}<s_{2} \cdots<s_{N^{\prime}}<\infty .
$$

Let $v_{0}=-\infty, v_{N+1}=\infty$ and

$$
\begin{equation*}
I_{K}=\left(v_{k}, v_{k+1}\right), \quad k=0,1,2, \cdots, N . \tag{1.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
d \alpha(x)=\frac{H(x)}{|V(x)|} \exp \left(-\int^{x} \frac{U(u)}{V(u)} d u\right) d x+\sum_{k=1}^{N} \lambda_{k} \delta_{v_{k}}(x) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
d \beta(x)=\frac{H(x)}{|S(x)|} \exp \left(-\int^{x} \frac{U(u)}{V(u)} d u\right) d x+\sum_{k=1}^{N^{\prime}} \mu_{k} \delta_{s_{k}}(x), \tag{1.6}
\end{equation*}
$$

where

$$
\begin{gather*}
H(x)=\sum_{k=0}^{N} A_{k} \chi_{I_{k}}(x), \quad x \in \mathbb{R},  \tag{1.7}\\
\lambda_{k}>0 \Rightarrow U\left(v_{k}\right)=0, \tag{1.8}
\end{gather*}
$$

and $S$ and $V$ have the same (nonzero) sign in any interval $I_{k}$ in which $\alpha^{\prime} \not \equiv 0$.

If any of the assertions of Theorem 1.1, I, II, III, hold, we may choose the polynomial $S$ to be the same in all of I, II and III. Further, we may relate $s, s^{\prime}, t$ and $t^{\prime}$ by

$$
\begin{equation*}
s-s^{\prime}=\operatorname{degree}(T) \quad \text { and } \quad t-t^{\prime}=\operatorname{degree}(T)+2 j-1 \tag{1.9}
\end{equation*}
$$

The degree of $S$ is $s$, while $U$ and $V$ admit the representation

$$
\begin{align*}
& U(x)=\int_{-\infty}^{\infty} \sum_{k=0}^{t+1} p_{k}(x) p_{k}^{\prime}(u) S(u) d \beta(u),  \tag{1.10}\\
& V(x)=\int_{-\infty}^{\infty} \sum_{k=0}^{t+2} p_{k}(x) p_{k}(u) S(u) d \beta(u) . \tag{1.11}
\end{align*}
$$

The following result gives more information on $\mathrm{d} \alpha$ and $d \beta$, but is an immediate consequence of Theorem 1.1 and the partial fraction decomposition of $U / V$.

Theorem 1.2. Let $d \alpha$ and $d \beta$ be distributions, with corresponding sequences of orthonormal polynomials $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$. Then assertions I, II and III of Theorem 1.1 hold if and only if $d \alpha$ and $d \beta$ are given by (1.4)-(1.8). Further,

$$
\begin{equation*}
\phi(x)=\exp \left(-\int^{x} U(u) / V(u) d u\right) \tag{1.12}
\end{equation*}
$$

satisfies

$$
\begin{align*}
\phi(x)= & \exp (-P(x)) \prod_{k=1}^{N}\left|x-v_{k}\right|^{\Gamma_{k}} \\
& \cdot \exp \left(-\sum a_{i k}\left(x-v_{i}\right)^{-k}-\int^{x} U^{*}(u) / V^{*}(u) d u\right) \tag{1.13}
\end{align*}
$$

where $P(x)$ is a polynomial and $\Gamma_{1}, \Gamma_{2} \cdots \Gamma_{N}$ are positive. In addition, $U^{*}$ and $V^{*}$ are polynomials with degree $\left(U^{*}\right)<\operatorname{degree}\left(V^{*}\right)$ and $V^{*}$ is a product of positive quadratic factors of $V$ so that $V^{*}(x)>0, x \in(-\infty, \infty)$. Consider a term $a_{i k}\left(x-v_{i}\right)^{-k}$ in the finite $\operatorname{sum} \sum a_{i k}\left(x-v_{i}\right)^{-k}$.

If $A_{i-1}=A_{i}=0$, so that $\alpha^{\prime} \equiv 0$ in $I_{i-1} \cup I_{i}$, then the sign of $a_{i k}$ is arbitrary, and $k$ may be any positive integer.

If $A_{i-1}=0$ but $A_{i} \neq 0$, so that $\alpha^{\prime} \equiv 0$ in $I_{i-1}$, but $\alpha^{\prime} \neq 0$ in $I_{i}$, then $a_{i k} \geqq 0$, while $k$ may be any positive integer.

If $A_{i-1} \neq 0$ but $A_{i}=0$, so that $\alpha^{\prime} \neq 0$ in $I_{i-1}$, but $\alpha^{\prime} \equiv 0$ in $I_{i}$ then $a_{i k} \geqq 0$ if $k$ is even, while $a_{i k} \leqq 0$ if $k$ is odd.

If $A_{i-1} \neq 0$ and $A_{i} \neq 0$, so that $\alpha^{\prime} \neq 0$ in $I_{i-1} \cup I_{i}$, then $a_{i k}=0$ if $k$ is odd, while $a_{i k} \geqq 0$ if $k$ is even.

Finally, if $A_{0} \neq 0$ and $A_{N} \neq 0$ so that $\alpha^{\prime}(x) \neq 0$ for large enough $|x|$, then $P(x)$ must be a polynomial of positive even degree with positive leading coefficient. If $A_{0}=0$ but $A_{N} \neq 0$, so that $\alpha^{\prime}(x) \neq 0$ for large positive $x$, but $\alpha^{\prime}(x)=0$ for large negative $x$, then $P(x)$ must be a polynomial of positive degree with positive leading coefficient.

Using the partial fraction decomposition of $U^{*} / V^{*}$, we may express $\exp \left(-\int^{x} U^{*}(u) / V^{*}(u) d u\right)$ as a product of powers $\left(x^{2}+B x+C\right)^{D}$ of positive quadratic factors of $V$, and of terms of the form $\exp (-E \arctan (F x+g))$ and $\exp \left(-Y(x) /\left(x^{2}+\right.\right.$ $B x+C)^{J}$ ), where $J$ is a positive integer and $Y$ is a polynomial of degree less than $2 J$. At this stage, it is pertinent to illustrate the above theorems with some examples.

Example 1.3: GJ. The generalized Jacobi weights GJ [15] take the form

$$
w(x)=\left\{\begin{array}{l}
\prod_{j=1}^{N}\left|x-v_{j}\right|^{\Gamma_{j}}, \quad x \in[-1,1],  \tag{1.14}\\
0
\end{array}\right.
$$

where $N \geqq 2, \Gamma_{j}>-1, j=1,2, \cdots, N$, and

$$
-1=v_{1}<v_{2}<\cdots<v_{N}=1 .
$$

Let us set

$$
d \alpha(x)=w(x) d x
$$

The choice of $V, U$ and $d \beta$ in (1.5) to (1.11) depend on $S$. In particular $V$ and $S$ must have the same sign in $(-1,1)$. We consider two choices for $S$.

Case 1: $S=1$. Since $V$ must be nonnegative in $(-1,1)$ and vanish at $v_{1}, v_{2} \cdots v_{N}$, we set

$$
V(x)=\left(1-x^{2}\right) \prod_{j=2}^{N-1}\left(x-v_{j}\right)^{2}
$$

and

$$
U(x)=-V(x)\left\{\frac{\Gamma_{1}+1}{x+1}+\frac{\Gamma_{N+1}+1}{x-1}+\sum_{j=2}^{N-1} \frac{\Gamma_{j}+2}{x-v_{j}}\right\},
$$

so that $V$ has degree $2 N-2$, and $U$ has degree $2 N-3$, as each $\Gamma_{j}+1>0$. It is clear that (1.5) holds with the obvious choice for $H$, and from (1.6), we see that

$$
d \beta(x)=w_{1}(x) d x
$$

where

$$
w_{1}(x)= \begin{cases}(1+x)^{\Gamma_{1}+1}(1-x)^{\Gamma_{N}+1} \prod_{j=2}^{N-1}\left|x-v_{j}\right|_{j}^{\Gamma_{j}+2}, & x \in[-1,1] \\ 0 & \text { otherwise } .\end{cases}
$$

From (1.10) and (1.11), we see that we may choose $t=2 N-4$. Thus, by (1.3), the orthonormal polynomials $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ associated with $w$ and $w_{1}$ satisfy

$$
p_{n}^{\prime}(x)=\sum_{k=n-2 N+3}^{n-1} c_{n k} q_{k}(x), \quad n=0,1,2, \cdots .
$$

In the case $N=2$, this is precisely the classical result that the derivative of an orthonormal polynomial associated with a Jacobi weight $w(x)$ is an orthogonal polynomial associated with the Jacobi weight $w_{1}(x)=\left(1-x^{2}\right) w(x)$.

CASE 2: $S(x)=\prod_{j=1}^{N}\left(x-v_{j}\right)$. In this case we may choose $V(x)=S(x)$ and

$$
U(x)=-V(x) \sum_{j=1}^{N}\left(\Gamma_{j}+1\right) /\left(x-v_{j}\right),
$$

so that $U$ and $V$ have degree $N-1$ and $N$, respectively. It is clear that (1.5) is valid, while from (1.6), we may set $d \beta(x)=d \alpha(x)$. Finally from (1.10) and (1.11), we may choose $t=N-2$. Thus, by (1.3),

$$
S(x) p_{n}^{\prime}(x)=\sum_{k=n+1-N}^{n-1+N} c_{n k} p_{k}(x), \quad n=0,1,2, \cdots .
$$

Example 1.4: GJ and point masses. Let

$$
d \alpha(x)=w(x) d x+\sum_{j=1}^{N} \lambda_{j} \delta_{v_{j}}(x)
$$

where $w(x)$ is the generalised Jacobi weight (1.14), and $\lambda_{1}$ and $\lambda_{N}$ are positive, while $\lambda_{2}, \lambda_{3} \cdots \lambda_{N}$ are nonnegative. In the case $N=2$, this weight has been considered by Koornwinder [9].

Let $S=1$, and let us determine what $U, V$ and $d \beta$ should be. From (1.8), $U( \pm 1)=0$, while $V$ must be nonnegative throughout $(-1,1)$. We may set

$$
V(x)=\prod_{j=1}^{N}\left(x-v_{j}\right)^{2}
$$

and

$$
U(x)=-V(x) \sum_{j=1}^{N}\left(\Gamma_{j}+2\right) /\left(x-v_{j}\right),
$$

so that $V$ and $U$ have degree $2 N$ and $2 N-1$, respectively. From (1.6), we see that we must choose

$$
d \beta(x)=w_{1}(x) d x
$$

where

$$
w_{1}(x)= \begin{cases}\prod_{j=1}^{N}\left|x-v_{j}\right|^{\Gamma_{j}+2}, & x \in[-1,1] \\ 0 & \text { otherwise } .\end{cases}
$$

From (1.10) and (1.11), we may choose $t=2 N-2$. Thus

$$
p_{n}^{\prime}(x)=\sum_{k=n-2 N+1}^{n-1} c_{n k} q_{k}(x), \quad n=0,1,2, \cdots
$$

Example 1.5: exponential weights. Let

$$
d \alpha(x)=\exp (-P(x)) d x, \quad x \in \mathbb{R},
$$

where $P(x)$ is a polynomial of even positive degree $m$ with positive leading coefficient. In this case, we may set $V=1$ and $U=P^{\prime}$, so that $V$ and $U$ have degree 0 and $m-1$, respectively. If we set $S=1$, then $d \beta(x)=d \alpha(x)$, and from (1.10) and (1.11), we may choose $t=m-2$. Thus

$$
p_{n}^{\prime}(x)=\sum_{k=n-m+1}^{n-1} c_{n k} p_{k}(x), \quad n=0,1,2, \cdots
$$

Using the results and methods of [3], [6], [11] this may be used to establish bounds on $p_{n}(x)$. Magnus [12] recently proved Freud's Conjecture for the above weights.
2. Proof of Theorems 1.1 and 1.2. To prove Theorem 1.1, we shall show $\mathrm{I} \Leftrightarrow \mathrm{II} \Leftrightarrow \mathrm{III}$. First however, we need to introduce notation: The orthonormal polynomial sequences $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ satisfy three term recurrence relations

$$
\begin{array}{ll}
x p_{n}=a_{n+1} p_{n+1}+a_{n} p_{n-1}+b_{n} p_{n}, & n=1,2,3, \cdots, \\
x q_{n}=e_{n+1} q_{n+1}+e_{n} q_{n-1}+f_{n} q_{n}, & n=1,2,3, \cdots, \tag{2.2}
\end{array}
$$

where

$$
a_{0}=e_{0}=0, \quad a_{n}>0, \quad e_{n}>0, \quad n=1,2,3, \cdots,
$$

while $b_{n}$ and $f_{n}$ are real, $n=1,2,3, \cdots$. Further, if $\gamma_{n}(d \alpha)$ and $\gamma_{n}(d \beta)$ denote the leading coefficients of $p_{n}, n=0,1,2, \cdots$, it is well known that

$$
a_{n}=\gamma_{n-1}(d \alpha) / \gamma_{n}(d \alpha), \quad e_{n}=\gamma_{n-1}(d \beta) / \gamma_{n}(d \beta), \quad n=1,2,3, \cdots
$$

Proof of $\mathrm{I} \Leftrightarrow \mathrm{II}$. The implication $\mathrm{II} \Rightarrow \mathrm{I}$ is trivial, so we must show $\mathrm{I} \Rightarrow \mathrm{II}$. By hypothesis, we have $R=S / T$ satisfying

$$
\begin{equation*}
S p_{n}^{(j)}=T \sum_{k=n-j-t^{\prime}}^{n-j+s^{\prime}} c_{n k}^{\prime} q_{k}, \quad n=0,1,2, \cdots \tag{2.3}
\end{equation*}
$$

We shall first show that for some real $\left\{c_{n k}^{\prime \prime}\right\}$,

$$
\begin{equation*}
S p_{n}^{(j)}=\sum_{k=n-j-t^{\prime \prime}}^{n-j+s^{\prime \prime}} c_{n k}^{\prime \prime} q_{k}, \quad n=0,1,2, \cdots \tag{2.4}
\end{equation*}
$$

where $t^{\prime \prime}-t^{\prime}=s^{\prime \prime}-s^{\prime}=\operatorname{degree}(T)$. It clearly suffices to show that there exist real numbers $a_{j k l}$ with $a_{j k l}=0$ for $l<0$, such that

$$
\begin{equation*}
x^{j} q_{k}(x)=\sum_{l=k-j}^{k+j} a_{j k} q_{l}(x), \quad j, k=0,1,2, \cdots \tag{2.5}
\end{equation*}
$$

But this is trivial for $j=0$ and $k=0,1,2, \cdots$, while for $j=1$ and $k=0,1,2, \cdots$, it follows from the recurrence relation. An easy induction on $j$ establishes (2.5) for all $j, k=0,1,2, \cdots$. Thus, (2.4) follows from (2.3) and (2.5).

Next, applying Leibniz's formula for the $j$ th derivative of a product of two functions to (2.1), we see that

$$
x p_{n}^{(j)}+j p_{n}^{(j-1)}=a_{n+1} p_{n+1}^{(j)}+a_{n} p_{n-1}^{(j)}+b_{n} p_{n}^{(j)}, \quad n=0,1,2, \cdots,
$$

so that

$$
\begin{aligned}
S p_{n}^{(j-1)} & =j^{-1}\left\{a_{n+1} S p_{n+1}^{(j)}+a_{n} S p_{n-1}^{(j)}+b_{n} S p_{n}^{(j)}-x S p_{n}^{(j)}\right\} \\
& =\sum_{k=n-j-1-t^{\prime \prime}}^{n-j+1+s^{\prime \prime}} c_{n k}^{\#} q_{k},
\end{aligned}
$$

for some real numbers $\left\{c_{n k}^{*}\right\}$. Here we have used (2.4) and the recurrence relation (2.2) for $x q_{k}$. Proceeding in the same way, we obtain after altogether $j-1$ such steps that (1.3) holds, where $s, s^{\prime}, t$ and $t^{\prime}$ are related by (1.9).

The proof of II $\Rightarrow$ III will be split into several steps.
Lemma 2.1. Assume that assertion II of Theorem 1.1 holds.
(i) Then there exist real numbers $\left\{c_{n k}^{*}\right\}$ such that $c_{n k}^{*}=0$ for $k<0$, and

$$
\begin{equation*}
S p_{n}=\sum_{k=n-2-t}^{n+s} c_{n k}^{*} q_{k}, \quad n=0,1,2, \cdots \tag{2.6}
\end{equation*}
$$

(ii) Define polymials $U$ and $V$ of degree at most $t+1$ and $t+2$ respectively by (1.10) and (1.11). Then for every polynomial $P$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} P(x) V(x) d \alpha(x)=\int_{-\infty}^{\infty} P(x) S(x) d \beta(x) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} P(x) U(x) d \alpha(x)=\int_{-\infty}^{\infty} P^{\prime}(x) S(x) d \beta(x) . \tag{2.8}
\end{equation*}
$$

Proof. (i) From the recurrence relation (2.1)

$$
x p_{n}^{\prime}(x)+p_{n}(x)=a_{n+1} p_{n+1}^{\prime}(x)+a_{n} p_{n-1}^{\prime}(x)+b_{n} p_{n}^{\prime}(x)
$$

so that

$$
S(x) p_{n}(x)=a_{n+1} S(x) p_{n+1}^{\prime}(x)+a_{n} S(x) p_{n-1}^{\prime}(x)+b_{n} S(x) p_{n}^{\prime}(x)-x S(x) p_{n}^{\prime}(x)
$$

Then (2.6) follows easily from (1.3) and the recurrence relation (2.2) for $x q_{k}$.
(ii) It suffices to show that (2.7) and (2.8) hold for $P=p_{n}, n=0,1,2, \cdots$. Now if $V$ is given by (1.11), so that $V$ has degree at most $t+2$,

$$
\int_{-\infty}^{\infty} p_{n}(x) V(x) d \alpha(x)= \begin{cases}0, & n>t+2, \\ \int_{-\infty}^{\infty} p_{n}(u) S(u) d \beta(u), & n \leqq t+2 .\end{cases}
$$

But (2.6) and orthonormality of $\left\{q_{k}\right\}$ with respect to $d \beta$, show that

$$
\int_{-\infty}^{\infty} p_{n}(u) S(u) d \beta(u)=0, \quad n>t+2 .
$$

Thus (2.7) holds for $P=p_{n}, n=0,1,2, \cdots$. Next, if $U$ is given by (1.10)

$$
\int_{-\infty}^{\infty} p_{n}(x) U(x) d \alpha(x)= \begin{cases}0, & n>t+1, \\ \int_{-\infty}^{\infty} p_{n}^{\prime}(u) S(u) d \beta(u), & n \leqq t+1\end{cases}
$$

But (1.3) and orthonormality of $\left\{q_{k}\right\}$ with respect to $d \beta$ show that

$$
\int_{-\infty}^{\infty} p_{n}^{\prime}(u) S(u) d \beta(u)=0, \quad n>t+1 .
$$

Thus (2.8) holds for $P=p_{n}, n=0,1,2, \cdots$.
Next, we estimate some modified moments.
Lemma 2.2. Assume that assertion II of Theorem 1.1 holds. Let

$$
\begin{equation*}
L_{n}=\int_{-\infty}^{\infty}|x|^{n} d \alpha(x), \quad n=0,1,2, \cdots, \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{n}=\int_{-\infty}^{\infty}|x|^{n} d \beta(x), \quad n=0,1,2, \cdots \tag{2.10}
\end{equation*}
$$

Then

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup } L_{n}^{1 / n} / n<\infty \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup } M_{n}^{1 / n} / n<\infty . \tag{2.12}
\end{equation*}
$$

Proof. First note that as $S \equiv 0$, (2.7) and (2.8) show that $U \equiv 0$ and $V \equiv 0$. Now from (2.8) with $P(x)=x^{n+1}$,

$$
\begin{aligned}
\int_{-\infty}^{\infty} x^{n+1} U(x) d \alpha(x) & =(n+1) \int_{-\infty}^{\infty} x^{n} S(x) d \beta(x) \\
& =(n+1) \int_{-\infty}^{\infty} x^{n} V(x) d \alpha(x)
\end{aligned}
$$

by (2.7). Thus

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{n}[x U(x)-(n+1) V(x)] d \alpha(x)=0, \quad n=0,1,2, \cdots \tag{2.13}
\end{equation*}
$$

Next, there exist nonzero constants $C_{1}$ and $C_{2}$ and nonnegative integers $p$ and $q$ such that

$$
x U(x)=C_{1} x^{p}(1+o(1)), \quad|x| \rightarrow \infty
$$

and

$$
V(x)=C_{2} x^{q}(1+o(1)), \quad|x| \rightarrow \infty .
$$

We distinguish between the cases where $x U(x)$ or $(n+1) V(x)$ dominates in (2.13).
Case 1: $p \leqq q$. As usual, for any real $x$, we let $\operatorname{sign}(x)$ denote the sign of $x$ if $x \neq 0$, while $\operatorname{sign}(0)=0$. Now there exist $C>0$ and $n_{0}$ such that

$$
\operatorname{sign}\left(-C_{2} x^{q}\right)\{x U(x)-(n+1) V(x)\} \geqq 1, \quad|x| \geqq C, \quad n \geqq n_{0} .
$$

Then for $n \geqq n_{0}$ and $n+q$ even, so that $\operatorname{sign}\left(x^{n}\right)=\operatorname{sign}\left(x^{q}\right)$,

$$
\begin{aligned}
\int_{|x| \geqq C}|x|^{n} d \alpha(x) & \leqq \operatorname{sign}\left(-C_{2}\right) \int_{|x| \geqq C} x^{n}\{x U(x)-(n+1) V(x)\} d \alpha(x) \\
& =-\operatorname{sign}\left(-C_{2}\right) \int_{|x| \leqq C} x^{n}\{x U(x)-(n+1) V(x)\} d \alpha(x)=O\left(n C^{n}\right)
\end{aligned}
$$

by (2.13). Since

$$
\int_{|x| \leqq C}|x|^{n} d \alpha(x)=O\left(C^{n}\right)
$$

we obtain, for $n \geqq n_{0}$ and $n+q$ even,

$$
L_{n}=O\left(n C^{n}\right)
$$

However for $n+q$ odd,

$$
\begin{equation*}
L_{n} \leqq \int_{-1}^{1} d \alpha(x)+\int_{|x| \geqq 1}|x|^{n+1} d \alpha(x) \leqq L_{0}+L_{n+1} \tag{2.14}
\end{equation*}
$$

and then (2.11) follows.
CASE 2: $p>q$. Let $X(n)=16\left|C_{2} / C_{1}\right| n, n=1,2,3, \cdots$. Then for $|x| \geqq X(n)$, and $n$ large enough,

$$
\begin{aligned}
\operatorname{sign}\left(C_{1} x^{p}\right)\{x U(x)-(n+1) V(x)\} & \geqq\left\{\left|C_{1} x^{p}\right| / 2-2(n+1)\left|C_{2} x^{q}\right|\right\} \\
& \geqq\left|C_{1} x^{p}\right| / 2\left\{1-8 n\left|C_{2} / C_{1}\right||x|^{q-p}\right\} \geqq 1
\end{aligned}
$$

as $q-p \leqq-1$. Hence if $n+p$ is even and $n$ is large enough, so that $\operatorname{sign}\left(x^{n}\right)=\operatorname{sign}\left(x^{p}\right)$,

$$
\begin{aligned}
\int_{|x| \geqq X(n)}|x|^{n} d \alpha(x) & \leqq \operatorname{sign}\left(C_{1}\right) \int_{|x| \geqq X(n)} x^{n}\{x U(x)-(n+1) V(x)\} d \alpha(x) \\
& \left.=-\operatorname{sign}\left(C_{1}\right) \int_{|x| \leqq X(n)} x^{n}\{x U(x)-(n+1) V(x)\} d \alpha(x) \quad \text { by }(2.13)\right) \\
& =O\left(n X(n)^{n+p}\right) .
\end{aligned}
$$

Further,

$$
\int_{|x| \leqq X(n)}|x|^{n} d \alpha(x)=O\left(X(n)^{n}\right)
$$

and thus if $n+p$ is even,

$$
L_{n}=O\left(n X(n)^{n+p}\right)=O\left(\left(C_{3} n\right)^{n+p}\right)
$$

for some $C_{3}>0$. This establishes (2.11) if we restrict $n$ to those integers for which $n+p$ is even. As before, (2.14) yields (2.11) in the general case. Finally, (2.12) follows easily from (2.7) and (2.11).

Finally, we need two Fourier transform identities.
Lemma 2.3. Assume that assertion II of Theorem 1.1 holds. Then for all real $u$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{i u x} V(x) d \alpha(x)=\int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x) \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{i u x} U(x) d \alpha(x)=i u \int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x) \tag{2.16}
\end{equation*}
$$

Proof. Our proof will be similar to that of the uniqueness criterion of M. Riesz for the moment problem [5, pp. 79-80]. Let

$$
\varphi_{1}(u)=\int_{-\infty}^{\infty} e^{i u x} V(x) d \alpha(x)
$$

and

$$
\begin{equation*}
\varphi_{2}(u)=\int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x) \tag{2.17}
\end{equation*}
$$

for all real $u$. We shall show that there exists $r>0$ such that both $\varphi_{1}(u)$ and $\varphi_{2}(u)$ are analytic in the strip $\{u \in \mathbb{C}:|\operatorname{Im} u|<r\}$. To this end, we first note that by Lemma 2.2, there exists $r>0$ such that the series $\sum_{k=0}^{\infty} L_{k+t+2} z^{k} / k!$ and $\sum_{k=0}^{\infty} M_{k+t+2} z^{k} / k!$ converge absolutely and uniformly in compact subsets of $|z|<r$. Then given real $u$ and $|z|<r$, we have formally

$$
\begin{aligned}
\varphi_{1}(u+z) & =\int_{-\infty}^{\infty} e^{i x(u+z)} V(x) d \alpha(x) \\
& =\int_{-\infty}^{\infty} e^{i x u} \sum_{k=0}^{\infty}(i x z)^{k} / k!V(x) d \alpha(x) \\
& =\sum_{k=0}^{\infty}(i z)^{k} \int_{-\infty}^{\infty} e^{i x u} x^{k} V(x) d \alpha(x) / k!.
\end{aligned}
$$

As $V$ has degree at most $t+2$, it is not difficult to see that the coefficient of $z^{k}$ in this last series is bounded by $C\left(L_{k+t+2}+L_{k}\right) / k$ !, where $C$ is a positive constant independent of $k$. Thus the power series converges uniformly for $z$ in compact subsets of $|z|<r$, where $r>0$ is independent of $u$. We deduce that the formal interchanges above are analytically valid and that $\varphi_{1}(u)$ is analytic in the strip $\{u:|\operatorname{Im} u|<r\}$. Similarly $\varphi_{2}$ is analytic in this strip.

If we can show that for some $\varepsilon>0$,

$$
\varphi_{1}(u)=\varphi_{2}(u), \quad u \in(-\varepsilon, \varepsilon),
$$

so that (2.15) is valid for $u \in(-\varepsilon, \varepsilon)$, then analytic continuation will show that (2.15) is valid for all real $u$. Now from (2.7), we have that (2.15) is valid for real $u$, provided we replace $e^{i u x}$ by its $(n+1)$ th partial sum,

$$
P_{n}(x u)=\sum_{k=0}^{n}(i u x)^{k} / k!,
$$

that is,

$$
\begin{equation*}
\int_{-\infty}^{\infty} P_{n}(x u) V(x) d \alpha(x)=\int_{-\infty}^{\infty} P_{n}(x u) S(x) d \beta(x) \tag{2.18}
\end{equation*}
$$

Next, applying Taylor's formula to the real and imaginary parts of $e^{i y}, y$ real, we see (cf. [5, p. 79]) that

$$
\left|e^{i y}-P_{n}(y)\right| \leqq 2|y|^{n} / n!, \quad y \text { real. }
$$

Then, using (2.18), we see that

$$
\begin{aligned}
& \left|\int_{-\infty}^{\infty} e^{i u x} V(x) d \alpha(x)-\int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x)\right| \\
& =\left|\int_{-\infty}^{\infty}\left\{e^{i u x}-P_{n}(x u)\right\}(V(x) d \alpha(x)-S(x) d \beta(x))\right| \\
& \quad \leqq 2|u|^{n} \int_{-\infty}^{\infty}|x|^{n}\{|V(x)| d \alpha(x)+|S(x)| d \beta(x)\} / n! \\
& \rightarrow 0 \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

if $|u|$ is small enough, by Lemma 2.2, and as $S$ and $V$ are polynomials. Thus (2.15) is valid.

The proof of (2.16) is rather similar. One shows that the left and right members of (2.16) are analytic functions of $u$ in a strip containing the real line. Further, one uses (2.8) to show that

$$
\int_{-\infty}^{\infty} P_{n}(u x) U(x) d \alpha(x)=i u \int_{-\infty}^{\infty} P_{n-1}(u x) S(x) d \beta(x)
$$

and proceeds much as above.
Recall that we can write

$$
d \alpha(x)=\alpha^{\prime}(x) d x+d \alpha_{j}(x)+d \alpha_{s}(x)
$$

where $\alpha^{\prime}(x) d x$ is the absolutely continuous part of $d \alpha$, while $d \alpha_{j}$ is a series of point masses, and $d \alpha_{s}$ is the singularly continuous part of $d \alpha$. Similar remarks apply to $d \beta$.

Proof of II $\Rightarrow$ III. Let $U$ and $V$ be given by (1.10) and (1.11), and let $\phi_{2}$ be given by (2.17). From (2.16), we see that

$$
\varphi_{2}(u)=O\left(u^{-1}\right), \quad|u| \rightarrow \infty,
$$

and hence

$$
\int_{-x}^{x}\left|\varphi_{2}(u)\right| d u=o(x), \quad x \rightarrow \infty
$$

It then follows from Wiener's Theorem (Zygmund [21, p. 261]) that

$$
\begin{equation*}
F(u)=\int_{-\infty}^{u} S(x) d \beta(x) \tag{2.19}
\end{equation*}
$$

is continuous in $(-\infty, \infty)$. Next, integrating the left member of (2.16) by parts, and using

$$
\begin{equation*}
\int_{-\infty}^{\infty} U(x) d \alpha(x)=0 \tag{2.20}
\end{equation*}
$$

(which follows from (2.16) with $u=0$ ), we obtain

$$
-\int_{-\infty}^{\infty} i u e^{i u x}\left\{\int_{-\infty}^{x} U(y) d \alpha(y)\right\} d x=i u \int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x)
$$

and hence that

$$
\begin{equation*}
-\int_{-\infty}^{\infty} e^{i u x}\left\{\int_{-\infty}^{x} U(y) d \alpha(y)\right\} d x=\int_{-\infty}^{\infty} e^{i u x} S(x) d \beta(x) \tag{2.21}
\end{equation*}
$$

$u \neq 0$. We can let $u \rightarrow 0$ to deduce that (2.21) holds even for $\boldsymbol{u}=0$. To see this it suffices to prove

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{x} U(y) d \alpha(y)\right| d x<\infty \tag{2.22}
\end{equation*}
$$

and then to apply Lebesgue's Dominated Convergence Theorem. Now, since all moments of $d \alpha$ are finite, and since (2.20) holds, we see that as $x \rightarrow \infty$,

$$
\int_{-\infty}^{x} U(y) d \alpha(y)=-\int_{x}^{\infty} U(y) d \alpha(y)=O\left(x^{-j}\right)
$$

for each positive integer $j$. Further as $x \rightarrow-\infty$,

$$
\int_{-\infty}^{x} U(y) d \alpha(y)=O\left(x^{-j}\right)
$$

for each positive integer $j$. Thus (2.22) holds and hence (2.21) is valid for all real $u$.
We may now use the uniqueness of Fourier transforms and the continuity of $F(u)$ in (2.19) (see Zygmund [21, p. 293, Thm. 10.15]) to deduce for all real $u$.

$$
\begin{equation*}
-\int_{-\infty}^{u}\left\{\int_{-\infty}^{x} U(y) d \alpha(y)\right\} d x=\int_{-\infty}^{u} S(x) d \beta(x) \tag{2.23}
\end{equation*}
$$

It now follows that $S(x) d \beta(x)$ is absolutely continuous in $(-\infty, \infty)$. Thus $d \beta_{s} \equiv 0$ and $d \beta_{j}$ can have point masses only at zeros of $S$, so that with the notation of Theorem 1.1,

$$
\begin{equation*}
d \beta(x)=\beta^{\prime}(x) d x+\sum_{k=1}^{N^{\prime}} \mu_{k} \delta_{s_{k}}(x) . \tag{2.24}
\end{equation*}
$$

Further, from (2.23)

$$
\begin{equation*}
-\int_{-\infty}^{u} U(y) d \alpha(y)=S(u) \beta^{\prime}(u), \quad u \in(-\infty, \infty) \tag{2.25}
\end{equation*}
$$

Next, using (2.15), in the same way as we used (2.21), we deduce that for all real $u$,

$$
\begin{align*}
\int_{-\infty}^{u} V(x) d \alpha(x) & =\int_{-\infty}^{u} S(x) d \beta(x) \\
& =\int_{-\infty}^{u} S(x) \beta^{\prime}(x) d x, \tag{2.26}
\end{align*}
$$

by absolute continuity of $S d \beta$. We deduce that $V(x) d \alpha(x)$ is absolutely continuous in $(-\infty, \infty)$. Thus $d \alpha_{s} \equiv 0$ and $d \alpha_{j}$ can have point masses only at zeros of $V$, so that

$$
\begin{equation*}
d \alpha(x)=\alpha^{\prime}(x) d x+\sum_{k=1}^{N} \lambda_{k} \delta_{v_{k}}(x), \tag{2.27}
\end{equation*}
$$

with the notation of Theorem 1.1. Then (2.26) and (2.27) show that

$$
\begin{equation*}
V(x) \alpha^{\prime}(x)=S(x) \beta^{\prime}(x), \quad x \in(-\infty, \infty) . \tag{2.28}
\end{equation*}
$$

Further, substituting (2.27) and (2.28) into (2.25), we obtain for all real $u \notin$ $\left\{v_{1}, v_{2} \cdots v_{N}\right\}$,

$$
\begin{equation*}
-\int_{-\infty}^{u} U(y) \alpha^{\prime}(y) d y-\sum_{v_{k} \leqq u} \lambda_{k} U\left(v_{k}\right)=V(u) \alpha^{\prime}(u) . \tag{2.29}
\end{equation*}
$$

We deduce that $V \alpha^{\prime}$ is absolutely continuous in any interval $I_{k}=\left(v_{k}, v_{k+1}\right)$, and

$$
-U(u) \alpha^{\prime}(u)=\left(V(u) \alpha^{\prime}(u)\right)^{\prime}, \quad u \in I_{k} .
$$

Hence in $I_{k}$,

$$
\left(V \alpha^{\prime}\right)^{\prime} /\left(V \alpha^{\prime}\right)=-U / V
$$

and integrating, we obtain

$$
\alpha^{\prime}(x)=\left(A_{k} /|V(x)|\right) \exp \left(-\int^{x} U(u) / V(u) d u\right), \quad x \in I_{k},
$$

where $A_{k}$ is a nonnegative constant. Together with (2.27), this establishes (1.5) and (1.7). It is obvious that at least one $A_{k}$ must be positive, since $\alpha(x)$ has infinitely many points of increase. Now consider an interval $I_{k}$ in which $\alpha^{\prime}$ is not identically zero. Then $A_{k}>0$ and $\alpha^{\prime}$ and $V$ do not vanish in $I_{k}$. Hence the left member of (2.28) is of one sign and nonzero in $I_{k}$, so that $S$ must have the same sign as $V$ in $I_{k}$ and does not vanish in $I_{k}$. Now (1.6) follows easily from (1.5), (2.24) and (2.28).

It remains to prove (1.8). Since the integral in (2.29) is continuous in $\mathbb{R}$, it suffices to show that $\alpha^{\prime}(x) V(x)$ is continuous in $\mathbb{R}$. As $\alpha^{\prime} V$ is continuous in each $I_{k}$, it suffices to show that

$$
\begin{equation*}
\lim _{x \rightarrow v_{k}} \alpha^{\prime}(x) V(x)=0, \quad k=1,2, \cdots, N . \tag{2.30}
\end{equation*}
$$

Fix $k$. If as $x \rightarrow v_{k}, \exp \left(-\int^{x} U(u) / V(u) d u\right) \rightarrow 0$, it will be bounded below by a positive number in either some left or right neighbourhood of $v_{k}$. Then if $\alpha^{\prime}(x)$ is not identically zero in that neighbourhood, it follows from (1.5) that in that neighbourhood

$$
\alpha^{\prime}(x) \geqq C /\left|x-v_{k}\right|^{l},
$$

where $l$ is a positive integer and $C>0$. This contradicts the integrability of $d \alpha$. Thus either $\alpha^{\prime} \equiv 0$ near $v_{k}$ (in which case (2.30) is trivial), or $\exp \left(-\int^{x} U(u) / V(u) d u\right) \rightarrow 0$ as $x \rightarrow v_{k}$ and then (1.5) yields (2.30).

Proof of III $\Rightarrow$ II. From (1.5) and (1.7) we see that in any interval $I_{k}$ (given by (1.4)), $\alpha^{\prime}$ is absoutely continuous and

$$
\begin{equation*}
\left(V(x) \alpha^{\prime}(x)\right)^{\prime}=-U(x) \alpha^{\prime}(x), \quad x \in I_{k} . \tag{2.31}
\end{equation*}
$$

Further, using the integrability of $d \alpha$ as in the proof of II $\Rightarrow$ III, we see that (2.30) is true. Finally, from (1.5) and (1.6), we deduce that for all real $x \notin\left\{v_{1}, v_{2}, \cdots, v_{N}\right\}$,

$$
\begin{equation*}
V(x) \alpha^{\prime}(x)=S(x) \beta^{\prime}(x) . \tag{2.32}
\end{equation*}
$$

Let $n$ be a nonnegative integer. As $d \beta$ has jumps only at zeros of $S$,

$$
\begin{align*}
\int_{-\infty}^{\infty} S p_{n}^{\prime} q_{k} d \beta(x) & =\int_{-\infty}^{\infty} S p_{n}^{\prime} q_{k} \beta^{\prime} d x \\
& =\int_{-\infty}^{\infty} p_{n}^{\prime} q_{k} V \alpha^{\prime} d x \quad(\text { by }(2.32)) \\
& =\sum_{k=0}^{N} \int_{I_{k}} p_{n}^{\prime} q_{k} V \alpha^{\prime} d x \\
& =-\sum_{k=0}^{N}\left\{\left.p_{n} q_{k} V \alpha^{\prime}\right|_{v_{k}} ^{v_{k+1}}-\int_{I_{k}} p_{n}\left(q_{k} V \alpha^{\prime}\right)^{\prime} d x\right\} \\
& =-\int_{-\infty}^{\infty} p_{n}\left\{q_{k}^{\prime} V \alpha^{\prime}+q_{k}\left(V \alpha^{\prime}\right)^{\prime}\right\} d x \quad(\text { by }(2.30)) \\
& =-\int_{-\infty}^{\infty} p_{n}\left\{q_{k}^{\prime} V-q_{k} U\right\} \alpha^{\prime} d x \quad(\text { by }(2.31)) \\
& =-\int_{-\infty}^{\infty} p_{n}\left\{q_{k}^{\prime} V-q_{k} U\right\} d \alpha(x)+\sum_{k=1}^{N} \lambda_{k} p_{n}\left(v_{k}\right)\left\{q_{k}^{\prime} V-q_{k} U\right\}\left(v_{k}\right), \tag{2.33}
\end{align*}
$$

by (1.5). Since $q_{k}^{\prime} V-q_{k} U$ has degree at most $k+t+1$, the integral in the right member of (2.33) will vanish if $n>k+t+1$, that is if $k<n-1-t$. In view of (1.8), and as $v_{1}$, $v_{2}, \cdots, v_{N}$ are zeros of $V$, the sum in (2.33) is zero. Thus, expanding $S p_{n}^{\prime}$ in terms of $q_{0}, q_{1}, \cdots, q_{n}$, we obtain (1.3).

Thus the proof of Theorem 1.1 is complete. We turn to proving Theorem 1.2.
Proof of Theorem 1.2. Suppose that any of the assertions I, II or III of Theorem 1.1 hold, so that, in particular, (1.5) and (1.6) are valid. The partial fraction decomposition of $U / V$ has the form

$$
\begin{equation*}
U(u) / V(u)=P^{\prime}(u)-\sum_{k=1}^{N} \Gamma_{k} /\left(u-v_{k}\right)+\sum b_{i k}\left(u-v_{i}\right)^{-k-1}+U^{*}(u) / V^{*}(u) \tag{2.34}
\end{equation*}
$$

where $P$ is a polynomial, $U^{*}$ and $V^{*}$ are as in Theorem 1.2, and in the finite sum $\sum b_{i k}\left(u-v_{i}\right)^{-k-1}$, all the integers $k$ are positive. Integrating (2.34), we obtain (1.13). The stated restrictions on $\left\{a_{i k}\right\}$ and $P$ depending on the support of $d \alpha$, follow immediately from the integrability of $d \alpha$.
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#### Abstract

The general Pollaczek polynomials and their sieved analogues are studied in detail. Basic analogues of the Pollaczek polynomials are introduced. The measures that these polynomials are orthogonal with respect to are obtained by applying Darboux's Method and Markov's Theorem.


1. Introduction. A distribution function $\psi(x)$ is a nondecreasing function defined on $(-\infty, \infty)$ and having infinitely many points of increase and finite moments of all orders. A sequence of polynomials $\left\{p_{n}(x)\right\}$ is orthogonal if $p_{n}(x)$ has precise degree $n$ and there exists a distribution function $\psi(x)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} p_{n}(x) p_{m}(x) d \psi(x)=\lambda_{n} \delta_{m n} . \tag{1.1}
\end{equation*}
$$

The support of $d \psi(x)$ is the spectrum of $\psi$ and will be denoted by $\sigma(\psi)$. Let

$$
\begin{equation*}
p_{0}(x)=1, \quad p_{1}(x)=A_{0} x+B_{0} . \tag{1.2}
\end{equation*}
$$

A set of polynomials $\left\{p_{n}(x)\right\}$ satisfying (1.2) is orthogonal if and only if it satisfies a three term recurrence relation

$$
\begin{equation*}
p_{n+1}(x)=\left(A_{n} x+B_{n}\right) p_{n}(x)-C_{n} p_{n-1}(x), \quad n>0, \tag{1.3}
\end{equation*}
$$

and a positivity condition

$$
\begin{equation*}
A_{n} A_{n-1} C_{n}>0, \quad n=1,2, \cdots \tag{1.4}
\end{equation*}
$$

This is known as Favard's Theorem [9], [30]. We shall normalize $\psi(x)$ by

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \psi(x)=1 \tag{1.5}
\end{equation*}
$$

It is easy to obtain

$$
\begin{equation*}
\lambda_{0}=1, \quad \lambda_{n}=A_{0} C_{1} \cdots C_{n} / A_{n}, \quad n=1,2, \cdots . \tag{1.7}
\end{equation*}
$$

A central problem in the theory of orthogonal polynomials is to determine the qualitative behavior of a distribution function from the qualitative behavior of the coefficients in the three term recurrence relation [10], [18]-[21]. These qualitative results are usually motivated by specific examples, or models, where both the polynomials and the distribution function are known explicitly. These models are usually hard to come by so new models that exhibit distinctly different qualitative behavior are of some interest and importance. The Szegö theory of orthogonal polynomials is modeled after the Chebyshev polynomials [10]-[12], [30]. Recently several good candidates of models for new theories have been discovered [4], [15].

[^99]The second order difference equation (1.3) has two linearly independent solutions $\left\{p_{n}(x)\right\}$ and $\left\{p_{n}^{*}(x)\right\}$. The denominator polynomials $\left\{p_{n}(x)\right\}$ satisfy the initial conditions (1.2) while the numerator polynomials $\left\{p_{n}^{*}(x)\right\}$ are given initially by

$$
\begin{equation*}
p_{0}^{*}(x)=0, \quad p_{1}^{*}(x)=A_{0} . \tag{1.8}
\end{equation*}
$$

It can be proved that the boundedness conditions

$$
\begin{equation*}
\left|B_{n} / A_{n}\right| \leqq M \quad \text { and } \quad C_{n} /\left(A_{n} A_{n-1}\right)<M, \quad n=1,2, \cdots, \tag{1.9}
\end{equation*}
$$

imply the boundedness of $\sigma(\psi)$ (Chihara [9, pp. 67, 109]). When $\sigma(\psi)$ is bounded, the Stieltjes transform of the distribution function can be recovered from the asymptotic behavior of $p_{n}(x)$ and $p_{n}^{*}(x)$.

Theorem 1.1 (Markov). If $\sigma(\psi)$ is compact then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}^{*}(z) / p_{n}(z)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t}, \quad z \notin \sigma(\psi), \tag{1.10}
\end{equation*}
$$

and the limit is uniform on compact subsets of $\mathbb{C}-\sigma(\psi)$.
The Perron-Stieltjes Inversion Formula is

$$
\begin{equation*}
F(z)=\int_{-\infty}^{\infty} \frac{d \psi(t)}{z-t} \quad \text { iff } \psi\left(t_{2}\right)-\psi\left(t_{1}\right)=\lim _{\varepsilon \rightarrow 0+} \int_{t_{1}}^{t_{2}} \frac{F(t-i \varepsilon)-F(t+i \varepsilon)}{2 \pi i} d t . \tag{1.11}
\end{equation*}
$$

In (1.11) it is assumed that $\sigma(\psi)$ is contained in a half line. The asymptotic behavior of $p_{n}(z)$ and $p_{n}^{*}(z)$ may be computed by applying Darboux's Method (Olver [23, § 8.9]).

Theorem 1.2 (Darboux's Method). Let $f(z)$ be analytic in $|z|<r, 0<r<\infty$, and have a finite number of singularities on $|z|=r$. Assume that $g(z)$ is also analytic in $|z|<r$ and $f-g$ is continuous in $|z|=r$. If $f(z)=\sum_{0}^{\infty} f_{n} z^{n}, g(z)=\sum_{0}^{\infty} g_{n} z^{n}$, then $f_{n}=g_{n}+o\left(r^{-n}\right)$.

The function $g(z)$ is called a comparison function. The origin of the terminology "numerator" and "denominator" is that the continued fraction

$$
\chi(z):=\frac{A_{0}}{\sqrt{A_{0} z+B_{0}}-\frac{C_{1}}{\mid A_{1} z+B_{1}}-\cdots-\frac{C_{n}}{\mid A_{n} z+B_{n}}=\cdots .}
$$

is given by

$$
\chi(z)=\lim _{n \rightarrow \infty} p_{n}^{*}(z) / p_{n}(z), \quad z \notin \sigma(\psi) .
$$

Pollaczek's investigations of a stochastic model of the French telephones led him to a generalization of the Legendre polynomials [24]. The ultraspherical polynomials are generated by

$$
\begin{gather*}
C_{0}^{\lambda}(x)=1, \quad C_{1}^{\lambda}(x)=2 \lambda x,  \tag{1.12}\\
(n+1) C_{n+1}^{\lambda}(x)=2 x(n+\lambda) C_{n}^{\lambda}(x)-(n+2 \lambda-1) C_{n-1}^{\lambda}(x), \quad n>0 . \tag{1.13}
\end{gather*}
$$

The case $\lambda=\frac{1}{2}$ is the Legendre polynomials. Later, Szegö [29] extended Pollaczek's work by generalizing the ultraspherical polynomials in the way Pollaczek generalized the Legendre polynomials. Szegö considered the polynomials

$$
\begin{equation*}
(n+1) P_{n+1}^{\lambda}(x ; a, b)=2[x(n+\lambda+a)+b] P_{n}^{\lambda}(x ; a, b)-(n+2 \lambda-1) P_{n-1}^{\lambda}(x ; a, b) \tag{1.14}
\end{equation*}
$$ with

$$
\begin{equation*}
P_{0}^{\lambda}(x ; a, b)=1, \quad P_{1}^{\lambda}(x ; a, b)=2 x(\lambda+a)+2 b . \tag{1.15}
\end{equation*}
$$

Clearly $P_{n}^{\lambda}(x ; 0,0)=C_{n}^{\lambda}(x)$. Szegö referred to $\left\{P_{n}^{\lambda}(x ; a, b)\right\}$ as the Pollaczek polynomials. They do not belong to the Szegö class and the limiting distribution of their zeros is very different from the classical polynomials (Novikoff [22]). Both Pollaczek and Szegö only handled the case $\lambda>0, a>|b|$, when $\psi$ is absolutely continuous and $\sigma(\psi)$ is [ $-1,1$ ]. Askey and Ismail [4] treated the case $b=0$ of the polynomials in (1.15) and (1.14). The case $b=0$ contains subcases when the distribution function has infinitely many jumps. The jumps and the polynomials have been computed explicitly. This provides a model very different from the case $\lambda>0, a>|b|$ of Pollaczek and Szegö. This raises the question of determining the distribution function of the general Pollaczek polynomials. This will follow as a corollary of some of the results of this work, see $\S 6$. The special cases $b= \pm a$ were treated in Bank and Ismail [7]. This is equivalent to determining the spectral measure of the differential operator

$$
-\frac{1}{2} \frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{2 r^{2}}+\frac{Z}{r}
$$

which is the radial part of a Schrödinger wave equation with a Coulomb potential.
L. J. Rogers introduced continuous $q$-ultraspherical polynomials $\left\{C_{n}(x ; \beta \mid q)\right\}$ and used them to prove the celebrated Rogers-Ramanujan identities. They satisfy

$$
\begin{equation*}
\left(1-q^{n+1}\right) C_{n+1}(x ; \beta \mid q)=2 x\left(1-\beta q^{n}\right) C_{n}(x ; \beta \mid q)-\left(1-\beta^{2} q^{n-1}\right) C_{n-1}(x ; \beta \mid q) \tag{1.16}
\end{equation*}
$$ for $n>0$ and

$$
\begin{equation*}
C_{0}(x ; \beta \mid q)=1, \quad C_{1}(x ; \beta \mid q)=2 x(1-\beta) /(1-q) \tag{1.17}
\end{equation*}
$$

where $-1<q<1$. The distribution function of these polynomials was computed in [2], [3], [6]. These polynomials generalize the ultraspherical polynomials in a direction different from Szegö's generalization. It is clear that $C_{n}\left(x ; q^{\lambda} \mid q\right) \rightarrow C_{n}^{\lambda}(x)$ as $q \rightarrow 1$.

Al-Salam, Allaway and Askey [1] observed that other interesting polynomials arise as limiting cases of the continuous $q$-ultraspherical polynomials. They showed that

$$
\begin{equation*}
B_{n}^{\lambda}(x ; k)=\lim _{s \rightarrow 1} C_{n}\left(x ; s^{\lambda k+1} \omega \mid s \omega\right), \quad \omega=\exp (2 \pi i / k) \tag{1.18}
\end{equation*}
$$

exists and satisfies

$$
\left\{\begin{array}{l}
B_{n+1}^{\lambda}(x ; k)=2 x B_{n}^{\lambda}(x ; k)-B_{n-1}^{\lambda}(x ; k), \quad k \nmid n+1, \\
m B_{m k}^{\lambda}(x ; k)=2 x(m+\lambda) B_{m k-1}^{\lambda}(x ; k)-(m+2 \lambda) B_{m k-2}^{\lambda}(x ; k), \quad m>0,  \tag{1.20}\\
B_{0}^{\lambda}(x ; k)=1, \quad B_{1}^{\lambda}(x ; k)=2 x, \quad k>1 .
\end{array}\right.
$$

Al-Salam, Allaway and Askey named these polynomials "sieved ultraspherical polynomials of the second kind." They also showed that the sieved ultraspherical polynomials of the first kind

$$
\begin{equation*}
c_{n}^{\lambda}(x ; k)=\lim _{s \rightarrow 1}(\omega s ; \omega s)_{n} C_{n}\left(x ; s^{\lambda k} \mid \omega s\right) /\left(s^{2 \lambda k} ; s \omega\right)_{n} \tag{1.21}
\end{equation*}
$$

satisfy

$$
\left\{\begin{array}{l}
c_{n+1}^{\lambda}(x ; k)=2 x c_{n}^{\lambda}(x ; k)-c_{n-1}^{\lambda}(x ; k), \quad k \nmid n, \\
(m+2 \lambda) c_{m k+1}^{\lambda}(x ; k)=2 x(m+\lambda) c_{m_{k}}^{\lambda}(x ; k)-m c_{m k-1}^{\lambda}(x ; k), \quad m>0,  \tag{1.23}\\
c_{0}^{\lambda}(x ; k)=1, \quad c_{1}^{\lambda}(x ; k)=x, \quad k>1
\end{array}\right.
$$

where $\omega$ is as in (1.18). In (1.21) we used the notation

$$
\begin{equation*}
(a ; q)_{0}=1, \quad(a ; q)_{n}=\prod_{j=1}^{n}\left(1-a q^{j-1}\right) \tag{1.24}
\end{equation*}
$$

Al-Salam, Allaway and Askey let $q=\omega s$ and let $s \rightarrow 1$ formally in the orthogonality relation of the continuous $q$-ultraspherical polynomials after choosing $\beta$ as in (1.18) and (1.21). They mentioned the orthogonality relations

$$
\begin{equation*}
\int_{-1}^{1} c_{n}^{\lambda}(x ; k) c_{m}^{\lambda}(x ; k) w_{1}(x) d x=\Gamma\left(\frac{1}{2}\right) \Gamma\left(\lambda+\frac{1}{2}\right) h_{n, 1} \delta_{m, n} / \Gamma(\lambda+1), \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-1}^{1} B_{m}^{\lambda}(x ; k) B_{n}^{\lambda}(x ; k) w_{2}(x) d x=\Gamma\left(\frac{1}{2}\right) \Gamma\left(\lambda+\frac{1}{2}\right) h_{n, 2} \delta_{m, n} / \Gamma(\lambda+1), \tag{1.26}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{1}(x)=\left(1-x^{2}\right)^{\lambda-1 / 2}\left|U_{k-1}(x)\right|^{2 \lambda}, \quad h_{n, 1}=\frac{(\lambda)_{\lfloor n / k\rceil}(1)_{\lfloor n / k\rfloor}}{(2 \lambda)_{\lceil n / k\rceil}(\lambda+1)_{\lfloor n / k\rfloor}}, \tag{1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{2}(x)=\left(1-x^{2}\right)^{\lambda+1 / 2}\left|U_{k-1}(x)\right|^{2 \lambda}, \quad h_{n, 2}=\frac{(\lambda+1)_{\lfloor n / k\rfloor}(2 \lambda+1)_{\lfloor(n+1) / k\rfloor}}{2(1)_{\lfloor n / k\rfloor}(\lambda+1)_{\lfloor(n+1) / k\rfloor}} . \tag{1.28}
\end{equation*}
$$

For proofs, see Askey and Shukla [5], Charris and Ismail [8] and Ismail [14].
This paper is part of a series of papers on sieved orthogonal polynomials, [8], [14]-[16]. In this part, we thoroughly investigate a sieved analogue of the Pollaczek polynomials. We start with an analogue of the continuous $q$-ultraspherical polynomials. The appropriate analogue is

$$
\left\{\begin{array}{l}
F_{0}(x)=1, \quad F_{1}(x)=2[(1-\Delta U) x+V] /(1-q)  \tag{1.29}\\
\left(1-q^{n+1}\right) F_{n+1}(x)=2\left[\left(1-U \Delta q^{n}\right) x+V q^{n}\right] F_{n}(x)-\left(1-\Delta^{2} q^{n-1}\right) F_{n-1}(x)
\end{array}\right.
$$

$$
n>0 .
$$

We shall also use $F_{n}(x ; U, V, \Delta ; q)$ instead of $F_{n}(x)$ if we need to exhibit the dependence on the parameters $U, V, \Delta$ and $q$. In § 3 we obtain generating functions for $\left\{F_{n}(x)\right\}$ and $\left\{F_{n}^{*}(x)\right\}$. We then take

$$
\begin{equation*}
U=s^{k a}, \quad V=\omega s^{k}\left(1-s^{k b}\right), \quad \Delta=\omega s^{k \lambda+1}, \quad q=s \omega, \tag{1.30}
\end{equation*}
$$

and let $s \rightarrow 1$. Set

$$
\begin{equation*}
B_{n}^{\lambda}(x ; a, b ; k)=\lim _{s \rightarrow 1} F_{n}\left(x ; s^{k a}, \omega s^{k}\left(1-s^{k b}\right), \omega s^{k \lambda+1} ; s \omega\right) . \tag{1.31}
\end{equation*}
$$

Writing $B_{n}^{\lambda}(x)$ for $B_{n}^{\lambda}(x ; a, b ; k)$ we get

$$
\begin{equation*}
B_{0}^{\lambda}(x)=1, \quad B_{1}^{\lambda}(x)=2 x, \tag{1.32}
\end{equation*}
$$

and

$$
\begin{cases}B_{n+1}^{\lambda}(x)=2 x B_{n}^{\lambda}(x)-B_{n-1}^{\lambda}(x), & k \nmid n+1,  \tag{1.33}\\ m B_{m k}^{\lambda}(x)=2[(m+\lambda+a) x+b] B_{m k-1}^{\lambda}(x)-(2 \lambda+m) B_{m k-2}^{\lambda}(x), & m>0 .\end{cases}
$$

These are the sieved Pollaczek polynomials of the second kind. The case $b=0$ is in [14] when $\lambda>0$. Generating functions for the $B_{n}^{\lambda}$ 's and their numerators follow from the generating functions for the $F_{n}$ 's and $F_{n}^{*}$ 's. This is also done in § 3 . The $q$-binomial theorem

$$
\begin{equation*}
\frac{(a z ; q)_{\infty}}{(z ; q)_{\infty}}=\sum_{n=0}^{\infty} \frac{(a ; q)_{n}}{(q ; q)_{n}} z^{n} \tag{1.34}
\end{equation*}
$$

(Slater [28, p. 248]) will be used. The asymptotic behavior of $B_{n}^{\lambda}(x)$ and $B_{n}^{* \lambda}(x)$ are determined and the continued fraction whose numerators are $\left\{B_{n}^{* \lambda}(x)\right\}$ and denominators are $\left\{B_{n}^{\lambda}(x)\right\}$ is computed. Also, in $\S 4$ analogous results are obtained for the sieved Pollaczek polynomials of the first kind which arise as follows. Let $\left\{G_{n}(x ; U, V, \Delta ; q)\right\}$ or simply $\left\{G_{n}(x)\right\}$ be

$$
\begin{equation*}
G_{n}(x)=\frac{(q ; q)_{n} F_{n}(x)}{\left(\Delta^{2} ; q\right)_{n}} \tag{1.35}
\end{equation*}
$$

The $G_{n}$ 's satisfy $G_{0}(x)=1, G_{1}(x)=2[(1-\Delta U) x+V] /\left(1-\Delta^{2}\right)$ and

$$
\begin{equation*}
\left(1-\Delta^{2} q^{n}\right) G_{n+1}(x)=2\left[\left(1-\Delta U q^{n}\right) x+V q^{n}\right] G_{n}(x)-\left(1-q^{n}\right) G_{n-1}(x), \quad n>0 . \tag{1.36}
\end{equation*}
$$

Now let

$$
\begin{equation*}
U=s^{k a}, \quad V=s^{k}\left(1-s^{k b}\right), \quad \Delta=s^{k \lambda}, \quad q=s \omega, \tag{1.37}
\end{equation*}
$$

and define the sieved Pollaczek polynomials of the first kind by

$$
c_{n}^{\lambda}(x ; a, b ; k)=\lim _{s \rightarrow 1} G_{n}\left(x ; s^{k a}, s^{k}\left(1-s^{k b}\right), s^{k \lambda} ; \omega s\right) .
$$

They satisfy

$$
\begin{equation*}
c_{0}^{\lambda}(x ; a, b ; k)=1, \quad c_{1}^{\lambda}(x ; a, b ; k)=x, \tag{1.38}
\end{equation*}
$$

and

$$
\left\{\begin{array}{c}
c_{n+1}^{\lambda}(x ; a, b ; k)=2 x c_{n}^{\lambda}(x ; a, b ; k)-c_{n-1}^{\lambda}(x ; a, b ; k), \quad k \nmid n  \tag{1.39}\\
(m+2 \lambda) c_{m k+1}^{\lambda}(x ; a, b ; k)=2[x(m+a+\lambda)+b] c_{m k}^{\lambda}(x ; a, b ; k) \\
-m c_{m k-1}^{\lambda}(x ; a, b ; k),
\end{array}\right.
$$

for $m>0$. The distribution functions of both polynomials are determined in $\S \S 4$ and 5. It turns out that the discrete spectrum (the closure of the isolated points of discontinuity of $\psi(x))$ is very hard to determine in this generality. The orthogonality relations are stated explicitly at the end of $\S 5$. Section 2 contains a brief survey of the Hadamard integral, a very important technique in determining the leading term in the singular part of a complex valued function defined as a definite integral. This technique is used in $\S 4$ and 5 . In § 6, we treat the general Pollaczek polynomials. This is achieved by letting $k=1$ in our results on the sieved Pollaczek polynomials of the first kind. The measure that the $q$-Pollaczek polynomials $\left\{F_{n}(x)\right\}$ are orthogonal with respect to is also found in § 6 .

The asymptotic formula

$$
\begin{equation*}
\frac{\Gamma(a+n)}{\Gamma(b+n)} \sim n^{a-b} \quad \text { as } n \rightarrow \infty \tag{1.40}
\end{equation*}
$$

and the Chu-Vandermonde sum (Rainville [26, p. 69])

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
-n, b & 1  \tag{1.41}\\
c & 1
\end{array}\right)=\frac{(c-b)_{n}}{(c)_{n}}
$$

will be used in the sequel. In § 5 we shall need the following lemma (Shohat and Tamarkin [27, pp. 45-46]).

Lemma 1.3. Let $\left\{P_{n}(x)\right\}$ be an orthonormal polynomial set and assume that the associated moment problem is determined. The corresponding distribution function has a jump at $x=\xi$ if and only if

$$
\begin{equation*}
\sum_{0}^{\infty}\left|P_{n}(\xi)\right|^{2}<\infty . \tag{1.42}
\end{equation*}
$$

2. The Hadamard integral. In this section we study some basic properties of the (simple) Hadamard integral (Hadamard [13]).

We say that an open subset $\Omega$ of the complex plane is a branched neighborhood of $b$ if $\Omega$ contains a set of the form $D-R_{b}$, where $D$ is an open disc such that $b \in \bar{D}$ and $R_{b}$ is a half-line emanating at $b$ and not bisecting $D$. We will usually assume that $\Omega$ is simply connected. Clearly, any open disc is a branched neighborhood of its boundary points. If $D$ is the unit disc, $D-[0, \infty)$ is a branched neighborhood of 0 .

Let $\Omega$ be a simply connected branched neighborhood of $b$ and assume that $\rho$ is a complex number which is not a negative integer, that $(t-b)^{\rho}$ is defined in $\Omega$ and that $g(t)$ is an analytic function having a power series development $\sum_{n=0}^{\infty} a_{n}(b-t)^{n}$ around $b$ which holds in a neighborhood of $\Omega \cup\{b\}$. We define the Hadamard integral

$$
\int_{z}^{\hbar}(b-t)^{\rho} g(t) d t, \quad z \in \Omega,
$$

by the formula

$$
\begin{equation*}
\int_{z}^{b_{1}}(b-t)^{\rho} g(t) d t=\sum_{n=0}^{\infty} \frac{a_{n}}{\rho+n+1}(b-z)^{\rho+n+1} . \tag{2.1}
\end{equation*}
$$

It is clear that when $\operatorname{Re}(\rho)>-1$, then

$$
\begin{equation*}
\int_{z}^{b}(b-t)^{\rho} g(t) d t=\int_{z}^{b}(b-t)^{\rho} g(t) d t, \tag{2.2}
\end{equation*}
$$

where the integral on the right side is over any curve in $\Omega$ joining $z$ and $b$.
More generally, if $\Omega^{\prime}$ is a simply connected open set containing $\Omega$, and $g$ is analytic in $\Omega^{\prime}$ and has a power series expansion around $b$ which holds in a neighborhood of $\Omega \cup\{b\}$, we define

$$
\begin{equation*}
\int_{a}^{\bar{b}}(b-t)^{\rho} g(t) d t=\int_{a}^{z}(b-t)^{\rho} g(t) d t+\int_{z}^{\bar{b}}(b-t)^{\rho} g(t) d t, \quad a \in \Omega^{\prime}, \tag{2.3}
\end{equation*}
$$

where $z \in \Omega$. Furthermore

$$
\begin{equation*}
\int_{\underline{b}}^{a}(b-t)^{\rho} g(t) d t=-\int_{a}^{b \mid}(b-t)^{\rho} g(t) d t . \tag{2.4}
\end{equation*}
$$

If $\Omega$ is also a branched neighborhood of $a$ and $\Omega^{\prime}$ is a neighborhood of $\Omega \cup\{a\}$, we define, for $g(t)$ analytic in $\Omega^{\prime}$ and $\rho, \sigma \neq-1,-2, \cdots$,

$$
\begin{align*}
\int_{\underline{a}}^{\bar{a}}(t-a)^{\sigma}(b-t)^{\rho} g(t) d t= & \int_{\underline{a}}^{z}(t-a)^{\sigma}(b-t)^{\rho} g(t) d t  \tag{2.5}\\
& +\int_{z}^{b \mid}(t-a)^{\sigma}(b-t)^{\rho} g(t) d t,
\end{align*}
$$

where $z$ is any point in $\Omega^{\prime}$.
The integral $\int_{\lfloor a}^{b]}(t-a)^{\sigma}(b-t)^{\rho} g(t) d t$ is an extension of the integral $\int_{a}^{b}(t-a)^{\sigma}(b-$ $t)^{\rho} g(t) d t$ from the proper cases $\operatorname{Re}(\sigma)>-1, \operatorname{Re}(\rho)>-1$ to the case $\sigma, \rho \neq-1,-2$, $-3, \cdots$.

The definition of the Hadamard integral can be extended to a function $f(t)$ of the form

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} C_{n}(b-t)^{\rho+n}, \quad t \in \Omega \tag{2.6}
\end{equation*}
$$

Let $g$ satisfy the same assumptions as in (2.3). We now define the extended Hadamard integral by

$$
\begin{equation*}
\int_{a}^{\bar{b}} f(t) g(t) d t=\sum_{n=0}^{N} C_{n} \int_{a}^{\hbar}(b-t)^{\rho+n} g(t) d t+\int_{a}^{b} h(t) g(t) d t \tag{2.7}
\end{equation*}
$$

where

$$
h(t)=\sum_{n=N+1}^{\infty} C_{n}(b-t)^{\rho+n}
$$

and $\operatorname{Re}(\rho+n)>-1$ for $n>N$. Functions defined by (2.6) are said to have an algebraic branch singularity at $t=b$. When $f$ is given by (2.6), $\Omega$ is a branched neighborhood of $a$, and

$$
\begin{equation*}
g(t)=\sum_{n=0}^{\infty} a_{n}(t-a)^{\sigma+n} \tag{2.8}
\end{equation*}
$$

with $\operatorname{Re}(\sigma) \neq-1,-2, \cdots$, we define

$$
\begin{equation*}
\int_{\left\llcorner_{a}\right.}^{\bar{b}} f(t) g(t) d t=\int_{\underline{L}_{a}}^{z} f(t) g(t) d t+\int_{z}^{\bar{b}} f(t) g(t) d t, \quad z \in \Omega^{\prime} \tag{2.9}
\end{equation*}
$$

It is not difficult to prove the following.
ThEOREM 2.1. Let $f$ be an analytic function in the simply connected branched neighborhood $\Omega$ of the point $b$, and assume that $f$ has an algebraic branch singularity at b. Let $\left\{g_{n}\right\}$ be a sequence of analytic functions in a neighborhood $\Omega^{\prime}$ of $\Omega \cup\{b\}$ converging uniformly to zero on compact subsets of $\Omega^{\prime}$. Then, for all $a \in \Omega^{\prime}$ we have

$$
\lim _{n \rightarrow \infty} \int_{a}^{\bar{b}} f(t) g_{n}(t) d t=0
$$

Corollary 2.2. Let $f, \Omega,\left\{g_{n}\right\}$ and $\Omega^{\prime}$ be as in Theorem 2.1 but assume that $\left\{g_{n}\right\}$ converges to $g$ on compact sets. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{\bar{b}} f(t) g_{n}(t) d t=\int_{a}^{\bar{b}} f(t) g(t) d t \tag{2.10}
\end{equation*}
$$

Corollary 2.3. Let $f, \Omega, \Omega^{\prime}$ be as in the theorem, and assume that

$$
\begin{equation*}
g(t)=\sum_{n=0}^{\infty} a_{n}(t-a)^{n} \tag{2.11}
\end{equation*}
$$

holds for $a \in \Omega$ and all $t \in \Omega^{\prime}$. Then

$$
\begin{equation*}
\int_{a}^{b \mid} f(t) g(t) d t=\sum_{n=0}^{\infty} a_{n} \int_{a}^{b \mid} f(t)(t-a)^{n} d t \tag{2.12}
\end{equation*}
$$

Since uniform convergence on compact subsets is sometimes difficult to check, the following corollary is often useful.

Corollary 2.4. Let $f, \Omega, \Omega^{\prime},\left\{g_{n}\right\}$ and $g$ be as in Theorem 2.1, but assume only that $\left\{g_{n}\right\}$ is uniformly bounded on compact subsets of $\Omega^{\prime}$ and that $\left\{g_{n}(t)\right\}$ converges to $g(t)$ for each $t$ in a subset $S$ of $\Omega^{\prime}$ having a limit point in $\Omega^{\prime}$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{\sqrt{b}} f(t) g_{n}(t) d t=\int_{a}^{b} f(t) g(t) d t . \tag{2.13}
\end{equation*}
$$

We now study Hadamard integrals of functions that will arise in this work. These integrals are related to certain analytic functions in the cut plane $\mathbb{C}-[-1,1]$ that we will now introduce.

Let $\sqrt{z+1}$ be the branch of the square root of $z+1$ in $\mathbb{C}-(-\infty,-1]$ that makes $\sqrt{z+1}>0$ if $z>-1$, and $\sqrt{z-1}$ be the branch of the square root of $z-1$ in $\mathbb{C}-(-\infty, 1]$ with $\sqrt{z-1}>0$ for $z>1$. Both $\sqrt{z+1}$ and $\sqrt{z-1}$ are single valued in the cut plane $\mathbb{C}-(-\infty, 1]$. Let

$$
\begin{equation*}
\tau(z)=\sqrt{z+1} \sqrt{z-1}, \quad z \in \mathbb{C}-(-\infty, 1] . \tag{2.14}
\end{equation*}
$$

Observe that when $x<-1$ we have

$$
\begin{equation*}
\lim _{\substack{y \rightarrow 0 \\ y>0}} \sqrt{x+i y+1} \sqrt{x+i y-1}=i \sqrt{-x-1} \cdot i \sqrt{-x+1}=-\sqrt{x^{2}-1} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\substack{y \rightarrow 0 \\ y<0}} \sqrt{x+i y+1} \sqrt{x+i y-1}=(-i \sqrt{-x-1}) \cdot(-i \sqrt{-x+1})=-\sqrt{x^{2}-1} . \tag{2.16}
\end{equation*}
$$

We now extend $\tau$, by continuity, to the cut plane $\mathbb{C}-[-1,1]$. In order to do so we define

$$
\begin{equation*}
\tau(z)=-\sqrt{z^{2}-1}, \quad z<-1 . \tag{2.17}
\end{equation*}
$$

Clearly, $\tau(z)$ is analytic in $\mathbb{C}-[-1,1]$. In what follows we shall simply write

$$
\begin{equation*}
\tau(z)=\sqrt{z^{2}-1} . \tag{2.18}
\end{equation*}
$$

We now define the following analytic functions in $\mathbb{C}-[-1,1]$

$$
\begin{equation*}
\alpha(z)=z+\tau(z)=z+\sqrt{z^{2}-1}, \quad \beta(z)=z-\tau(z)=z-\sqrt{z^{2}-1} \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
A(z)=-\lambda+\frac{a z+b}{\tau(z)}=-\lambda+\frac{a z+b}{\sqrt{z^{2}-1}}, \quad B(z)=-\lambda-\frac{a z+b}{\tau(z)}=-\lambda-\frac{a z+b}{\sqrt{z^{2}-1}} . \tag{2.20}
\end{equation*}
$$

Here, $a, b, \lambda$ are real numbers and

$$
\begin{gather*}
\lambda>-\frac{1}{2},  \tag{2.21}\\
a-\lambda \neq 0,1,2, \cdots . \tag{2.22}
\end{gather*}
$$

We note that

$$
\begin{array}{ll}
\alpha(x)=x+\sqrt{x^{2}-1}, & \beta(x)=x-\sqrt{x^{2}-1} \quad \text { if } x>1, \\
\alpha(x)=x-\sqrt{x^{2}-1}, & \beta(x)=x+\sqrt{x^{2}+1} \quad \text { if } x<-1, \\
A(x)=-\lambda \pm \frac{a x+b}{\sqrt{x^{2}-1}}, \quad B(x)=-\lambda \mp \frac{a x+b}{\sqrt{x^{2}-1}}, \quad \pm x>1, \\
\lim _{y \rightarrow 0 \pm} \tau(x+i y)= \pm i \sqrt{1-x^{2}}, \quad-1 \leqq x \leqq 1 . \tag{2.26}
\end{array}
$$

The following functions are continuous on their domain of definition

$$
\begin{gather*}
\tau_{+}(x+i y)= \begin{cases}\tau(x+i y), & y>0, \quad \tau(x), \quad|x|>1, \quad y=0 \\
i \sqrt{1-x^{2},}, & |x| \leqq 1, \quad y=0,\end{cases}  \tag{2.27}\\
\tau_{-}(x+i y)= \begin{cases}\tau(x+i y), & y<0, \quad \tau(x), \quad|x|>1, \quad y=0 \\
-i \sqrt{1-x^{2}}, & |x| \leqq 1, \quad y=0,\end{cases}  \tag{2.28}\\
\alpha_{ \pm}(z)=z+\tau_{ \pm}(z),  \tag{2.29}\\
A_{ \pm}(z)=-\lambda+\frac{a z+b}{\tau_{ \pm}(z)}, \quad \beta_{ \pm}(z)=z-\tau_{ \pm}(z) \tag{2.30}
\end{gather*}
$$

Observe that for $-1 \leqq x \leqq 1$ we have

$$
\begin{equation*}
\alpha_{-}(x)=\overline{\beta_{+}(x)}, \quad \overline{\beta_{-}(x)}=\alpha_{+}(x) \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{-}(x)=\overline{B_{+}(x)}, \quad \overline{B_{-}(x)}=A_{+}(x) \tag{2.32}
\end{equation*}
$$

To simplify the notation we will write when $-1<x<1$

$$
\begin{equation*}
\alpha_{+}(x)=\alpha(x), \quad \beta_{+}(x)=\beta(x) ; \quad A_{+}(x)=A(x), \quad B_{+}(x)=B(x) \tag{2.33}
\end{equation*}
$$

The following elementary result will be very useful.
Lemma 2.5. For each $z$ in $\mathbb{C}, \alpha(z)$ and $\beta(z)$ are the solutions of the equation

$$
\begin{equation*}
t^{2}-2 z t+1=0 \tag{2.34}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
\alpha(z)+\beta(z)=2 z, \quad \alpha(z)-\beta(z)=2 \tau(z)=2 \sqrt{z^{2}-1}, \quad \alpha(z) \beta(z)=1 \tag{2.35}
\end{equation*}
$$

Furthermore, $|\beta(z)| \leqq|\alpha(z)|$, with $|\alpha(z)|=|\beta(z)|$ if and only if $-1 \leqq z \leqq 1$.
Now let
$\Omega=\{z \notin[-1,1]: B(z) \neq 1,2, \cdots\}, \quad \Omega^{*}=\{z \notin[-1,1]: B(z) \neq 0,1, \cdots\}$.
Lemma 2.6. For $z \in \Omega$ (respectively $z \in \Omega^{*}$ ) and all integers $n \geqq 0$,

$$
\begin{align*}
& \int_{0}^{\sqrt[1]{1}}(1-u)^{-B(z)} u^{n} d u=\frac{n!}{(-B+1)_{n+1}}, \quad z \in \Omega  \tag{2.37}\\
& \int_{0}^{\sqrt[1]{1}}(1-u)^{-B(z)-1} u^{n} d u=\frac{n!}{(-B)_{n+1}}, \quad z \in \Omega^{*} . \tag{2.38}
\end{align*}
$$

The next theorem gives a series expansion for a Hadamard integral.
Theorem 2.7. For every $z \in \Omega$, define $F(z)$ by

$$
\begin{equation*}
F(z)=\int_{0}^{\overline{1}}\left(1-\frac{\beta^{k}}{\alpha^{k}} u\right)^{-A(z)-1}(1-u)^{-B(z)} d u \tag{2.39}
\end{equation*}
$$

Then

$$
\begin{equation*}
F(z)=\sum_{n=0}^{\infty} \frac{(A+1)_{n}}{(-B+1)_{n+1}}\left(\frac{\beta^{k}}{\alpha^{k}}\right)^{n} \tag{2.40}
\end{equation*}
$$

and is analytic in $\Omega$.

We observe that

$$
F(z)=\frac{-1}{B-1}{ }_{2} F_{1}\left(\begin{array}{c|c}
A+1,1 & \beta^{k}  \tag{2.41}\\
-B+2 & \frac{\alpha^{k}}{}
\end{array}\right) .
$$

For points in $\Omega^{*}$ Theorem 2.7 takes the following form.
Theorem 2.8. For each $z \in \Omega^{*}$, let

$$
\begin{equation*}
G(z)=\int_{0}^{T}\left(1-\frac{\beta^{k}}{\alpha^{k}} u\right)^{-A-1}(1-u)^{-B-1} d u \tag{2.42}
\end{equation*}
$$

Then the function $G(z)$ is analytic in $\Omega^{*}$ and is given by

$$
G(z)=-\frac{1}{B} \sum_{n=0}^{\infty} \frac{(A+1)_{n}}{(-B+1)_{n}}\left(\frac{\beta^{k}}{\alpha^{k}}\right)^{n}=-\frac{1}{B^{2}} F_{1}\left(\begin{array}{c|c}
A+1,1 & \beta^{k}  \tag{2.43}\\
-B+1
\end{array}\right) .
$$

The next theorem relates a Hadamard beta integral to an ordinary beta integral.
Theorem 2.9. For $-1<x<1$, we have

$$
\begin{equation*}
\int_{[00}^{7}(1-u)^{-B(x)-1} u^{-A(x)-1} d u=\frac{\Gamma(-A(x)) \Gamma(-B(x))}{\Gamma(2 \lambda)}, \quad \lambda \neq 0, \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0_{0}}^{\pi}(1-u)^{-B(x)} u^{-A(x)-1} d u=\frac{\Gamma(-B(x)+1) \Gamma(-A(x))}{\Gamma(2 \lambda+1)} . \tag{2.45}
\end{equation*}
$$

Proof. Note in the first place that $-A-B=2 \lambda$. We shall only give a proof of (2.44) because (2.45) can be proved similarly. When $-1<x<1$, we have

$$
\begin{equation*}
A(x)=-\lambda-i \frac{a x+b}{\sqrt{1-x^{2}}}, \quad B(x)=-\lambda+i \frac{a x+b}{\sqrt{1-x^{2}}} \tag{2.46}
\end{equation*}
$$

so that $\operatorname{Re}(A(x))=\operatorname{Re}(B(x))=-\lambda$. If $\lambda>0$, (2.44) and (2.45) are just the beta integral. Now, assume $-\frac{1}{2}<\lambda<0$ and $0<z<1$. Clearly

$$
\begin{equation*}
\int_{\underline{0}}^{71}(1-u)^{-B-1} u^{-A-1} d u=\int_{[0}^{z}(1-u)^{-B-1} u^{-A-1} d u+\int_{z}^{7}(1-u)^{-B-1} u^{-A-1} d u \text {. } \tag{2.47}
\end{equation*}
$$

By the definition of the Hadamard integral,

$$
\begin{equation*}
\int_{00}^{z}(1-u)^{-B-1} u^{-A-1} d u=z^{-A} \sum_{n=0}^{\infty} \frac{(B+1)_{n}}{n!} \cdot \frac{z^{n}}{n-A} . \tag{2.48}
\end{equation*}
$$

For the time being we let $\lambda$ be a complex number in the domain $U$ given by $\operatorname{Re}(\lambda)>-\frac{1}{2}$, $\lambda \neq 0$. Then, the right side of (2.44) is an analytic function of $\lambda$ in this domain, and an argument based on (2.48) shows that

$$
f(\lambda)=\int_{0}^{z}(1-u)^{-B-1} u^{-A-1} d u
$$

is analytic in $U$. On the other hand,

$$
g(\lambda)=\int_{z}^{7}(1-u)^{-B-1} u^{-A-1} d u=\int_{\underline{1} 0}^{1-z} u^{-B-1}(1-u)^{-A-1} d u
$$

is also analytic in $U$. Since, from (2.47),

$$
f(\lambda)+g(\lambda)=\frac{\Gamma(-A) \Gamma(-B)}{\Gamma(2 \lambda)}
$$

for $\operatorname{Re}(\lambda)>0$, the above equality also holds in $U$ and, in particular, for $-\frac{1}{2}<\lambda<0$. This completes the proof of the theorem.
3. Generating functions and asymptotics. We first evaluate the generating function

$$
\begin{equation*}
F(x, t)=\sum_{n=0}^{\infty} F_{n}(x ; U, V, \Delta ; q) t^{n} \tag{3.1}
\end{equation*}
$$

Multiply (1.29) by $t^{n+1}, n=1,2, \cdots$, and add the resulting equations to obtain the $q$-difference equation

$$
\begin{equation*}
\left(t^{2}-2 t x+1\right) F(x, t)=\left[\Delta^{2} t^{2}-2(U \Delta x-V) t+1\right] F(x, q t) \tag{3.2}
\end{equation*}
$$

Now, $\alpha(x), \beta(x)$, as given by (2.19) are roots of

$$
\begin{equation*}
t^{2}-2 x t+1=(1-t / \alpha)(1-t / \beta) \tag{3.3}
\end{equation*}
$$

The roots of $\Delta^{2} t^{2}-2(U \Delta x-V) t+1=0$ are

$$
\begin{equation*}
\xi(x)=\frac{(U \Delta x-V)+\sqrt{(U \Delta x-V)^{2}-\Delta^{2}}}{\Delta^{2}}, \quad \zeta(x)=\frac{(U \Delta x-V)-\sqrt{(U \Delta x-V)^{2}-\Delta^{2}}}{\Delta^{2}} . \tag{3.4}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
\xi(x) \zeta(x)=\frac{1}{\Delta^{2}}, \quad \Delta^{2} t^{2}-2(U \Delta x-V) t+1=(1-t / \xi)(1-t / \xi) \tag{3.5}
\end{equation*}
$$

Iteration of (3.2) gives the functional equation

$$
\begin{equation*}
F(x, t)=\frac{(t / \xi ; q)_{n}(t / \zeta ; q)_{n}}{(t / \alpha ; q)_{n}(t / \beta ; q)_{n}} F\left(x, q^{n} t\right), \tag{3.6}
\end{equation*}
$$

whose solution, since $F\left(x, t q^{n}\right) \rightarrow F(x, 0)=1$ as $n \rightarrow \infty$, is

$$
\begin{equation*}
F(x, t)=\frac{(t / \xi ; q)_{\infty}(t / \zeta ; q)_{\infty}}{(t / \alpha ; q)_{\infty}(t / \beta ; q)_{\infty}} . \tag{3.7}
\end{equation*}
$$

We now determine the generating function of $\left\{F_{n}^{*}(x)\right\}$, namely

$$
F^{*}(x, t)=\sum_{n=0} F_{n}^{*}(x) t^{n} .
$$

In this case, $F^{*}\left(x ; q^{n} t^{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, since $F_{0}^{*}(x)=0$.
Replace the $F_{n}$ 's in (1.29) by $F_{n}^{* \prime}$ s then multiply by $t^{n+1}, n=1,2, \cdots$ and add to get

$$
\begin{equation*}
F^{*}(x, t)=\frac{2(1-U \Delta) t}{(1-t / \alpha)(1-t / \beta)}+\frac{(1-t / \xi)(1-t / \zeta)}{(1-t / \alpha)(1-t / \beta)} F^{*}(x, q t) \tag{3.8}
\end{equation*}
$$

where $\alpha, \beta$ are as in (3.3) and $\xi, \zeta$ as in (3.4). Iterating (3.8) gives

$$
\begin{equation*}
F^{*}(x, t)=2 t(1-U \Delta) \sum_{n=0}^{\infty} \frac{(t / \xi ; q)_{n}(t / \zeta ; q)_{n}}{(t / \alpha ; q)_{n+1}(t / \beta ; q)_{n+1}} q^{n} . \tag{3.9}
\end{equation*}
$$

The generating function (3.9) can be written in the form

$$
F^{*}(x, t)=2 t(1-U \Delta) F(x, t) \sum_{n=0}^{\infty} \frac{\left(q^{n+1} t / \alpha ; q\right)_{\infty}\left(q^{n+1} t / \beta ; q\right)_{\infty}}{\left(q^{n} t / \xi ; q\right)_{\infty}\left(q^{n} t / \zeta ; q\right)_{\infty}} q^{n} .
$$

The $q$-binomial theorem (1.34) implies

$$
F^{*}(x, t)=2 t(1-u \Delta) F(x, t) \sum_{m, j=0}^{\infty} \frac{(q \xi / \alpha ; q)_{j}(q \zeta / \beta ; q)_{m}}{(q ; q)_{j}(q ; q)_{m}}\left(\frac{t}{\xi}\right)^{j}\left(\frac{t}{\zeta}\right)^{m} \sum_{n=0}^{\infty} q^{(m+j+1) n}
$$

Therefore,

$$
\begin{align*}
F^{*}(x, t)= & 2 t F(x, t) \sum_{m, j=0}^{\infty} \frac{\left(q^{2} \xi / \alpha ; q\right)_{j}\left(q^{2} \zeta / \beta ; q\right)_{m}}{(q ; q)_{j}(q ; q)_{m}}\left(\frac{t}{\xi}\right)^{j}\left(\frac{t}{\zeta}\right)^{m} \\
& \cdot \frac{(1-\xi q / \alpha)}{\left(1-\xi q^{j+1} / \alpha\right)} \frac{(1-\zeta q / \beta)}{\left(1-\zeta q^{j+1} / \beta\right)} \frac{1-U \Delta}{\left(1-q^{m+j+1}\right)} . \tag{3.10}
\end{align*}
$$

We obtain a generating function for the $B_{n}^{\lambda}$ 's by taking

$$
\begin{equation*}
U=s^{k a}, \quad V=\omega s^{k}\left(1-s^{k b}\right), \quad \Delta=\omega s^{k \lambda+1}, \quad q=s \omega, \tag{3.11}
\end{equation*}
$$

and letting $s \rightarrow 1$ in (3.7). Let

$$
\begin{equation*}
B^{\lambda}(x, t)=\sum_{n=0}^{\infty} B_{n}^{\lambda}(x) t^{n}=\lim _{s \rightarrow 1} F(x, t), \tag{3.12}
\end{equation*}
$$

where $U, V, \Delta, q$ are given as in (3.11).
The $q$-binomial theorem (1.34) yields

$$
\frac{(t / \xi ; q)_{\infty}}{(t / \alpha ; q)_{\infty}}=\sum_{n=0}^{\infty} \frac{(\alpha / \xi ; q)_{n}}{(q ; q)_{n}}\left(\frac{t}{\alpha}\right)^{n} .
$$

We write

$$
\frac{(\alpha / \xi ; q)_{n}}{(q ; q)_{n}}=\prod_{j=0}^{n-1} \frac{1-q^{j} \alpha / \xi}{1-q^{j+1}}
$$

and examine the behavior as $s \rightarrow 1$ of each factor in the above product. Set

$$
\begin{equation*}
\eta(s):=\omega\left(x s^{k \lambda+k a+1}-s^{k}\left(1-s^{k b}\right)\right) . \tag{3.13}
\end{equation*}
$$

It is easy to see that when $\Delta$ is given by (3.11)

$$
\begin{equation*}
\xi=\frac{\eta(s)+\sqrt{\eta^{2}(s)-\Delta^{2}}}{\Delta^{2}}, \quad \zeta=\frac{\eta(s)-\sqrt{\eta^{2}(s)-\Delta^{2}}}{\Delta^{2}} . \tag{3.14}
\end{equation*}
$$

When $s \rightarrow 1, \eta(s) \rightarrow \eta(1)=\omega x$ and $\alpha / \xi \rightarrow \omega$. Hence, if $k \nmid j+1$, we obtain

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q^{j} \alpha / \xi}{1-q^{j+1}}=\frac{1-\omega^{j+1}}{1-\omega^{j+1}}=1 . \tag{3.15}
\end{equation*}
$$

We now consider the case $k \mid j+1$. Let

$$
\begin{equation*}
f_{j}(s):=q^{j} \alpha / \xi, \quad j=0, \pm 1, \pm 2, \cdots, \tag{3.16}
\end{equation*}
$$

i.e.,

$$
f_{j}(s)=\alpha q^{j} \Delta^{2} \zeta=\alpha \omega^{j} s^{j}\left[\eta(s)-\sqrt{\eta(s)^{2}-\Delta^{2}}\right], \quad f_{j}(1)=1 .
$$

Then

$$
f_{j}^{\prime}(s)=\alpha j \omega^{j} s^{j-1}\left[\eta(s)-\sqrt{\eta(s)^{2}-\Delta^{2}}\right]+\alpha \omega^{j} s^{j}\left[\eta^{\prime}(s)-\frac{\eta(s) \eta^{\prime}(s)-\Delta \Delta^{\prime}}{\sqrt{\eta(s)^{2}-\Delta^{2}}}\right],
$$

so that

$$
f_{j}^{\prime}(1)=j+\alpha \omega^{j}\left[\eta^{\prime}(1)-\frac{\eta(1) \eta^{\prime}(1)-\Delta(1) \Delta^{\prime}(1)}{\sqrt{\eta(1)^{2}-\Delta(1)^{2}}}\right] .
$$

Since $\eta(1)=\omega x, \Delta(1)=\omega$ and $\Delta^{\prime}(1)=\omega(k \lambda+1)$, we have

$$
\begin{aligned}
f_{j}^{\prime}(1) & =j+\alpha \omega^{j} \frac{\eta^{\prime}(1)(-\beta)+(k \lambda+1) \omega}{\sqrt{x^{2}-1}} \\
& =j-\frac{\omega^{j}\left[\eta^{\prime}(1)-(k \lambda+1) \alpha \omega\right]}{\sqrt{x^{2}-1}} .
\end{aligned}
$$

It is easy to see that $\eta^{\prime}(1)=\omega[(k \lambda+k a+1) x+b k]$ and

$$
\begin{equation*}
f_{j}^{\prime}(1)=k \lambda+j+1-k \frac{a x+b}{\sqrt{x^{2}-1}}, \quad k \mid j+1 . \tag{3.17}
\end{equation*}
$$

If $g_{j}(s)=\omega^{j+1} s^{j+1}, j=0, \pm 1, \pm 2, \cdots$,

$$
g_{j}^{\prime}(s)=(j+1) \omega^{j+1} s^{j}, \quad g_{j}^{\prime}(1)=(j+1) \omega^{j+1}
$$

When $k \mid j+1$, this yields

$$
\lim _{s \rightarrow 1} \frac{1-q^{j} \alpha / \xi}{1-q^{j+1}}=\frac{f_{j}^{\prime}(1)}{g_{j}^{\prime}(1)}=\frac{-A(x)+m}{m}, \quad j+1=k m
$$

where $A(x)$ is given by (2.20). Similarly

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q^{j} \beta / \zeta}{1-q^{j+1}}=\frac{-B(x)+m}{m}, \quad j+1=k m, \tag{3.18}
\end{equation*}
$$

with $B(x)$ given by (2.20). Hence, using the $q$-binomial theorem, we get

$$
\begin{aligned}
\lim _{s \rightarrow 1}(t / \xi ; q)_{\infty} /(t / \alpha ; q)_{\infty} & =\lim _{s \rightarrow 1} \sum_{\substack{0 \leq l<k \\
m \geqq 0}} \frac{(\alpha / \xi ; q)_{m k+l}}{(q ; q)_{m k+l}}\left(\frac{t}{\alpha}\right)^{m k+l} \\
& =\sum_{m=0}^{\infty} \frac{(-A+1)_{m}}{m!}\left(\frac{t}{\alpha}\right)^{m k} \sum_{l=0}^{k-1}\left(\frac{t}{\alpha}\right)^{l} \\
& =\sum_{m=0}^{\infty} \frac{(-A+1)_{m}}{m!}\left(\frac{t}{\alpha}\right)^{m k} \frac{1-(t / \alpha)^{k}}{1-t / \alpha},
\end{aligned}
$$

so that

$$
\lim _{s \rightarrow 1}(t / \xi ; q)_{\infty} /(t / \alpha ; q)_{\infty}=(1-t / \alpha)^{-1}\left(1-t^{k} / \alpha^{k}\right)^{A} .
$$

Similarly

$$
\lim _{s \rightarrow 1}(t / \zeta ; q)_{\infty} /(t / \beta ; q)_{\infty}=(1-t / \beta)^{-1}\left(1-t^{k} / \beta^{k}\right)^{B} ;
$$

hence for $x \in C$ and $|t|<|\beta(x)|$ we have

$$
\begin{equation*}
B^{\lambda}(x, t)=\left(1-2 x t+t^{2}\right)^{-1}\left(1-t^{k} / \alpha^{k}\right)^{A}\left(1-t^{k} / \beta^{k}\right)^{B} . \tag{3.19}
\end{equation*}
$$

We now proceed to similarly evaluate the generating function

$$
\begin{equation*}
B^{* \lambda}(x, t)=\sum_{n=0}^{\infty} B_{n}^{* \lambda}(x) t^{n}=\lim _{s \rightarrow 1} F^{*}(x, t), \tag{3.20}
\end{equation*}
$$

with $U, V, \Delta, q$ as given by (3.11) and $F^{\lambda}(x, t)$ is as in (3.10). Clearly

$$
\begin{aligned}
\lim _{s \rightarrow 1} \frac{1-q^{r+1} \xi / \alpha}{1-q^{r}} & =\lim _{s \rightarrow 1} q \xi / \alpha \frac{1-q^{-r-1} \alpha / \xi}{1-q^{-r}}=\lim _{s \rightarrow 1} \frac{1-q^{-r-1} \alpha / \xi}{1-q^{-r}} \\
& =1 \text { or } \frac{f_{-r-1}^{\prime}(1)}{g_{-r-1}^{\prime}(1)}, \quad \text { accordingly as } k \nmid r \text { or } k \mid r .
\end{aligned}
$$

Here, $f_{j}, g_{j}$ are as before. Hence

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q^{r+1} \xi / \alpha}{1-q^{r}}=\frac{A+r / k}{r / k} \text { or } 1 \quad \text { if } k \mid r \text { or } k \nmid r . \tag{3.21}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q^{r+1} \xi / \beta}{1-q^{r}}=\frac{B+r / k}{r / k} \text { or } 1 \quad \text { if } k \mid r \text { or } k \nmid r . \tag{3.22}
\end{equation*}
$$

On the other hand,

$$
\lim _{s \rightarrow 1}(1-q \xi / \alpha) /\left(1-q^{1+k r} \xi / \alpha\right)=\lim _{s \rightarrow 1}\left(1-q^{-1} \alpha / \xi\right) /\left(1-q^{-1-k r} \alpha / \xi\right)
$$

and (3.16) imply

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q \xi / \alpha}{1-q^{1+k r} \xi / \alpha}=\frac{f_{-1}^{\prime}(1)}{f_{-1-k r}^{\prime}(1)}=\frac{A}{A+r}, \tag{3.23}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{1-q \zeta / \beta}{1-q^{1+k r} \zeta / \beta}=\frac{B}{B+r} . \tag{3.24}
\end{equation*}
$$

Clearly

$$
\begin{aligned}
& \lim _{s \rightarrow 1} \frac{1-\xi q / \alpha}{1-q^{m+j+1}}=0 \text { or } \frac{1}{m+j+1} \quad \text { if } k \nmid m+j+1 \text { or } k \mid m+j+1, \\
& \lim _{s \rightarrow 1} \frac{1-U \Delta}{1-\xi / \alpha q^{j+1}}=\frac{1-\omega}{1-\omega^{l}} \quad \text { if } j=k s+l, \quad 0<l<k,
\end{aligned}
$$

and

$$
\lim _{s \rightarrow 1} \frac{1-U \Delta}{1-\zeta / \beta q^{m+1}}=\frac{1-\omega}{1-\omega^{l}} \quad \text { if } m=k r+l, \quad 0<l<k
$$

imply that the summands in (3.10) vanish except in three cases:
(I) $k \mid j$ and $k \mid m$,
(II) $k \mid j$ and $k \mid j+m+1$,
(III) $\quad k \mid m$ and $k \mid j+m+1$.

Since in case (I) $(1-U \Delta) /\left(1-q^{m+j+1}\right) \rightarrow 1$ as $s \rightarrow 1$ we get

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{F^{*}}{F}=\Sigma_{1}(x)+\Sigma_{2}(x)+\Sigma_{3}(x), \tag{3.25}
\end{equation*}
$$

where $k, j$ belong to case (I), (II), (III), respectively, in $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$. Using (3.21), (3.22), (3.23) and (3.24), we obtain

$$
\left\{\begin{array}{l}
\Sigma_{1}(x)=2 t\left(1-t^{k} / \alpha^{k}\right)^{-A}\left(1-t^{k} / \beta^{k}\right)^{-B},  \tag{3.26}\\
\Sigma_{2}(x)=-2 t^{k} \alpha^{k-1} B \sum_{j, m} \frac{(A)_{j}}{j!} \frac{(B+1)_{m}}{m!}\left(\frac{t}{\alpha}\right)^{k j}\left(\frac{t}{\beta}\right)^{k m} \frac{1}{j+m+1}, \\
\Sigma_{3}(x)=-2 t^{k} \beta^{k-1} A \sum_{j, m} \frac{(A+1)_{j}}{j!} \frac{(B)_{m}}{m!}\left(\frac{t}{\alpha}\right)^{k j}\left(\frac{t}{\beta}\right)^{k m} \frac{1}{j+m+1} .
\end{array}\right.
$$

Therefore

$$
\begin{aligned}
B^{* \lambda}(x, t)= & \frac{2 t}{1-2 x t+t^{2}}+2 B^{\lambda}(x, t) \\
& \cdot\left\{(-B) \alpha^{k-1} \int_{0}^{t^{k}}\left(1-\frac{u}{\alpha^{k}}\right)^{-A}\left(1-\frac{u}{\beta^{k}}\right)^{-B-1} d u\right. \\
& \left.+(-A) \beta^{k-1} \int_{0}^{t^{k}}\left(1-\frac{u}{\alpha^{k}}\right)^{-A-1}\left(1-\frac{u}{\beta^{k}}\right)^{-B} d u\right\} .
\end{aligned}
$$

Integration by parts gives

$$
\begin{aligned}
B^{* \lambda}(x, t)= & \frac{2}{t-\alpha}+2 B^{\lambda}(x, t) \\
& \cdot\left\{\beta+A \beta^{k}(\beta-\alpha) \int_{0}^{t^{k}}\left(1-\frac{u}{\alpha^{k}}\right)^{-A-1}\left(1-\frac{u}{\beta^{k}}\right)^{-B} d u\right\}
\end{aligned}
$$

which, after the change of variables $u=\nu t^{k}$, becomes

$$
\begin{align*}
B^{* \lambda}(x, t)= & \frac{2}{t-\alpha}+2 B^{\lambda}(x, t)  \tag{3.27}\\
& \cdot\left\{\beta+A(\beta-\alpha)\left(\frac{t}{\alpha}\right)^{k} \int_{0}^{1}\left(1-\nu \frac{t^{k}}{\alpha^{k}}\right)^{-A-1}\left(1-\nu \frac{t^{k}}{\beta^{k}}\right)^{-B} d \nu\right\} .
\end{align*}
$$

This is an analytic function of $x, t$ for all $x$ in the cut plane $\mathbb{C}-[-1,1]$ and $|t|<|\beta(x)|$.
We now study the asymptotic behavior of $\left\{B_{n}^{\lambda}(x)\right\}$ and $\left\{B_{n}^{* \lambda}(x)\right\}$ for large $n$. We use Darboux's Method, Theorem 1.2. Let $x \in \mathbb{C}-[-1,1]$ be fixed. The generating function $B^{\lambda}(x, t)$, as given by (3.19), is an analytic function of $t$, for $|t|<|\beta(x)|$, and has an algebraic branch singularity of order $-B(x)+1$ at $\beta(x)$. The leading term in a comparison function is

$$
\begin{aligned}
\left(1-\frac{t}{\beta}\right)^{B-1} \lim _{t \rightarrow \beta} \frac{B^{\lambda}(x, t)}{(1-t / \beta)^{B-1}} & =\left(1-\frac{t}{\beta}\right)^{B-1}\left(1-\frac{\beta}{\alpha}\right)^{-1}\left(1-\left(\frac{\beta}{\alpha}\right)^{k}\right)^{A} \lim _{t \rightarrow \beta} \frac{\left(1-(t / \beta)^{k}\right)^{B}}{(1-t / \beta)^{B}} \\
& =k^{B}\left(1-\frac{\beta}{\alpha}\right)^{-1}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{A} \sum_{n=0}^{\infty} \frac{(-B+1)_{n}}{n!}\left(\frac{t}{\beta}\right)^{n} .
\end{aligned}
$$

Using (1.40) we obtain

$$
\begin{equation*}
B_{n}^{\lambda}(x) \sim k^{B} \frac{\alpha}{\alpha-\beta}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{A} \frac{\beta^{-n}}{\Gamma(-B+1)} n^{-B}, \quad n \rightarrow \infty \tag{3.28}
\end{equation*}
$$

This formula gives the asymptotic behavior of the $B_{n}^{\lambda}(x)$ 's for $x \in \mathbb{C}-[-1,1]$. For $-1 \leqq x \leqq 1$ then $|\alpha(x)|=|\beta(x)|$, and $\alpha(x), \beta(x)$ are both branched singularities of $B^{\lambda}(x, t)$. There is an additional difficulty. If $\operatorname{Re}(A)<0$ and $x=\xi_{j}$, where

$$
\begin{equation*}
\xi_{j}=\cos \left(\frac{j \pi}{k}\right), \quad 0 \leqq j \leqq k \tag{3.29}
\end{equation*}
$$

then $(\beta / \alpha)^{k}=1$ (and also $\beta / \alpha=1$ if $\left.j=0, k\right)$, so that $\left(1-(\beta / \alpha)^{k}\right)^{A}$ is meaningless (also $(1-\beta / \alpha)^{-1}$ is meaningless if $\left.j=0, k\right)$. This makes it difficult to establish the asymptotic behavior of the $B_{n}^{\lambda}(x)$ at $x=\xi_{j}$. For the sake of completeness, we state the asymptotic behavior of $B_{n}^{\lambda}(x)$ for $x \neq \xi_{j}$, although we will not make any use of it. In $\S 6$ we will study the asymptotic behavior at the points $\xi_{j}$.

Assume $x \neq \xi_{j}, j=0,1,2, \cdots, k$. Clearly

$$
\begin{align*}
B_{n}^{\lambda}(x) \sim & k^{B} \frac{\alpha}{\alpha-\beta}\left(1-\left(\frac{\beta}{\alpha}\right)^{k}\right)^{A} \frac{\beta^{-n}}{\Gamma(-B+1)} n^{-B} \\
& +k^{A} \frac{\beta}{\beta-\alpha}\left(1-\left(\frac{\alpha}{\beta}\right)^{k}\right)^{B} \frac{\alpha^{-n}}{\Gamma(-A+1)} n^{-A} \quad \text { as } n \rightarrow \infty . \tag{3.30}
\end{align*}
$$

Recalling that $\overline{\alpha(x)}=\beta(x)$ and $\overline{A(x)}=B(x)$ when $-1 \leqq x \leqq 1$, we have that

$$
\begin{equation*}
B_{n}^{\lambda}(x) \sim 2 \operatorname{Re}\left\{k^{B} \frac{\alpha}{\alpha-\beta}\left(1-\left(\frac{\beta}{\alpha}\right)^{k}\right)^{A} \frac{\beta^{-n} n^{-B}}{\Gamma(-B+1)}\right\} \tag{3.31}
\end{equation*}
$$

This can be put in the form

$$
\begin{align*}
B_{n}^{\lambda}(x) \sim & \frac{(2 k)^{-\lambda} n^{\lambda}}{\Gamma(-B+1)|(\alpha-\beta) / 2 i|\left|\left(\alpha^{k}-\beta^{k}\right) / 2 i\right| \lambda}  \tag{3.32}\\
& \times \exp \left(\Phi(x) \arg i \alpha^{-k}\left(\frac{\alpha^{k}-\beta^{k}}{2 i}\right)\right) \cos \varepsilon_{n}(x),
\end{align*}
$$

where $-\pi<\arg z \leqq \pi$,

$$
\Phi(x)=\frac{a x+b}{\sqrt{1-x^{2}}}
$$

and

$$
\begin{aligned}
\varepsilon_{n}(x)= & n(\arg \alpha)-\Phi(x)\left[\ln \left(\frac{n}{k}\right)+\ln |2 \sin (k(\arg \alpha))|\right]-\lambda \arg \left(i \alpha^{-k} \sin (k \arg \alpha)\right) \\
& -\arg (\Gamma(-B+1))-\arg \left(i \alpha^{-1} \sin (\arg \alpha)\right) .
\end{aligned}
$$

If $x=\cos \Theta,(j-1) / k \pi<\Theta<j \pi / k, j=1,2, \cdots, k$, we can write (3.32) in the form

$$
\begin{equation*}
B_{n}^{\lambda}(\cos \Theta) \sim \frac{(2 k)^{-\lambda} n^{\lambda} \cos \varepsilon_{n}(\Theta)}{|\Gamma(-B+1)| \sin \Theta|\sin k \Theta|^{\lambda}} \exp \left[\left(j \pi-k \Theta-\frac{\pi}{2}\right) \Phi(\cos \Theta)\right] \tag{3.33}
\end{equation*}
$$

where

$$
\Phi(\cos \Theta)=a \cot \Theta+b \csc \Theta,
$$

and

$$
\varepsilon_{n}(\Theta)=(n+k \lambda+1) \Theta+\frac{\pi}{2}(\lambda(1-2 j)-1)-\Phi(\cos \Theta)\left[\ln \left(\frac{n}{k}\right)+\ln |2 \sin k \Theta|\right] .
$$

We now determine the asymptotic behavior of $B_{n}^{* \lambda}(x)$ for $x \notin[-1,1]$. Note that

$$
B(x)=B_{+}(x)=-\lambda+i \Phi(x)=-\lambda+i \frac{a x+b}{\sqrt{1-x^{2}}}, \quad-1 \leqq x \leqq 1,
$$

implies $\operatorname{Re}(B(x))=-\lambda<-\frac{1}{2}$ for $-1 \leqq x \leqq 1$. Let $\delta>0$ be such that $\operatorname{Re}(B(z))<1$ for $z \in(x-\delta, x+\delta) \times(0, \delta)$, and call this last set $K$. For $z \in K, \operatorname{Re}(B)>0$,

$$
\begin{equation*}
\left|\left(1-\frac{t^{k}}{\alpha^{k}} u\right)^{-A-1}\left(1-\frac{t^{k}}{\beta^{k}} u\right)^{-B}\right| \leqq C(1-u)^{-\operatorname{Re}(B)}, \quad 1 \leqq u<1, \tag{3.34}
\end{equation*}
$$

where $C$ depends only on $z$. Since $\operatorname{Re}(B)<1$, the function $(1-u)^{-\operatorname{Re}(B)}$ is integrable in [0, 1]. The Lebesgue Dominated Convergence Theorem implies

$$
\begin{equation*}
\lim _{t \rightarrow \beta(z)} \int_{0}^{1}\left(1-\frac{t^{k}}{\alpha^{k}} u\right)^{-A-1}\left(1-\frac{t^{k}}{\beta^{k}} u\right)^{-B} d u=\int_{0}^{1}\left(1-\frac{\beta^{k}}{\alpha^{k}} u\right)^{-A-1}(1-u)^{-B} d u . \tag{3.35}
\end{equation*}
$$

The relationship (3.35) trivially holds if $\operatorname{Re}(B) \leqq 0$. Hence, the leading term in a comparison function for $B^{* \lambda}(z, t)$ is

$$
\begin{equation*}
2 \tilde{B}^{\lambda}(z, t)\left\{\beta+A(\beta-\alpha)\left(\frac{\beta}{\alpha}\right)^{k} \int_{0}^{1}\left(1-u \frac{\beta^{k}}{\alpha^{k}}\right)^{-A-1}(1-u)^{-B} d u\right\}, \quad z \in K \tag{3.36}
\end{equation*}
$$

where $\tilde{B}^{\lambda}(z, t)$ is the dominant term in a comparison function for $B^{\lambda}(z, t)$. Thus

$$
\begin{equation*}
B_{n}^{* \lambda}(z)-2 B_{n}^{\lambda}(z)\left\{\beta+A(\beta-\alpha)\left(\frac{\beta}{\alpha}\right)^{k} \int_{0}^{1}\left(1-u \frac{\beta^{k}}{\alpha^{k}}\right)^{-A-1}(1-u)^{-B} d u\right\}, \tag{3.37}
\end{equation*}
$$

as $n \rightarrow \infty$ and the associated continued fraction is

$$
\begin{equation*}
\chi(z)=2\left\{\beta+A(\beta-\alpha) \beta^{2 k} \int_{0}^{1}\left(1-\frac{\beta^{k}}{\alpha^{k}} u\right)^{-A-1}(1-u)^{-B} d u\right\}, \quad z \in K \tag{3.38}
\end{equation*}
$$

The right-hand side of (3.38) is analytic on $K$. The left-hand side of (3.38) fails to be analytic only on the support of $d \phi, \phi$ being the normalized distribution function for $\left\{B_{n}^{\lambda}(x)\right\}$. From the properties of the Hadamard Integral of $\S 2$

$$
\int_{0}^{7}\left(1-\frac{\beta^{k}}{\alpha^{k}} u\right)^{-A-1}(1-u)^{-B} d u
$$

is an analytic continuation of $\int_{0}^{1}\left(1-\left(\beta^{k} / \alpha^{k}\right) u\right)^{-A-1}(1-u)^{-B} d u$ to the set $\Omega$ of (2.36). Thus, we proved that $\Omega \subseteq \mathbb{C}-\sigma(\phi)$ and

$$
\begin{equation*}
\chi(z)=2\left\{\beta+A(\beta-\alpha) \beta^{2 k} \int_{0}^{\pi}\left(1-u \frac{\beta^{k}}{\alpha^{k}}\right)^{-A-1}(1-u)^{-B} d u\right\}, \quad z \in \Omega \tag{3.39}
\end{equation*}
$$

In the next section, we study the behavior of $\chi(z)$ on the set $D=\{z: B(z)=1,2, \cdots\}$ in order to determine the conditions under which it is part of $\sigma(\phi)$.

We now establish a generating function for the polynomials of the first kind $\left\{c_{n}^{\lambda}(x ; a, b ; k)\right\}$. For brevity, we will write $c_{n}^{\lambda}(x)$ for $c_{n}^{\lambda}(x ; a, b ; k)$. Recall

$$
\begin{equation*}
c_{n}^{\lambda}(x)=\lim _{s \rightarrow 1} G_{n}(x ; U, V, \Delta ; q) \tag{3.40}
\end{equation*}
$$

where

$$
\begin{equation*}
U=s^{k a}, \quad V=s^{k}\left(1-s^{k b}\right), \quad \Delta=s^{k \lambda}, \quad q=s \omega . \tag{3.41}
\end{equation*}
$$

Now (3.3), (3.4) and (3.7) give

$$
\begin{equation*}
G(x, t):=\sum_{n=0}^{\infty} \frac{1-U \Delta q^{n}}{1-U \Delta} F_{n}(x)=h(s, t) \frac{(q t / \xi ; q)_{\infty}(q t / \zeta ; q)_{\infty}}{(t / \alpha ; q)_{\infty}(t / \beta ; q)_{\infty}} \tag{3.42}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s, t):=1-\Delta U+(\Delta-U) \Delta t^{2}+2 V t, \quad h(s, t):=g(s, t) /(1-\Delta U) . \tag{3.43}
\end{equation*}
$$

As $s \rightarrow 1, h(s, t) \rightarrow 1+\left\lfloor 2 b t-(\lambda-a) t^{2}\right\rfloor /(\lambda+a)$. Furthermore,

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{\left(1-q^{j} \alpha / \xi\right)}{1-q^{j}}=\frac{A+m}{m} \text { or } 1 \quad \text { if } j=k m \text { or } k \nmid j . \tag{3.44}
\end{equation*}
$$

A calculation similar to what we used to prove (3.9) yields

$$
\begin{equation*}
C^{\lambda}(x, t)=\frac{\left[\lambda+a+2 b t-(\lambda-a) t^{2}\right]}{\left(1-2 x t+t^{2}\right)(\lambda+a)}\left(1-t^{k} \beta^{k}\right)^{A}\left(1-t^{k} \alpha^{k}\right)^{B}, \tag{3.45}
\end{equation*}
$$

where $C^{\lambda}(x, t)$ is the limit of $G(x, t)$ as $s \rightarrow 1$. In fact

$$
\begin{equation*}
C^{\lambda}(x, t)=\sum_{n=0}^{\infty} b_{n} c_{n}^{\lambda}(x) t^{n} \tag{3.46}
\end{equation*}
$$

where $b_{n}$ is the limit of $\left(1-U \Delta q^{n}\right)\left(\Delta^{2} ; q\right)_{n} /\left[(1-\Delta U)(q ; q)_{n}\right]$. Thus

$$
\begin{equation*}
b_{n}=\frac{(\lambda+a+1)_{\lfloor n / k\rfloor}(2 \lambda)_{[n / k]}}{\lfloor n / k\rfloor!(\lambda+a)_{[n / k\rceil}} \tag{3.47}
\end{equation*}
$$

where $\lfloor x\rfloor$ and $\lceil x\rceil$ denote, respectively, the largest integer $<x$ and the smallest integer $>x$.

From (3.45) and Darboux's Method we readily obtain

$$
\begin{equation*}
b_{n} c_{n}^{\lambda}(x) \sim-k^{B} \frac{B}{\lambda+a}\left(1-\beta^{2 k}\right)^{A} \frac{\beta^{-n}}{\Gamma(-B+1)} n^{-B}, \quad n \rightarrow \infty, \tag{3.48}
\end{equation*}
$$

holding in the complex plane outside the interval $[-1,1]$.
We wish to determine the asymptotic behavior of $c_{n}^{* \lambda}(x)$ in order to find the continued fraction whose denominators are $\left\{c_{n}^{\lambda}(x)\right\}$. The first step is to derive a generating function for $\left\{c_{n}^{* \lambda}(x)\right\}$. Let

$$
\begin{align*}
& f(s, t):=1+\Delta^{2} t^{2}+2(V-x U \Delta) t  \tag{3.49}\\
& G^{*}(x, t):=\sum_{n=0}^{\infty} \frac{1-U \Delta q^{n}}{1-U \Delta} F_{n}^{*}(x) t^{n} \tag{3.50}
\end{align*}
$$

Formulas (3.9), (3.42), (3.43), (3.49) and (3.50) lead to

$$
\begin{equation*}
G^{*}(x, t)=\frac{2 t}{f(s, t)}+G(x, t) \frac{F^{*}(x, t)}{F(x, t)} . \tag{3.51}
\end{equation*}
$$

Letting $s \rightarrow 1$ in (3.51) and taking (3.41) into account we obtain

$$
\begin{equation*}
\sum_{n=0}^{\infty} b_{n} c_{n}^{* \lambda}(x) t^{n}=\frac{2 t}{1-2 x t+t^{2}}+C^{\lambda}(x, t) \lim _{s \rightarrow 1} \frac{F^{*}(x, t)}{F(x, t)}, \tag{3.52}
\end{equation*}
$$

and $C^{\lambda}(x, t)$ and $b_{n}$ are given by (3.45) and (3.47), respectively. The following lemma generalizes results of [1] and [14].

Lemma 3.1. With $F(x, t)$ given by (3.7) and $F^{*}(x, t)$ by (3.9), we have

$$
\begin{equation*}
\lim _{s \rightarrow 1} \frac{F^{*}(x, t)}{F(x, t)}=2(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta} \int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u . \tag{3.53}
\end{equation*}
$$

Proof. Using

$$
F^{*}(x, t)=2 t F(x, t) \sum_{m, j=0}^{\infty} \frac{(q \xi / \alpha ; q)_{j}(q \zeta / \beta ; q)_{m}}{(q ; q)_{j}(q ; q)_{m}}\left(\frac{t}{\xi}\right)^{j}\left(\frac{t}{\zeta}\right)^{m} \frac{1-U \Delta}{1-q^{m+j+1}},
$$

we easily see that

$$
\begin{aligned}
& \lim _{s \rightarrow 1} \frac{1-q^{j} \xi / \alpha}{1-q^{j}}=1\left(\text { or } \frac{A+r}{r}\right) \text { if } k \nmid j(\text { or } j=k r), \\
& \lim _{s \rightarrow 1} \frac{1-q^{m} \zeta / \beta}{1-q^{m}}=1\left(\text { or } \frac{B+r}{r}\right) \text { accordingly as } k \nmid m \text { or } m=k r .
\end{aligned}
$$

Furthermore,

$$
\lim _{s \rightarrow 1} \frac{1-U \Delta}{1-q^{m+j+1}} \text { is } 0 \text { if } k \nmid j+m+1 \text { and is } \frac{\lambda+a}{r} \text { if } j+m+1=k r .
$$

Using the above limiting relationships we see that

$$
\lim _{s \rightarrow 1} \frac{F^{*}(x, t)}{F(x, t)}=2 k(\lambda+a) \sum_{\substack{j, m=0 \\ k \mid j+m+1}}^{\infty} \frac{(A+1)_{\lfloor j / k\rfloor}(B+1)_{\lfloor m / k\rfloor}}{\lfloor j / k\rfloor!\lfloor m / k\rfloor!(m+j+1)} t^{j+m+1} \alpha^{m-j} .
$$

Let $j=k j_{1}+l, m=k m_{1}+k-l-1$, where $0 \leqq l<k, j_{1} \geqq 0, m_{1} \geqq 0$. Then

$$
\begin{aligned}
\lim _{s \rightarrow 1} \frac{F^{*}(x, t)}{F(x, t)}= & 2(\lambda+a) \sum_{j_{1}, m_{1}=0}^{\infty} \frac{(A+1){j_{1}}_{1}(B+1)_{m_{1}}}{j_{1}!m_{1}!\left(j_{1}+m_{1}+1\right) k} t^{\left(m_{1}+j_{1}+1\right) k} \\
& \cdot \beta \alpha^{\left(m_{1}-j_{1}+1\right) k} \sum_{l=0}^{k-1} \beta^{2 l} .
\end{aligned}
$$

Therefore

$$
\lim _{s \rightarrow 1} \frac{F^{*}(x, t)}{F(x, t)}=2(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta} \int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u .
$$

This proves the lemma.
This shows that a generating function of the numerator polynomials is

$$
\begin{align*}
\sum_{n=0}^{\infty} b_{n} c_{n}^{* \lambda}(x) t^{n}= & \frac{2 t}{t^{2}-2 x t+1}+2(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta}\left\{1+\frac{2 b}{\lambda+a} t-\frac{\lambda-a}{\lambda+a} t^{2}\right\} \\
& \cdot \frac{\left(1-t^{k} \beta^{k}\right)^{A}\left(1-t^{k} \alpha^{k}\right)^{B}}{t^{2}-2 x t+1} \int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u . \tag{3.54}
\end{align*}
$$

Integration by part gives

$$
\begin{aligned}
\int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u= & \frac{\beta^{k}}{B}\left(1-t^{k} \beta^{k}\right)^{-A-1}\left(1-t^{k} \alpha^{k}\right)^{-B}-\frac{\beta^{k}}{B} \\
& -\beta^{2 k} \frac{A+1}{B} \int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-2}\left(1-u \alpha^{k}\right)^{-B} d u
\end{aligned}
$$

An argument similar to the one used to prove (3.38) gives

$$
\lim _{t \rightarrow \beta} \int_{0}^{t^{k}}\left(1-u \beta^{k}\right)^{-A-2}\left(1-u \alpha^{k}\right)^{-B} d u=\int_{0}^{\beta^{k}}\left(1-u \beta^{k}\right)^{-A-2}\left(1-u \alpha^{k}\right)^{-B} d u
$$

The above calculations, (3.54) and Darboux's Method establish $b_{n} c_{n}^{* \lambda}(x) \sim 2(\lambda+a) \frac{\left(\beta^{k}-\alpha^{k}\right)}{(\beta-\alpha)} \frac{\beta^{k}}{B}\left\{1+\frac{A+1}{\alpha^{k}} \int_{0}^{\beta^{k}}\left(1-u \beta^{k}\right)^{-A-2}\left(1-u \alpha^{k}\right)^{-B} d u\right\} b_{n} c_{n}^{\lambda}(x)$, as $n \rightarrow \infty$, when $x \in \mathbb{C}-[a, b]$. This proves that the continued fraction is

$$
\begin{equation*}
\chi^{*}(z)=-2 \frac{\lambda+a}{\alpha-\beta}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right) \frac{1}{B}\left\{1+\frac{(A+1)}{\alpha^{k}} \int_{0}^{\beta^{k}}\left(1-u \beta^{k}\right)^{-A-2}\left(1-u \alpha^{k}\right)^{-B} d u\right\} \tag{3.55}
\end{equation*}
$$

$x \in \mathbb{C}-[a, b]$, which can also be written

$$
\begin{equation*}
\chi^{*}(z)=-2 \frac{(\lambda+a)}{\alpha-\beta}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right) \frac{1}{B}\left\{1+(A+1) \frac{\beta^{k}}{\alpha^{k}} \int_{0}^{1}\left(1-u \frac{\beta^{k}}{\alpha^{k}}\right)^{-A-2}(1-u)^{-B} d u\right\} . \tag{3.56}
\end{equation*}
$$

This is the form of the continued fraction for the polynomials $c_{n}^{\lambda}(x)$ that we will use henceforth. It is an analytic function of $z$ in the subset $\Omega^{*}$ of $\mathbb{C}-[-1,1]$ where $B(z) \neq 0,1,2, \cdots$, i.e., its only possible singularities outside $[-1,1]$ are on the set $D^{*}=\{z: B(z)=0,1,2, \cdots\}$.
4. The continued fractions $\boldsymbol{\chi}(\boldsymbol{z})$ and $\boldsymbol{\chi}^{*}(z)$. The continued fractions $\chi(z)$ and $\chi^{*}(z)$ are analytic function of $z$ in the cut plane $\mathbb{C}-[-1,1]$, except possibly on the sets $D$ and $D^{*}$ where $B(z)$ is, respectively, a positive and a nonnegative integer. We now identify these sets and the type of singularities $\chi(z)$ and $\chi^{*}(z)$ have on such sets.

Let $\Omega$ be, as in (2.36), the set of points in $\mathbb{C}-[-1,1]$ where $B(z) \neq 1,2, \cdots$, and $\Omega^{*}$ be the subset of $\Omega$ where $B(z) \neq 0$. The function $\chi(z)$ is analytic in $\Omega$ and

$$
\begin{aligned}
\int_{0}^{1}\left(1-u \beta^{2 k}\right)^{-A-1}(1-u)^{-B} d u & =\left(1-\beta^{2 k}\right)^{-A-1} \sum_{n=1}^{\infty} \frac{(A+1)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n} \cdot \frac{1}{n+1-B} \\
& =-\frac{\alpha^{k}}{A \beta^{k}}\left(1-\beta^{2 k}\right)^{-A} \sum_{n=1}^{\infty} \frac{(A)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n} \frac{n}{n-B}
\end{aligned}
$$

for $z \in \Omega$. Therefore

$$
\begin{equation*}
\chi(z)=2\left\{\beta+(\alpha-\beta)\left(1-\beta^{2 k}\right)^{-A} \sum_{n=1}^{\infty} \frac{(A)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n} \frac{n}{n-B}\right\} . \tag{4.1}
\end{equation*}
$$

This series representation of $\chi(z)$ will be used to determine the type of the singularities of $\chi(z)$ in $D$. For $z \in \Omega^{*}$ we have

$$
\begin{aligned}
(A+1) & \int_{0}^{1}\left(1-u \beta^{2 k}\right)^{-A-2}(1-u)^{-B} d u \\
& =\left(1-\beta^{2 k}\right)^{-A-2} \sum_{n=1}^{\infty} \frac{(A+1)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n-1} \cdot\left(\frac{n}{n-B}\right),
\end{aligned}
$$

which leads to the series representation

$$
\begin{align*}
\chi^{*}(z)= & -\frac{2(\lambda+a)}{(\alpha-\beta) B}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)  \tag{4.2}\\
& \cdot\left\{1-\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A-1} \sum_{n=1}^{\infty} \frac{(A+1)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n} \frac{n}{n-B}\right\} .
\end{align*}
$$

We now analyze the singularities of $\chi(z)$ and $\chi^{*}(z)$. Markov's Theorem gives

$$
\begin{equation*}
\chi(z)=\int_{-\infty}^{+\infty} \frac{d \phi(t)}{z-t} d t, \quad \chi^{*}(z)=\int_{-\infty}^{+\infty} \frac{d \psi(t)}{z-t}, \tag{4.3}
\end{equation*}
$$

where $\phi(t), \psi(t)$ are, respectively, the normalized distribution functions of $\left\{B_{n}^{\lambda}(x)\right\}$ and $\left\{c_{n}^{\lambda}(x)\right\}$. From Markov's Theorem it also follows that the set of singularities of $\chi(z)$ (respectively, $\chi^{*}(z)$ ) coincides with the support $\sigma(\phi)$ of $d \phi$ (respectively, $\sigma(\psi)$ of $d \psi$ ). Hence, the singularities of both $\chi(z)$ and $\chi^{*}(z)$ are real numbers. The singularities of $\chi(z)$ are located on $[-1,1]$ and on the set $D=$ $\{z \in \mathbb{C}-[-1,1]: B(z)=1,2, \cdots\}$, and those of $\chi^{*}(z)$, on $[-1,1]$ and on the set $D^{*}=$ $\{z \in \mathbb{C}-[-1,1]: B(z)=0,1,2, \cdots\}$. It follows that both $D$ and $D^{*}$ are subsets of $\mathbb{R}$. In fact $D \subseteq D^{*} \subseteq(-\infty,-1) U(1,+\infty)$. Furthermore $\sigma(\phi) \subseteq D U[-1,1]$ and $\sigma(\psi) \subseteq$ $D^{*} U[-1,1]$ hold. To determine if $D \subseteq \sigma(\phi)$, or if $D^{*} \subseteq \sigma(\psi)$, we have to determine the sets of $D$ and $D^{*}$ and the nature of the singularities $\chi(z)$, and $\chi^{*}(z)$ have on these sets. We will do this in this part of the paper, leaving for $\S 5$ the study of the singularities of $\chi(z)$ and $\chi^{*}(z)$ in $[-1,1]$.

Recall that $B(x)$ is defined in (2.20) and (2.25). To determine $D$ and $D^{*}$ we solve the equations $B(x)=n$. In doing so, we will first consider the case $n+\lambda>0$; i.e., we will assume $n \geqq 1$ in the general case $\lambda>-\frac{1}{2}$ (this determines $D$ ) and also allow $n=0$ if $\lambda>0$. The solutions of $B(x)=n$ satisfy

$$
\begin{equation*}
\left(a^{2}-(n+\lambda)^{2}\right) x^{2}+2 a b x+b^{2}+(n+\lambda)^{2}=0, \quad x \neq \pm 1 . \tag{4.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Delta_{n}=(n+\lambda)^{2}+b^{2}-a^{2}, \quad x_{n}=\frac{-a b+(n+\lambda) \sqrt{\Delta_{n}}}{a^{2}-(n+\lambda)^{2}}, \quad y_{n}=\frac{-a b-(n+\lambda) \sqrt{\Delta_{n}}}{a^{2}-(n+\lambda)^{2}} . \tag{4.5}
\end{equation*}
$$

The solutions of the quadratic equation in (4.4) are $x=x_{n}, x=y_{n}$. Those solutions contain the solutions of $B(x)=n$.

In order to obtain a sufficient condition for $x_{n}, y_{n}$ to belong to $D^{*}$, observe that

$$
\begin{array}{cc}
a x_{n}+b=(n+\lambda) \frac{a \sqrt{\Delta_{n}}-b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}, & a y_{n}+b=-(n+\lambda) \frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}, \\
\sqrt{x_{n}^{2}-1}= \pm \frac{a \sqrt{\Delta_{n}}-b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}, & \sqrt{y_{n}^{2}-1}= \pm \frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}} . \tag{4.7}
\end{array}
$$

The fact that the numbers in (4.7) are positive numbers when $x_{n}, y_{n} \in D^{*}$ will be important in our considerations. Now, if $B\left(x_{n}\right)=n$ and $x_{n}<-1$, then $a x_{n}+b=$ $(n+\lambda) \sqrt{x_{n}^{2}-1}$ and (4.6) yields

$$
\begin{equation*}
\sqrt{x_{n}^{2}-1}=\frac{\left[a \sqrt{\Delta_{n}}-b(n+\lambda)\right]}{\left[a^{2}-(\lambda+n)^{2}\right]} . \tag{4.8}
\end{equation*}
$$

Similarly, when $B\left(x_{n}\right)=n$ but $x_{n}>1$, then

$$
\begin{equation*}
\sqrt{x_{n}^{2}-1}=\frac{\left[-a \sqrt{\Delta_{n}}+b(n+\lambda)\right]}{\left\lfloor a^{2}-(n+\lambda)^{2}\right\rfloor} \tag{4.9}
\end{equation*}
$$

We prove in the same manner that if $B\left(y_{n}\right)=n$ then

$$
\begin{array}{ll}
\frac{a y_{n}+b}{\sqrt{y_{n}^{2}-1}}=n+\lambda, & \sqrt{y_{n}^{2}-1}=-\frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}} \quad \text { if } y_{n}<-1, \\
-\frac{a y_{n}+b}{\sqrt{y_{n}^{2}-1}}=n+\lambda, & \sqrt{y_{n}^{2}-1}=\frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}} \quad \text { if } y_{n}>1 . \tag{4.11}
\end{array}
$$

Now we give a condition guaranteeing that $x_{n}<-1$ and $y_{n}>1$. An obvious necessary condition is that $\Delta_{n} \geqq 0$.

Lemma 4.1. Assume $n+\lambda>0, a<n+\lambda$. Then $x_{n}<-1$ for all $b \neq a$ and $y_{n}>1$ for all $b \neq-a$.

Proof. The above conditions make $(n+\lambda)^{2}-a^{2}>0$. In fact $a+n+\lambda>0$ follows from the positivity condition and $n+\lambda-a>0$ by assumption. Thus $\Delta_{n}>0$ for all $b \in \mathbb{R}$. Consider $x_{n}, y_{n}$ as functions of the parameter $b$. Both $x_{n}(b)$ and $y_{n}(b)$ are continuous functions of $b$ for all $b \in \mathbb{R}$ and $x_{n}(b)=-1$ if and only if $b=a, x_{n}(b)=1$ if and only if $b=-a$. Since $x_{n}(a)=1$ and $x_{n}(b)$ cannot take values in $(-1,1)$, it follows that $x_{n}(b)<-1$ for all $b \in \mathbb{R}, b \neq a$. From $y_{n}(-a)=1$ we conclude that $y_{n}(b)>1$ for all $b \in \mathbb{R}, b \neq-a$. This proves the lemma.

Remark 4.2. The assumptions of the lemma are automatically satisfied if $a<0$.
The next theorem characterizes the solutions of $B(x)=n$ among $\left\{x_{n}, y_{n}\right\}$.
Theorem 4.3. Assume $n+\lambda>0, a<n+\lambda$. Then, $x_{n} \in D^{*}$ if and only if $b \neq a$ and

$$
a \sqrt{\Delta_{n}}-b(n+\lambda)<0,
$$

and, under these conditions $x_{n}<-1$. Furthermore, $y_{n} \in D^{*}$ if and only if $b \neq-a$, and

$$
a \sqrt{\Delta_{n}}+b(n+\lambda)<0,
$$

in which case $y_{n}>1$.
Proof. If $n+\lambda>0, a<n+\lambda$ we have, by Lemma 4.1, $x_{n} \leqq-1$ with $x_{n}=-1$ if and only if $b=a$. Similarly $y_{n} \geqq 1$, with $y_{n}=1$ if and only if $b=-a$. Hence, if $x_{n} \in D^{*}$ we must have $b \neq a$ and, since

$$
\sqrt{x_{n}^{2}-1}=\frac{a \sqrt{\Delta_{n}}-b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}, \quad a^{2}-(n+\lambda)^{2}<0
$$

we must have $a \sqrt{\Delta_{n}}-b(n+\lambda)<0$. In the same manner we see that if $y_{n} \in D^{*}$ then $b \neq-a$ and

$$
\sqrt{y_{n}^{2}-1}=\frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(b+\lambda)^{2}},
$$

then $a \sqrt{\Delta_{n}}+b(n+\lambda)<0$. Conversely, if $b \neq a$ we have $x_{n}<-1$; and if $a \sqrt{\Delta_{n}}-$ $b(n+\lambda)<0, \sqrt{x_{n}^{2}-1}$ is given by (4.7). Then we immediately obtain that $B\left(x_{n}\right)=n$, and thus $x_{n} \in D^{*}$. In the same way we prove that if $b \neq-a$ then $y_{n}>1$, and if $a \sqrt{\Delta_{n}}+$ $b(n+\lambda)<0$ then $\sqrt{y_{n}^{2}-1}$ is given by (4.11). Thus $B\left(y_{n}\right)=n$ and $y_{n} \in D^{*}$. This completes the proof.

Remark 4.4. Even under the conditions of Theorem 4.3, $x=-1$ (respectively, $y=1$ ) is not in $D^{*}$ if $a=b$ (respectively, if $b=-a$ ). They are not even solutions of $B(x)=n$. However, $x_{n}(-a)$ and $y_{n}(a)$ are in $D^{*}$.

Now let

$$
\begin{equation*}
X_{n}(b)=a \sqrt{\Delta_{n}}-b(n+\lambda), \quad Y_{n}(b)=a \sqrt{\Delta_{n}}+b(n+\lambda) . \tag{4.12}
\end{equation*}
$$

Theorem 4.3 points out the importance of knowing the signs of $X_{n}(b)$ and $Y_{n}(b)$. The sign of $X_{n}(b)$ and $Y_{n}(b)$ can often be determined from their asymptotic behavior as $b \rightarrow \pm \infty$, which is, in general, easier than struggling with the inequalities. This is so because $X_{n}(b)=0$ if and only if $b=a$, while $Y_{n}(b)=0$ if and only if $b=-a$. We can say a little more. In fact, in any interval $I$ in which $\Delta_{n}>0$, we have

$$
X_{n}^{\prime}(b)=\frac{a b}{\sqrt{\Delta_{n}}}-n+\lambda, \quad Y_{n}^{\prime}(b)=\frac{a b}{\sqrt{\Delta_{n}}}+(n+\lambda),
$$

so $X_{n}^{\prime}(b) \neq 0, Y_{n}^{\prime}(b) \neq 0$ for all $b \in I$. It follows that $X_{n}$ and $Y_{n}$ are strictly monotonic in $I$. For example, if $I=(a,+\infty)$ and $\Delta_{n} \geqq 0$ for all $b \in I$, we can deduce that the sign of $X_{n}(b)$ will be that of $a-n-\lambda$ for all $b \in I$. In fact

$$
X_{n}(b) \sim b(a-b-\lambda) \quad \text { as } b \rightarrow+\infty
$$

and $X_{n}(b)$ does not change sign in $(a,+\infty)$. Similarly we conclude that the sign of $Y_{n}(b)$ in $(-\infty,-a)$, agrees with the sign of $a-n-\lambda$ (provided that $\Delta_{n} \geqq 0$ in $(-\infty,-a)$ ).

We now establish two corollaries to Theorem 4.3.
Corollary 4.5. Assume $0 \leqq a<n+\lambda$. If $b>a$, then $x_{n}<-1$ and is in $D^{*}$ but $y_{n}$ is not a solution of $B(x)=n$.

Proof. Clearly $a \sqrt{\Delta_{n}}-b(n+\lambda) \sim b(a-n-\lambda)$ as $b \rightarrow+\infty$ and does not change sign in $(a,+\infty)$. Thus $a \sqrt{\Delta_{n}}-b(n+\lambda)<0$. On the other hand, $a \sqrt{\Delta_{n}}+b(n+\lambda)>0$. By Theorem 4.3, $x_{n} \in D^{*}$ and $y_{n}$ is not a solution of $B(x)=n$.

Corollary 4.6. Let $n+\lambda>0, a<0, b \geqq 0$. Then
(i) if $-b \leqq a, x_{n}<-1$ and belongs to $D^{*}$ but $y_{n}$ is not a solution of $B(x)=n$;
(ii) if $a<-b$, both $x_{n}$ and $y_{n}$ are in $D^{*}, x_{n}<-1$ and $y_{n}>1$.

Proof. (i) If $-b<a$, we have $a<n+\lambda, a \sqrt{\Delta_{n}}-b(n+\lambda)<0, a \sqrt{\Delta_{n}}+b(n+\lambda)>0$. By Theorem 4.3, $x_{n} \in D^{*}$ and $y_{n}$ does not satisfy $B(x)=n$. If $a=-b$ we still have $a \sqrt{\Delta_{n}}-b(n+\lambda)=2 a(n+\lambda)<0$, and $x_{n} \in D^{*}$. On the other hand, $y_{n}=1 \notin D^{*}$.
(ii) In this case $a<n+\lambda, a \sqrt{\Delta_{n}}-b(n+\lambda)<0, a \sqrt{\Delta_{n}}+b(n+\lambda)<0$. By Theorem 4.3, $x_{n}, y_{n} \in D^{*}$. This completes the proof.

Theorem 4.7. Assume $0<n+\lambda<a$. Then, for all $b>a, x_{n}<-1$ and is in $D^{*}$ but $y_{n}$ is not a solution of $B(x)=n$.

Proof. In this case $b^{2}>a^{2}$, hence $\Delta_{n}>0$ for $b \in[a, \infty)$. Since $x_{n}(a)=-1$, the continuity of $x_{n}(b)$ in the interval $[a, \infty)$ forces $x_{n}(b)<-1$ for all $b \in(a, \infty)$. Since $a^{2}-(n+\lambda)^{2}>0, x_{n}(b)$ will be in $D^{*}$ if and only if $X_{n}(b)>0$. But this is the case, as

$$
X_{n}(b)-b(a-(n+\lambda))>0, \quad b \rightarrow \infty .
$$

Now, $y_{n}(a)=-\left(a^{2}+(n+\lambda)^{2}\right) /\left(a^{2}-(n+\lambda)^{2}\right)<-1$, and the continuity of $y_{n}(b)$ in the interval $[a, \infty)$ implies $y_{n}(b)<-1$ for all $b>a$. If $y_{n}(b)$ were a solution of $B(x)=n$ we would have

$$
\sqrt{y_{n}^{2}(b)-1}=-\frac{Y_{n}(b)}{a^{2}-(n+\lambda)^{2}}=\frac{Y_{n}(b)}{(n+\lambda)^{2}-a^{2}},
$$

so that $Y_{n}(b)<0$. But obviously $Y_{n}(b)>0$ under the assumptions. Hence, $y_{n}(b)$ is not a solution of $B(x)=n$. This proves the theorem.

The results contained in Theorems 4.3 and 4.7 and their corollaries provide the information needed to characterize the set $D$. To determine $D^{*}$ we need to consider the additional case $n=0, \lambda<0$. So, assume $\lambda<0=n$, and consider $x_{0}, y_{0}$ as function of the parameter $b$ (for fixed $a$ ). Therefore

$$
\begin{equation*}
x_{0}(b)=\frac{-a b+\lambda \sqrt{\Delta_{0}}}{a^{2}-\lambda^{2}}, \quad y_{0}(b)=-\frac{a b+\lambda \sqrt{\Delta_{0}}}{a^{2}-\lambda^{2}} . \tag{4.13}
\end{equation*}
$$

Observe that $\sqrt{\lambda^{2}}=-\lambda$, and now $x_{0}(b)=1$ if and only if $b=-a, y_{0}(b)=-1$ if and only if $b=a$. Again, $x_{0}(b)$ and $y_{0}(b)$ cannot take values in the interval $(-1,1)$.

Let

$$
\begin{equation*}
X_{0}(b)=a \sqrt{\Delta_{0}}-b \lambda, \quad Y_{0}(b)=a \sqrt{\Delta_{0}}+b \lambda . \tag{4.14}
\end{equation*}
$$

If $x_{0}, y_{0}$ are solutions of $B(x)=0$ then,

$$
\sqrt{x_{0}^{2}-1}= \pm \frac{X_{0}(b)}{a^{2}-\lambda^{2}}, \quad \sqrt{y_{n}^{2}-1}= \pm \frac{Y_{0}(b)}{a^{2}-\lambda^{2}}
$$

Therefore,

$$
\begin{equation*}
\sqrt{x_{0}^{2}-1}=\frac{X_{0}(b)}{a^{2}-\lambda^{2}}, \quad x_{0}<-1, \quad \sqrt{x_{0}^{2}-1}=-\frac{X_{0}(b)}{a^{2}-\lambda^{2}}, \quad x_{0}>1, \tag{4.15}
\end{equation*}
$$

while

$$
\begin{equation*}
\sqrt{y_{0}^{2}-1}=-\frac{Y_{0}(b)}{a^{2}-\lambda^{2}}, \quad y_{0}<-1, \quad \sqrt{y_{0}^{2}-1}=\frac{Y_{0}(b)}{a^{2}-\lambda^{2}}, \quad y_{0}>1 . \tag{4.16}
\end{equation*}
$$

We now have that $X_{0}(b)=0$ if and only if $b=-a, Y_{0}(b)=0$ if and only if $b=a$. As before, it is easy to check that $X_{0}^{\prime}(b), Y_{0}^{\prime}(b)$ never vanish, so that $X_{0}(b), Y_{0}(b)$ are strictly monotonic in any interval $I$ where $\Delta_{0}>0$; therefore, $X_{0}(b)$ never changes sign in such an interval if $-a \notin I$ and the same is true of $Y_{0}(b)$ if $a \notin I$. The signs of $X_{0}(b)$, $Y_{0}(b)$ can then be obtained, as before, from their asymptotic behavior.

Remark 4.8. Observe that the behavior of $X_{0}(b), Y_{0}(b)$ when $\lambda>0$ is included in the case $n+\lambda>0$.

Lemma 4.9. If $a>\lambda, \lambda<0$, then $x_{0}>1$ for $b \neq-a$ and $y_{0}<-1$ when $b \neq a$.
Proof. The proof is similar to that of Lemma 4.1. Observe that $\lambda^{2}-a^{2}=$ $(\lambda+a)(\lambda-a)>0$ (since $a+\lambda<0$ if $\lambda<0$ ), so that $\Delta_{0}>0$ for all $b \in \mathbb{R}$. Considering again $x_{0}$ as a function of $b$ we see that $x_{0}(-a)=1$, and therefore $x_{0}(b)>1$ if $b \neq-a$. The same type of argument proves the assertions concerning $y_{0}$.

Theorem 4.10. If $a>\lambda, \lambda<0$, then $x_{0} \in D^{*}$ if and only if $b \neq-a$ and $a \sqrt{\Delta_{0}}-b \lambda>0$. In this case $x_{0}>1$. Furthermore $y_{0} \in D^{*}$ if and only if $b \neq a$ and $a \sqrt{\Delta_{0}}+b \lambda>0$, in which case $y_{0}<-1$.

Proof. The proof is essentially the same as that of Theorem 4.3.
Remark 4.11. Observe that $x_{0}(-a), y_{0}(a)$ are not solutions of $B(x)=0$. However, both $x_{0}(a)$ and $y_{0}(-a)$ are in $D^{*}$.

Corollary 4.12. Assume $a>b>0, \lambda<0$. Then $x_{0}$ and $y_{0}$ are solutions of $B(x)=0$ in $D^{*}$. Furthermore, $x_{0}>1$ and $y_{0}<-1$.

Proof. We have $a>\lambda$ and obviously $a \sqrt{\Delta_{0}}-b \lambda>0$. Theorem 4.10 shows that $x_{0} \in D^{*}$ and $x_{0}>1$. If $b=0$, we trivially have $a \sqrt{\Delta_{0}}+b \lambda>0$. Therefore, we also have $a \sqrt{\Delta_{0}}+b \lambda>0$ if $b>0$. Thus, $y_{0}<-1$ and is in $D^{*}$.

Theorem 4.13. Assume $a<\lambda<0$. Then
(i) if $-b<a, x_{0}>1$ and is in $D^{*}$ but $y_{0}$ does not make $B(x)=0$;
(ii) if $a \leqq-b, b>0$, neither $x_{0}$ nor $y_{0}$ is a solution of $B(x)=0$.

Proof. (i) In this case $\Delta_{0} \geqq b^{2}-a^{2}>0$ and $b>-a$. Moreover $x_{0}(b)>1$ for $b>-a$, because $x_{0}=1$ when $b=-a$. Since $a \sqrt{\Delta_{0}}-b \lambda \sim b(a-\lambda)$ when $b \rightarrow+\infty$, we have $a \sqrt{\Delta_{0}}-$ $b \lambda<0$. Thus $\sqrt{x_{0}^{2}-1}=\left[b \lambda-a \sqrt{\Delta_{0}}\right] /\left[a^{2}-\lambda^{2}\right]$ and $x_{0}(b)$ is in fact a solution of $B(x)=0$. On the other hand, $a \sqrt{\Delta_{0}}+b \lambda<0$ and $y_{0}(b)=-\left[a b+\lambda \sqrt{\Delta_{0}}\right] /\left[a^{2}-\lambda^{2}\right]$ contradict each other, as it is impossible to have $\left(a^{2}-\lambda^{2}\right) \sqrt{y_{0}^{2}-1}=a \sqrt{\Delta_{0}}+b \lambda$. Therefore, $y_{0}$ is not a solution of $B(x)=0$.
(ii) The conclusion is obviously true if $\Delta_{0}<0$. So, assume $\Delta_{0}>0$. We have $b<-a$ and from $a \sqrt{\Delta_{0}}-b^{\prime} \lambda \sim b^{\prime}(a-\lambda)<0$, as $b^{\prime} \rightarrow+\infty$, we conclude that $a \sqrt{\Delta_{0}}-b \lambda>0$. Also, $x_{0}=1$ when $b=-a$, so that $x_{0}(b)>1$. This leads to the contradiction $\sqrt{x_{0}^{2}-1}=$ $\left(b \lambda-a \sqrt{\Delta_{0}}\right) /\left(a^{2}-\lambda^{2}\right)<0$. Hence, $x_{0}$ is not a solution of $B(x)=0$. Since $a \sqrt{\Delta_{0}}+b \lambda<0$ and $y_{0}(b)>1$ are contradictory, the proof is complete.

The proof of the following theorem requires only a slight modification of the proof of Theorem 4.13.

Theorem 4.14. Assume $\lambda<a<0$. Then
(i) if $-b<a, x_{0}>1$ and is in $D^{*}$ but $y_{0}$ is not a solution of $B(x)=0$;
(ii) if $a<-b, b>0$, neither $x_{0}$ nor $y_{0}$ is a solution of $B(x)=0$.

We shall now study the structure of $D$ and the types of singularities of $\chi(z)$ on this set. We recall that $D$ and $D^{*}$ are subsets of $\mathbb{R}-[-1,1]$ defined by

$$
\begin{equation*}
D=\{z \in \mathbb{C}-[-1,1]: B(z)=1,2, \cdots\}, \quad D^{*}=D U\{z: B(z)=0\} \tag{4.17}
\end{equation*}
$$

Theorem 4.15. If $a \geqq|b|$, the set $D$ is empty.
Proof. When $x<-1, B(x)$ equals $n$ iff $(n+\lambda) \sqrt{x^{2}-1}=a x+b$. When $n \geqq 1, \lambda>-\frac{1}{2}$ in order for the above inequality to hold $a x+b$ must be positive. But $a x+b<b-a<0$ when $x<-1$ and we conclude that $D$ has no elements less than -1 . Similarly, when $x>1, a x+b$ is positive and $B(x)=n$ iff $(n+\lambda) \sqrt{x^{2}-1}=-(a x+b)$, which cannot hold since $a \geqq|b|$.

We now consider the cases $a \leqq|b|$. Figure 4.1 shows a subdivision of the $(\lambda, a)$ plane into five regions by the line $\lambda=-\frac{1}{2}$, the half line $a+\lambda+1=0, \lambda>-\frac{1}{2}$ and the $\lambda$-axis $a=0$. The first two lines do not belong to any region while the last one is assumed to be part of Region I for $\lambda>-\frac{1}{2}$. Notice that $\lambda=0$ is not a division line. The positivity conditions $\lambda+a+1>0, \lambda>-\frac{1}{2}$ restrict us to Regions I and II of the ( $\lambda, a$ ) plane. We now characterize the set $D$ when $\lambda$ and $a$ belong to either region. Consider first the case $b \geqq 0$.
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Theorem 4.16. Let $a \leqq b, b \geqq 0$. Then, the set $D$ is given, in each one of the two possible regions, as follows.

Region I (i) $a<b$. Then $D=\left\{x_{n}: n \geqq 1\right\}$.
(ii) $a=b$. Then $D=\varnothing$.

Region II (i) $-b \leqq a<b$. Then $D=\left\{x_{n}: n \geqq 1\right\}$.
(ii) $a<-b$. Then $D=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.

In the two regions $x_{n}, y_{n}$ are given by (4.5) and we have $x_{n}<-1$ and $y_{n}>1$ for all $n \geqq 1$.
Proof. I. Part (i) follows from Corollary 4.5 and Theorem 4.7. Part (ii) has been treated in Theorem 4.15.
II. Part (i) follows immediately from part (i) of Corollary 4.6. Part (ii) follows at once from Corollary 4.6 (ii).

Remark 4.17. The case $b=0$ was studied in Ismail [14]. It corresponds to the symmetric sieved Pollaczek polynomials of the second kind. Notice that in this case we are restricted to Region II with the constraint $a<-b$. By Theorem 4.16, $D$ is $\left\{x: x=x_{n}\right.$ or $\left.y_{n}, n>0\right\}$.

We now come to the case $b<0, a \leqq-b$. Note that

$$
\begin{equation*}
B_{n}^{\lambda}(x ; a, b ; k)=(-1)^{n} B_{n}^{\lambda}(-x ; a,-b ; k) \tag{4.18}
\end{equation*}
$$

follows from the three term recurrence relation. Thus we have the following.
Theorem 4.18 If $a \leqq-b, b<0$, the set $D$ is given, in each one of the Regions I, II in the following manner.

Region I
(i) $a<-b$. Then, $D=\left\{y_{n}: n \geqq 1\right\}$.
(ii) $a=-b$. Then, $D=\varnothing$.

Region II (i) $b \leqq a<-b$. Then, $D=\left\{y_{n}: n \geqq 1\right\}$.
(ii) $a<b$. Then, $D=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.

Here, $x_{n}, y_{n}$ are also given by (4.7) and $x_{n}<-1, y_{n}>1$ for all $n \geqq 1$.
Now we study the nature of singularities of $\chi(z)$ on the set $D$. Recall that

$$
\chi(z)=2\left\{\beta+(\alpha-\beta)\left(1-\beta^{2 k}\right)^{-A} \sum_{n=1}^{\infty} \frac{(A)_{n}}{n!}\left(\frac{\beta^{k}}{\beta^{k}-\alpha^{k}}\right)^{n} \frac{n}{n-B}\right\}
$$

Let $x_{n} \in D$ with $x_{n}<-1$ and $B\left(x_{n}\right)=n$. A simple calculation gives

$$
\lim _{z \rightarrow x_{n}}\left(z-x_{n}\right) \chi(z)=2(-1)^{n+1}(\alpha-\beta) \beta^{2 k n}\left(1-\beta^{2 k}\right)^{2 \lambda} \frac{B\left(x_{n}\right)}{B^{\prime}\left(x_{n}\right)} .
$$

We used $B\left(x_{n}\right)=n,-A-B=2 \lambda, \alpha \beta=1$ and $B^{\prime}\left(x_{n}\right)=\lim _{z \rightarrow x_{n}}(B-n) /\left(z-x_{n}\right)$. Hence, if $B^{\prime}\left(x_{n}\right) \neq 0, x_{n}$ will be a simple pole of $\chi(z)$. We now have

$$
B^{\prime}\left(x_{n}\right)=\left.\frac{d}{d x}\left[-\lambda+\frac{a x+b}{\sqrt{x^{2}-1}}\right]\right|_{x=x_{n}}=\frac{a \sqrt{x_{n}^{2}-1}-(n+\lambda) x_{n}}{x_{n}^{2}-1} .
$$

Using (4.5) one can derive

$$
\begin{equation*}
B^{\prime}\left(x_{n}\right)=\frac{\sqrt{\Delta_{n}}\left[\alpha^{2}-(n+\lambda)^{2}\right]^{2}}{\left[a \sqrt{\Delta_{n}}-b(n+\lambda)\right]^{2}} . \tag{4.19}
\end{equation*}
$$

In the same way when $y_{n}>1$ and $B\left(y_{n}\right)=n$, we obtain

$$
\begin{equation*}
B^{\prime}\left(y_{n}\right)=-\frac{\sqrt{\Delta_{n}}\left[a^{2}-(n+\lambda)^{2}\right]^{2}}{\left[a \sqrt{\Delta_{n}}+b(n+\lambda)\right]^{2}} . \tag{4.20}
\end{equation*}
$$

Therefore $B^{\prime}(x) \neq 0$ in all cases.
Remark 4.19. Note that the denominator of (4.19) vanishes when $a=b$. This does not affect our results, because in this case $D=\varnothing$ in Region I, while $D \subseteq(1,+\infty)$ in Region II. The denominator of (4.20) is zero when $b=-a$, but in this case $D$ is either empty or contained in $(-\infty,-1)$.

We now record the residues of $\chi(z)$ on $D$. Recall that $(-1)^{n}(A)_{n}=(-A-n+1)_{n}$, $-A-B=2 \lambda$ and $\alpha-\beta=-2 \sqrt{x_{n}^{2}-1}$ when $x_{n}<-1, \alpha-\beta=2 \sqrt{y_{n}^{2}-1}$ when $y_{n}>1$. The use of (4.8), (4.19) and (4.20) lead to

$$
\begin{equation*}
\operatorname{Res}\left(\chi(z), x_{n}\right)=4 \beta^{2 k n} \frac{(2 \lambda+1)_{n}}{(n-1)!\sqrt{\Delta_{n}}}\left(1-\beta^{2 k}\right)^{2 \lambda}\left[\frac{a \sqrt{\Delta_{n}}-b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}\right]^{3}, \quad x_{n}<-1, \tag{4.21}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Res}\left(\chi(z), y_{n}\right)=4 \beta^{2 k n} \frac{(2 \lambda+1)_{n}}{(n-1)!\sqrt{\Delta_{n}}}\left(1-\beta^{2 k}\right)^{2 \lambda}\left[\frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}\right]^{3}, \quad y_{n}>1 \tag{4.22}
\end{equation*}
$$

The last two equations could be written somewhat more explicitly by noticing that

$$
\begin{array}{lll}
\beta\left(x_{n}\right)=\frac{\sqrt{\Delta_{n}}-b}{a-\lambda-n}, & \alpha\left(x_{n}\right)=-\frac{\sqrt{\Delta_{n}}+b}{a+\lambda+n}, & x_{n}<-1, \\
\beta\left(y_{n}\right)=-\frac{\sqrt{\Delta_{n}}+b}{a-n-\lambda}, & \alpha\left(y_{n}\right)=\frac{\sqrt{\Delta_{n}}-b}{a+\lambda+n}, & y_{n}>1 . \tag{4.24}
\end{array}
$$

In view of Markov's Theorem we have the following.
Theorem 4.20. The function $\chi(z)$ has a simple pole at every point of $D$ and $D \subseteq \sigma(\phi)$.

Remark 4.21. Note that since

$$
\lim _{n \rightarrow \infty} x_{n}=-1 \quad \text { and } \quad \lim _{n \rightarrow \infty} y_{n}=1
$$

$-1,1$ are the only possible limit points of $D$ in $\mathbb{C}($ or in $\mathbb{R})$.
In § 6 we shall characterize the singularities of $\chi(z)$ in $[-1,1]$.
We next determine the structure of $D^{*}$ as a function of $a, b, \lambda$. First we treat the case $b \geqq 0$.

Theorem 4.22. Let $a>b, b \geqq 0$. Then
(i) if $\lambda>0, D^{*}=\varnothing$;
(ii) if $\lambda<0, D^{*}=\left\{x_{0}, y_{0}\right\}$. Here $x_{0}>1, y_{0}<-1$.

Proof. The proof of (i) is similar to the proof of Theorem 4.15 and will be omitted. Part (ii) follows from Corollary 4.12.

Remark 4.23. The case $b=0$ is also in Ismail [14]. If $a=b>0$ we still have $x_{0} \in D^{*}$, but $y_{0}=-1 \in D^{*}$. The identity

$$
\begin{equation*}
c_{n}^{\lambda}(x ; a, b ; k)=(-1)^{n} c_{n}^{\lambda}(-x ; a,-b ; k) \tag{4.25}
\end{equation*}
$$

can be easily proved from the three term recurrence relation. Thus (4.25) and Theorem 4.22 give the following.

Theorem 4.24. If $a>-b, b<0$, then $D^{*}=\varnothing$ when $\lambda>0$ and $D^{*}=\left\{x_{0}, y_{0}\right\}$ when $\lambda<0$. Here, $x_{0}>1$ and $y_{0}<-1$.

We now consider the case $a \leqq|b|$. In doing so it is convenient to divide the ( $\lambda, a$ )-plane into the ten regions shown in Fig. 4.2. The divisions are determined by the lines $\lambda=\frac{1}{2}$ and $\lambda=0$; the half lines $\lambda+a=0, \lambda>-\frac{1}{2}$ and $\lambda+a+1=0, \lambda>-\frac{1}{2}$, as well as by the $\lambda$-axis, $a=0$, for $\lambda<-\frac{1}{2}$ and $\lambda>0$. The division between Regions III* and IV* is determined by the line segment $\lambda-a=0,-\frac{1}{2}<\lambda<0$. The positivity conditions

$$
\lambda+a+1>0, \quad \lambda(\lambda+a)>0, \quad \lambda>-\frac{1}{2},
$$

restrict cases of orthogonality to Regions $I^{*}-$ IV*. We assume that the $\lambda$-axis belong $^{*}$ to Region I for $\lambda>0$. None of the other division lines is part of any region. Note that $\lambda=0$ is now a dividing line.

Theorem 4.25. The set $D^{*}$ can be described as follows when $a \leqq b, b \geqq 0$.
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Region I* (i) $a<b$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\}$.
(ii) $a=b$. Then, $D^{*}=\varnothing$.

Region II* (i) $-b \leqq a<b$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\}$.
(ii) $a<-b$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\} \cup\left\{y_{n}: n \geqq 0\right\}$.

Region III* (i) $-b<a$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\}, \quad x_{0}>1$.
(ii) $-b=a \neq 0$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\}$.
(iii) $a<-b$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.
(iv) $a=b>0(=0)$. Then, $D^{*}=\left\{x_{0}\right\}(=\varnothing), \quad x_{0}>1$.

Region IV*
(i) $-b<a$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\}, \quad x_{0}>1$.
(ii) $b=-a$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\}$.
(iii) $a<-b$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.

In all regions, $x_{n}<-1$ and $y_{n}>1$ for $n \geqq 1$. Also, $x_{0}<-1, y_{0}>1$ if $\lambda>0$.
Proof. Regions I*, II*. The proof in these cases is as the proof of I, II in Theorem 4.16, because Theorems 4.3, 4.7 and their corollaries hold for $n=0$ when $\lambda>0$.

III* (i) follows immediately from Theorem 4.16 for $n \geqq 1$, and from Theorem 4.14, (i), for $n=0$.
(ii) follows from Theorem 4.16 for $n \geqq 1$ and from Theorem 4.14, (ii), for $n=0$.
(iii) follows from Theorem 4.16 for $n \geqq 1$ and from Theorem 4.14, (ii), for $n=0$.
(iv) If $b=0$, it is impossible to have $-\lambda=n, n \geqq 0$, since $0>2 \lambda>-1$. If $b>0$, use Theorem 4.16 and Remark 4.23.
IV* (i) follows from Theorem 4.16 for $n \geqq 1$ and from Theorem 4.13, (i), for $n=0$.
(ii) follows from Theorem 4.16 for $n \geqq 1$ and from Theorem 4.13, (ii), for $n=0$.
(iii) follows from Theorem 4.16 for $n \geqq 1$ and from Theorem 4.13, (ii), for $n=0$.
The proof of the theorem is now complete.
Now consider the case $b<0$. In view of (4.25) we easily obtain the following.
Theorem 4.26. If $a \leqq-b, b<0$, the composition of $D^{*}$ in different regions of the $a, b, \lambda$ parameter space is as follows.

Region I*
(i) $\quad a<-b$. Then, $D^{*}=\left\{y_{n}: n \geqq 0\right\}$.
(ii) $a=-b$. Then, $D^{*}=\varnothing$.

Region II* (i) $b \leqq a<-b$. Then, $D^{*}=\left\{y_{n}: n \geqq 0\right\}$.
(ii) $a<b$. Then, $D^{*}=\left\{x_{n}: n \geqq 0\right\} \cup\left\{y_{n}: n \geqq 0\right\}$.

Region III* (i) $b<a<-b$. Then, $D^{*}=\left\{y_{n}: n \geqq 0\right\}, \quad y_{0}>1$.
(ii) $\quad a=b$. Then, $D^{*}=\left\{y_{n}: n \geqq 1\right\}$.
(iii) $a<b$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.
(iv) $a=-b>0(=0)$. Then, $D^{*}\left\{y_{0}\right\}\left(D^{*}=\varnothing\right)$.

Region IV*
(i) $b<a$. Then, $D^{*}=\left\{y_{n}: n \geqq 0\right\}, \quad y_{0}<-1$.
(ii) $a=b$. Then, $D^{*}=\left\{y_{n}: n \geqq 1\right\}$.
(iii) $a<b$. Then, $D^{*}=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.

In all regions we always have $x_{n}<-1$ and $y_{n}>1$ for $n \geqq 1$. Furthermore, $x_{0}<-1, y_{0}>1$, if $\lambda>0$.

Remark 4.27. Note that $-1,1$ are the only possible limit points of $D^{*}$ in $\mathbb{C}$ (or in $\mathbb{R}$ ).

Now we study the nature of the singularities of $\chi^{*}(z)$ in $D^{*}$. If $x \in D^{*}$ and $B(x)=n>1$, we have, from (4.2),

$$
\begin{equation*}
\lim _{z \rightarrow x}(z-x) \chi^{*}(z)=-2 \frac{\lambda+a}{\alpha-\beta} \beta^{2 k n}\left(1-\beta^{2}\right)^{2 \lambda} \frac{(2 \lambda)_{n}}{n!} \frac{n}{B^{\prime}(x)} . \tag{4.26}
\end{equation*}
$$

Here we used $B=n,-A-B=2 \lambda$ and $\alpha \beta=1$. If $B(x)=0$ then

$$
\begin{equation*}
\lim _{z \rightarrow x}(z-x) \chi^{*}(z)=-2 \frac{(\lambda+a)}{\alpha-\beta}\left(1-\beta^{2 k}\right)^{2 \lambda} \frac{1}{B^{\prime}(x)} \tag{4.27}
\end{equation*}
$$

Now, a calculation similar to that used to obtain (4.19) and (4.20) shows that

$$
\begin{equation*}
B^{\prime}\left(x_{0}\right)= \pm \frac{\sqrt{\Delta_{0}}\left(a^{2}-\lambda^{2}\right)^{2}}{\left(a \sqrt{\Delta_{0}}-b \lambda\right)^{2}} \tag{4.28}
\end{equation*}
$$

The sign is according to whether $\lambda>0$ or $\lambda<0$ (i.e., according to whether $x_{0}<-1$ or $x_{0}>1$ ). Furthermore

$$
\begin{equation*}
B^{\prime}\left(y_{0}\right)=\mp \frac{\sqrt{\Delta_{0}}\left(a^{2}-\lambda^{2}\right)^{2}}{\left(a \sqrt{\Delta_{0}}-b \lambda\right)^{2}} \tag{4.29}
\end{equation*}
$$

with the same determination of the sign. Hence, all the singularities of $\chi^{*}(z)$ in $D^{*}$ are simple poles.

Recall that $\alpha\left(x_{n}\right)-\beta\left(x_{n}\right)=-2 \sqrt{x_{n}^{2}-1}, \alpha\left(y_{n}\right)-\beta\left(y_{n}\right)=2 \sqrt{y_{n}^{2}-1}$ for $n \geqq 1$, and also for $n=0$ if $\lambda>0$. If $\lambda<0$ then $\alpha\left(x_{0}\right)-\beta\left(x_{0}\right)=2 \sqrt{x_{0}^{2}-1}, \alpha\left(y_{0}\right)-\beta\left(y_{0}\right)=-2 \sqrt{y_{0}^{2}-1}$. This information coupled with (4.19), (4.20), (4.27), (4.28) and (4.29) establish

$$
\begin{align*}
& \operatorname{Res}\left(\chi(z), x_{n}\right)=(\lambda+a) \beta^{2 k n}\left(1-\beta^{2 k}\right)^{2 \lambda} \frac{(2 \lambda)_{n}}{n!\sqrt{\Delta_{n}}}\left[\frac{a \sqrt{\Delta_{n}}-b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}\right],  \tag{4.30}\\
& \operatorname{Res}\left(\chi(z), y_{n}\right)=(\lambda+a) \beta^{2 k n}\left(1-\beta^{2 k}\right)^{2 \lambda} \frac{(2 \lambda)_{n}}{n!\sqrt{\Delta_{n}}}\left[\frac{a \sqrt{\Delta_{n}}+b(n+\lambda)}{a^{2}-(n+\lambda)^{2}}\right], \tag{4.31}
\end{align*}
$$

for $n>1$, and also, according to $\lambda \lessgtr 0$,

$$
\begin{align*}
& \operatorname{Res}\left(\chi(z), x_{0}\right)= \pm \frac{(a+\lambda)}{\sqrt{\Delta_{0}}}\left(1-\beta^{2 k}\right)\left[\frac{a \sqrt{\Delta_{0}}-b \lambda}{a^{2}-\lambda^{2}}\right]  \tag{4.32}\\
& \operatorname{Res}\left(\chi(z), y_{0}\right)=\mp \frac{a+\lambda}{\sqrt{\Delta_{0}}}\left(1-\beta^{2 k}\right)\left[\frac{a \sqrt{\Delta_{0}}+b \lambda}{a^{2}-\lambda^{2}}\right] \tag{4.33}
\end{align*}
$$

The quantities $\alpha$ and $\beta$ are given by (4.23) and (4.24) when $n>1$ or $n=1$ and $\lambda>0$. Furthermore

$$
\begin{array}{lll}
\beta\left(x_{0}\right)=-\frac{\sqrt{\Delta_{0}}+b}{a-\lambda}, & \alpha\left(x_{0}\right)=\frac{\sqrt{\Delta_{0}}-b}{a+\lambda}, & \lambda<0, \\
\beta\left(y_{0}\right)=\frac{\sqrt{\Delta_{0}}-b}{a-\lambda}, & \alpha\left(y_{0}\right)=-\frac{\sqrt{\Delta_{0}}+b}{a+\lambda}, & \lambda<0 . \tag{4.35}
\end{array}
$$

In view of Markov's Theorem we have shown the following.
Theorem 4.28. The function $\chi^{*}(z)$ has a simple pole at each point of $D^{*}$ and $D^{*} \subseteq \sigma(x)$.

Note, again, that the only possible limit points of $D^{*}$ in $\mathbb{R}$ are $-1,1$.
5. Orthogonality relations. We saw in § 4 that

$$
D \subseteq \sigma(\phi) \subseteq[-1,1] \cup D, \quad D^{*} \subseteq \sigma(\psi) \subseteq[-1,1] \cup D^{*}
$$

The purpose of the present section is to compute the orthogonality relation for our polynomials. This will follow from analyzing the singularities of $\chi(z)$ and $\chi^{*}(z)$ in $[-1,1]$. Observe that both $\sigma(\phi)$ and $\sigma(\psi)$ are compact subset of $\mathbb{R}$.

We start by determining the measure $d \phi$.
Remark 5.1. Observe that when $\lambda>0$, (3.38) implies the more symmetric form

$$
\begin{align*}
& \chi(z)=-2\left\{A \beta^{k-1} \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B} d u\right. \\
&\left.+B \alpha^{k-1} \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A}\left(1-u \alpha^{k}\right)^{-B-1} d u\right\} . \tag{5.1}
\end{align*}
$$

In fact,

$$
A \beta^{k} \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B} d u=-1-B \alpha^{k} \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A}\left(1-u \alpha^{k}\right)^{-B-1} d u
$$

for $z$ in a neighborhood of $[-1,1]$, where $\operatorname{Re}(B(z))>0$ and, hence for all $z$, by analytic continuation.

Now, the restriction of the function $\beta(x) / \alpha(x)=\beta_{+}(x) / \alpha_{+}(x)$, to $[-1,1]$ is continuous. Let

$$
\begin{equation*}
\xi_{j}=\cos (\pi j / k), \quad j=1,2, \cdots, k-1 . \tag{5.2}
\end{equation*}
$$

Clearly the points $x \in[-1,1], x \neq \xi_{j}$, for any $j$, make $|\beta(x) / \alpha(x)|=1$ and $\operatorname{Im}\{\beta(x) / \alpha(x)\}^{k} \neq 0$, thus $\operatorname{Re}\{\beta(x) / \alpha(x)\}^{k}<1$ and

$$
1-\operatorname{Re}\left\{u\left(\frac{\beta(x)}{\alpha(x)}\right)^{k}\right\}>0, \quad 0 \leqq u \leqq 1
$$

Hence, there are $\gamma, \delta>0$ such that

$$
1-\operatorname{Re}\left(u\left(\frac{\beta(z)}{\alpha(z)}\right)^{k}\right) \geqq \gamma, \quad 0 \leqq u \leqq 1+\delta,
$$

for all $z$ in a compact set $K_{x}=[x-\delta, x+\delta] \times[0, \delta]$. It follows that if $0<\varepsilon_{n}<\delta$ and $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
\lim _{n \rightarrow \infty}\left[1-u\left\{\frac{\beta\left(t+i \varepsilon_{n}\right)}{\alpha\left(t+i \varepsilon_{n}\right)}\right\}^{k}\right]^{-A\left(t+i \varepsilon_{n}\right)-1}=\left[1-u\left\{\frac{\beta(t)}{\alpha(t)}\right\}^{k}\right]^{-A(t)-1}
$$

holds uniformly for all $t \in[x-\delta, x+\delta]$ and all $u \in[0,1+\delta]$. As in $\S 2$, we let

$$
F(z)=\int_{0}^{\pi}\left[1-u\left\{\frac{\beta(z)}{\alpha(z)}\right\}^{k}\right]^{-A(z)-1}(1-u)^{-B(z)} d u, \quad z \in \Omega .
$$

From the above argument

$$
\begin{equation*}
F_{+}(t):=\lim _{n \rightarrow \infty} F\left(t+i \varepsilon_{n}\right)=\int_{0}^{1}\left[1-u\left\{\frac{\beta(t)}{\alpha(t)}\right\}^{k}\right]^{-A(t)-1}(1-u)^{-B(t)} d u, \tag{5.3}
\end{equation*}
$$

the limit being uniform for $t \in[x-\delta, x+\delta]$.
Recall that $\overline{\beta_{-}(x)}=\alpha(x), \overline{\alpha_{-}(x)}=\beta(x), \overline{B_{-}(x)}=A(x)$ and $\overline{A_{-}(x)}=B(x)$. It is now easy to get, uniformly on $[x-\delta, x+\delta]$

$$
\begin{equation*}
F_{-}(t):=\lim _{n \rightarrow \infty} F\left(t-i \varepsilon_{n}\right)=\int_{0}^{1}\left[1-u\left\{\frac{\alpha(t)}{\beta(t)}\right\}^{k}\right]^{-B(t)-1}(1-u)^{-A(t)} d u . \tag{5.4}
\end{equation*}
$$

This shows that both $F_{+}(x)$ and $F_{-}(x)$ are continuous functions of $x,-1 \leqq x \leqq 1, x \neq \xi_{j}$. Now

$$
\begin{equation*}
\chi_{ \pm}(t):=\lim _{\varepsilon \rightarrow 0+} \chi(t+i \varepsilon)=2\left\{\beta+A(\beta-\alpha) \beta^{2 k} F_{ \pm}(t)\right\} \tag{5.5}
\end{equation*}
$$

uniformly in $[x-\delta, x+\delta]$. This shows that the limit

$$
\begin{equation*}
\tilde{\chi}(t)=\lim _{\varepsilon \rightarrow 0^{+}}(\chi(t-i \varepsilon)-\chi(t+i \varepsilon)) \tag{5.6}
\end{equation*}
$$

is uniform in $[x-\delta, x+\delta]$. This and (5.5) prove that $\tilde{\chi}(x)$

$$
\begin{align*}
\tilde{\chi}(x)=2(\alpha-\beta)\left\{1+A \beta^{k}\right. & \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B} d u \\
+ & \left.B \alpha^{k} \int_{0}^{\overline{\alpha^{k}}}\left(1-u \beta^{k}\right)^{-A}\left(1-u \alpha^{k}\right)^{-B-1} d u\right\} \tag{5.7}
\end{align*}
$$

is a continuous function of $x$, for $-1<x<1, x \neq \xi_{j}, j=1,2, \cdots, k-1$. The uniform convergence in (5.6) and the Perron-Stieltjes Inversion Formula imply

$$
\phi(x)-\phi\left(x^{\prime}\right)=\frac{1}{2 \pi i} \int_{x^{\prime}}^{x} \tilde{\chi}(t) d t, \quad x^{\prime} \in[x-\delta, x+\delta],
$$

so that the measure $d \phi$ is absolutely continuous in each one of the subintervals $\left(\xi_{j}, \xi_{j-1}\right)$, and is given on such an interval by

$$
\begin{equation*}
d \phi=\phi^{\prime}(x) d x=\frac{1}{2 \pi i} \tilde{x}(x) d x \tag{5.8}
\end{equation*}
$$

Now, the right-hand side of (5.7) is an analytic function of $\lambda$ for $\operatorname{Re}(\lambda)>-\frac{1}{2}$. If $\lambda \geqq 0$, we can use integration by parts because the first integral is a proper integral. Thus

$$
\int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B} d u=-\frac{1}{A \beta^{k}}-\frac{B \alpha^{k}}{A \beta^{k}} \int_{0}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A}\left(1-u \alpha^{k}\right)^{-B-1} d u
$$

Therefore

$$
\tilde{\chi}(x)=-2(\alpha-\beta) \alpha^{k} B \int_{\underline{\alpha^{k}}}^{\overline{\beta^{k}}}\left(1-u \beta^{k}\right)^{-A}\left(1-u \alpha^{k}\right)^{-B-1} d u, \quad \lambda \geqq 0,
$$

which is equivalent to

$$
\begin{equation*}
\tilde{\chi}(x)=-2(\alpha-\beta) B\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A}\left(1-\frac{\alpha^{k}}{\beta^{k}}\right)^{-B} \int_{\mathbb{Q}}^{\mathbb{1}}(1-v)^{-B-1} v^{-A} d v \tag{5.9}
\end{equation*}
$$

The integral on the right-hand side is, in fact, proper. Therefore

$$
\begin{equation*}
\tilde{\chi}(x)=2(\alpha-\beta)\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A}\left(1-\frac{\alpha^{k}}{\beta^{k}}\right)^{-B} \frac{\Gamma(-B+1) \Gamma(-A+1)}{\Gamma(2 \lambda+1)}, \tag{5.10}
\end{equation*}
$$

since $A+B=-2 \lambda$. Since the right-hand side is also an analytic function of $\lambda$ for $\operatorname{Re}(\lambda)>-\frac{1}{2}$, the identity (5.10) holds for all $\lambda>-\frac{1}{2}$. From (5.8) and (5.10) we obtain

$$
\begin{equation*}
\phi^{\prime}(x)=\frac{\alpha-\beta}{\pi i}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A}\left(1-\frac{\alpha^{k}}{\beta^{k}}\right)^{-B} \frac{\Gamma(-B+1) \Gamma(-A+1)}{\Gamma(2 \lambda+1)} \tag{5.11}
\end{equation*}
$$

holding for $x \neq \xi_{j}$. Clearly (5.11) determines $d \phi$ as an absolutely continuous measure in each one of the intervals $\left(\xi_{j}, \xi_{j-1}\right), j=1,2, \cdots, k$.

Now write $x=\cos \theta,(j-1) \pi / k<\theta<j \pi / k, j=1,2, \cdots, k$, and recall that $\alpha(x)$, $\beta(x)$ are complex conjugate and so are $A(x), B(x)$. Since $\alpha(\cos \theta)=e^{i \theta}, \beta(\cos \theta)=e^{-i \theta}$, $A=-\lambda-i \Phi(x)$ and $B=-\lambda+i \Phi(x)$, where $\Phi(\cos \theta)=a \cot \theta+b \csc \theta$. We thus obtain

$$
\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A}\left(1-\frac{\alpha^{k}}{\beta^{k}}\right)^{-B}=2^{2 \lambda}|\sin k \theta|^{2 \lambda} \exp \{\Phi(\cos \theta)(2 k-2 j \pi+\pi]\},
$$

where we used the identities

$$
\begin{equation*}
\arg \left(i \alpha^{-k} \sin k \theta\right)=\pi j-k \theta-\frac{\pi}{2}, \quad \arg \left(-i \alpha^{k} \sin k \theta\right)=k \theta-j \pi+\frac{\pi}{2} . \tag{5.12}
\end{equation*}
$$

For $(j-1) \pi<k \theta<j \pi, j=1,2, \cdots, k,(5.11)$ is

$$
\begin{align*}
\phi^{\prime}(\cos \theta)= & 2 \frac{2 \lambda+1 \sin \theta}{\pi \Gamma(2 \lambda+1)}|\sin (k \theta)|^{2 \lambda}|\Gamma(\lambda+1+i \Phi(\cos \theta))|^{2} \\
& \cdot \exp \{2 \Phi(\cos \theta)[k \theta-j \pi+\pi / 2]\} . \tag{5.13}
\end{align*}
$$

Note that if $\lambda \geqq 0, \phi^{\prime}$ is continuous in $(-1,1)$, and $d \phi$ is absolutely continuous in $(-1,1)$. Clearly $\phi^{\prime}$ vanishes at $t=\xi$ if $\lambda>0$.

We now apply Lemma 1.3 to show that the points $-1,1, \xi_{j}, 0<j<k$ do not support discrete masses. In the present case the coefficients $A_{n}$ and $C_{n}$ of (1.2) and (1.3) are

$$
A=\left\{\begin{array}{l}
2 \quad \text { if } k \nmid n+1,  \tag{5.14}\\
\frac{2(\lambda+a+m)}{m}
\end{array} \text { if } n+1=k m, \quad C_{n}=\left\{\begin{array}{l}
1 \quad \text { if } k \nmid n+1, \\
\frac{2 \lambda+m}{m} \quad \text { if } n+1=m k .
\end{array}\right.\right.
$$

Therefore, from (1.1) and (1.6),

$$
\lambda_{n}=\left\{\begin{array}{l}
\frac{m}{\lambda+a+m} \cdot \frac{(2 \lambda+1)_{m}}{m!} \text { if } n+1=k m,  \tag{5.15}\\
\frac{(2 \lambda+1)_{p}}{p!}, \quad p=[(n+1) / k] \quad \text { if } k \nmid n+1 .
\end{array}\right.
$$

This and (1.40) show that $\Gamma(2 \lambda+1) \lambda_{m k} \sim m^{2 \lambda}$ as $m \rightarrow \infty$. Now we determine the asymptotic behavior of the polynomials $\left\{B_{n}^{\lambda}(x)\right\}$ at $x= \pm 1, \xi_{j}, 0<j<k$. Clearly $A\left(\xi_{j}\right)$, $B\left(\xi_{j}\right)$ are well defined. At $\alpha=\alpha\left(\xi_{j}\right)$ and $\beta=\beta\left(\xi_{j}\right), B^{\lambda}(x, t)$ has an algebraic branch singularity of order $-A-B+1=2 \lambda+1$. The dominant term in a comparison function is

$$
\begin{equation*}
\tilde{B}^{\lambda}\left(\xi_{j}, t\right)=k^{-2 \lambda} \frac{\alpha}{\alpha-\beta}(1-t / \beta)^{-2 \lambda-1}+k^{-2 \lambda} \frac{\beta}{\beta-\alpha}(1-t / \alpha)^{-2 \lambda-1} . \tag{5.16}
\end{equation*}
$$

Darboux's Method readily gives

$$
B_{n}^{\lambda}\left(\xi_{j}\right) \sim k^{-2 \lambda} \frac{\left(\alpha^{n+1}-\beta^{n+1}\right)(2 \lambda+1)_{n}}{(\alpha-\beta) n!}
$$

Using (1.40) and $U_{n}\left(\varepsilon_{j}\right)=\left(\alpha^{n+1}-\beta^{n+1}\right) /(\alpha-\beta)= \pm 1$, we obtain $\left[\Gamma(2 \lambda+1) B_{m k}^{\lambda}\left(\xi_{j}\right)\right]^{2} \sim$ $m^{4 \lambda}$, which implies

$$
\begin{equation*}
\frac{\left[B_{m k}^{\lambda}\left(\xi_{j}\right)\right]^{2}}{\lambda_{m k}} \sim \frac{m^{2 \lambda}}{\Gamma(2 \lambda+1)} . \tag{5.17}
\end{equation*}
$$

Therefore the series $\sum_{n=0}^{\infty}\left[B_{n}^{\lambda}\left(\xi_{j}\right)\right]^{2} / \lambda_{n}$ is divergent, and $d \phi$ has no masses at the points $\xi_{j}, j=1,2, \cdots, k-1$.

Now we consider the points $x= \pm 1$. In this case $A$ and $B$ are undefined, and we have to evaluate $B^{\lambda}( \pm 1, t)$ by a limiting process. In view of (2.25) and (3.31) the generating function (3.19) can be expressed in the form

$$
B^{\lambda}(z, t)=\frac{\left(1-t^{k} \alpha^{k}\right)^{-\lambda}\left(1-t^{k} \beta^{k}\right)^{-\lambda}}{(1-t \alpha)(1-t \beta)} \exp \left\{i \Phi(z) \log \frac{1-t^{k} \beta^{k}}{1-t^{k} \alpha^{k}}\right\} .
$$

As $z \rightarrow \pm 1, a(z), \beta(z) \rightarrow \pm 1$, and we apply L'Hôpital's rule to determine the limit under the exponential. Now (2.19) yields

$$
\alpha^{\prime}(z)=2 \alpha(z) /\lfloor\alpha(z)-\beta(z)\rfloor, \quad \beta^{\prime}(z)=-2 \beta(z) /[\alpha(z)-\beta(z)],
$$

and an elementary calculation establishes the representation

$$
\begin{equation*}
B^{\lambda}(1, t)=\left(\frac{1-t^{k}}{1-t}\right)^{2}\left(1-t^{k}\right)^{-2 \lambda-2} \exp \left\{2(a+b) k \frac{t^{k}}{1-t^{k}}\right\}, \tag{5.18}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
B^{\lambda}(1, t)=\left(\frac{1-t^{k}}{1-t}\right)^{2} L^{(2 \lambda+1)}\left(-2 k(a+b), t^{k}\right), \tag{5.19}
\end{equation*}
$$

where

$$
L^{(2 \lambda+1)}(x, t):=\sum_{n=0}^{\infty} L_{n}^{(2 \lambda+1)}(x) t^{n}
$$

is a generating function for the Laguerre polynomials of order $2 \lambda+1$. Similarly

$$
\begin{equation*}
B^{\lambda}(-1, t)=\left(\frac{1 \pm t^{k}}{1+t}\right)^{2} L^{(2 \lambda+1)}\left(-2 k(a-b), \pm t^{k}\right), \quad k=\text { odd or even. } \tag{5.20}
\end{equation*}
$$

This and Darboux's Method establish

$$
\begin{equation*}
( \pm 1)^{k m} B_{k m}^{\lambda}( \pm 1) \sim k^{2} L_{m}^{(2 \lambda+1)}(-2 k(a \pm b)) . \tag{5.21}
\end{equation*}
$$

Now, if $a=-b$, then $B_{k m}^{\lambda}(1) \sim k^{2} L_{m}^{(2 \lambda+1)}(0)=k^{2} \Gamma(m+2 \lambda+2) /[m!\Gamma(2 \lambda+2)]$ (Lebedev [17, p. 85]) and [ $\left.B_{k m}^{\lambda}(1)\right]^{2} / \lambda_{k m} \sim m^{2 \lambda+2} /(2 \lambda+1)$. This argument shows that the series $\sum_{m=0}^{\infty}\left[B_{k m}^{\lambda}(1)\right]^{2} / \lambda_{k m}$ diverges and we conclude that $d \phi$ has no mass at 1 if $a+b=0$. If $a+b>0$, then Fejér's Formula for the Laguerre polynomials (Szegö [29, p. 198]) gives

$$
B_{k m}^{\lambda}(1) \sim \sqrt{\frac{e^{-2 k(a+b)}}{\pi}} m^{\lambda+1 / 4}[-2 k(a+b)]^{-\lambda-3 / 4} \cos \left(2 \sqrt{-2 k m(a+b)}-\left(\lambda+\frac{3}{4}\right) \pi\right)
$$

so that

$$
\begin{aligned}
\frac{\left[B_{k m}^{\lambda}(1)\right]^{2}}{\lambda_{k m}} \sim & \frac{\sqrt{m}}{\pi} e^{-2 k(a+b)}(-2 k(a+b))^{-2 \lambda-3 / 2} \Gamma(2 \lambda+1) \\
& \cdot \cos ^{2}\left(2 \sqrt{-2 k m(a+b)}-\left(\lambda+\frac{3}{4}\right) \pi\right)
\end{aligned}
$$

Since the $m$ th terms of the series $\sum_{m=0}^{\infty}\left[B_{k m}^{\lambda}(1)\right]^{2} / \lambda_{k m}$ does not tend to zero as $m \rightarrow \infty$, the series is divergent and 1 does not support any mass of $d \phi$. In case $a+b<0$, there is a positive constant $C$ such that

$$
B_{k m}^{\lambda}(1) \sim C \sqrt{\frac{e^{-2 k(a+b)}}{\pi}}(2 k(a+b))^{-\lambda-3 / 4} m^{\lambda+1 / 2} e^{2 \sqrt{2 k m(a+b)}} .
$$

This is Perron's Formula for the Laguerre polynomials (Szegö [30, p. 199]). As before

$$
\frac{\left[B_{k m}^{\lambda}(1)\right]^{2}}{\lambda_{k m}} \sim C \frac{e^{-2 k(a+b)}(2 k(a+b))^{-2 \lambda-3 / 2}}{\pi} \Gamma(2 \lambda+1) \sqrt{m} e^{4 \sqrt{2 k m(a+b)}},
$$

and the series $\sum_{n=0}^{\infty}\left[B_{n}^{\lambda}(1)\right]^{2} / \lambda_{n}$ also diverges.
A similar argument based on (5.21) shows that -1 supports no masses of $d \phi$. Thus we have proved the following.

Theorem 5.2. The measure $d \phi$ is absolutely continuous in the interval $[-1,1]$ and has masses only at the points of the discrete set $D$ where $B$ is a positive integer. In the interval $[-1,1], d \phi=\phi^{\prime} d x$, where $\phi^{\prime}$ is given by

$$
\begin{align*}
\phi^{\prime}(\cos \theta)= & 2^{2 \lambda+1} \frac{(\sin \theta)^{2 \lambda+1}}{\pi \Gamma(2 \lambda+1)}\left|U_{k-1}(\cos \theta)\right|^{2 \lambda}|\Gamma(\lambda+1+i \Phi(\cos \theta))|^{2} \\
& \cdot \exp [2(k \theta-j \pi+\pi / 2) \Phi(\cos \theta)] \tag{5.22}
\end{align*}
$$

and $\Phi(\cos \theta)=a \cot \theta+b \csc \theta,(j-1) \pi / k<\theta<j \pi / k$. Furthermore, the support of $d \phi$ is the set

$$
\begin{equation*}
\sigma(\phi)=D U[-1,1], \tag{5.23}
\end{equation*}
$$

and $-1,1$ are the only possible limit points of $D$ in $R$. With the weight function

$$
\begin{equation*}
w(x)=\frac{\pi \Gamma(2 \lambda+1)}{2^{2 \lambda+1}} \phi^{\prime}(x), \tag{5.24}
\end{equation*}
$$

we have the orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{+\infty} B_{n}^{\lambda}(x) B_{m}^{\lambda}(x) w(x) d x+\sum_{\xi \in D} J_{\xi} B_{n}^{\lambda}(\xi) \beta_{m}^{\lambda}(\xi)=\frac{\pi \Gamma(2 \lambda+1)}{2^{2 \lambda+1}} \lambda_{n} \delta_{m n} \tag{5.25}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\xi}=\frac{\pi \Gamma(2 \lambda+1)}{2^{2 \lambda+1}} \operatorname{Res}(\chi(z), \xi) \tag{5.26}
\end{equation*}
$$

and $\operatorname{Res}(\chi(z), \xi)$ is as in (4.21) or (4.22).
Finally, the set $D$ is empty if and only if $a \geqq|b|$, and is an infinite countable set if $a<|b|$. Every point of $[-1,1]$ is a continuous singularity of $\chi(z)$.

We now wish to determine $\psi^{\prime}$ and show that the measure $d \psi$ has no discrete masses in $[-1,1]$. The argument is similar to what we used to analyze $\chi(z)$. When $\lambda=0$, (3.55) and integration by parts give

$$
\begin{equation*}
\chi^{*}(z)=2(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta} \int_{0}^{\beta^{k}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u . \tag{5.27}
\end{equation*}
$$

Let $G(z):=\int_{0}^{1}\left(1-u \beta^{2 k}\right)^{-A-2}(1-u)^{-B} d u$. Therefore

$$
\begin{aligned}
& G_{+}(x):=\lim _{y \rightarrow 0+} G(x+i y)=\int_{0}^{\pi}\left(1-u \beta^{2 k}\right)^{-A-2}(1-u)^{-B} d u, \\
& G_{-}(x):=\lim _{y \rightarrow 0+} G(x-i y)=\int_{0}^{7}\left(1-u \beta^{2 k}\right)^{-B-2}(1-u)^{-A} d u,
\end{aligned}
$$

the limits being uniform in any closed subinterval of $\left(\xi_{j}, \xi_{j-1}\right), 0<j<k$. This implies, as before, that the limits

$$
\chi_{+}^{*}(x)=\lim _{\varepsilon \rightarrow 0+} \chi^{*}(x+i \varepsilon), \quad \chi_{-}^{*}(x)=\lim _{\varepsilon \rightarrow 0+} \chi^{*}(x-i \varepsilon)
$$

hold uniformly on compact subintervals of $\left(\xi_{j}, \xi_{j-1}\right)$. The function

$$
\tilde{\chi}^{*}(x)=\chi_{-}^{*}(x)-\chi_{+}^{*}(x)=\lim _{\varepsilon \rightarrow 0+}\left(\chi^{*}(x-i \varepsilon)-\chi^{*}(x+i \varepsilon)\right)
$$

satisfies

$$
\begin{equation*}
\tilde{\chi}^{*}(x)=2(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta} \int_{\left[\alpha^{k}\right.}^{\overline{\beta^{k} \mid}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u, \tag{5.28}
\end{equation*}
$$

from which we conclude that $\tilde{\chi}^{*}(x)$ is continuous in each one of the intervals $\left(\xi_{j}, \xi_{j-1}\right)$. Furthermore, in $\left(\xi_{j}, \xi_{j-1}\right), d \psi$ is absolutely continuous with $2 \pi i d x=\tilde{\chi}^{*}(x) d x$. This shows that

$$
\pi i \psi^{\prime}(x)=(\lambda+a) \frac{\alpha^{k}-\beta^{k}}{\alpha-\beta} \int_{\underline{\alpha^{k}}}^{\overline{\beta^{k} \mid}}\left(1-u \beta^{k}\right)^{-A-1}\left(1-u \alpha^{k}\right)^{-B-1} d u,
$$

that is

$$
\pi i \psi^{\prime}(x)=\frac{\lambda+a}{\alpha-\beta}\left(1-\frac{\beta^{k}}{\alpha^{k}}\right)^{-A}\left(1-\frac{\alpha^{k}}{\beta^{k}}\right)^{-B} \int_{[0}^{1}(1-\nu)^{-B-1} \nu^{-A-1} d \nu .
$$

This establishes the explicit formula

$$
\begin{equation*}
\pi i \psi^{\prime}(x)=\frac{\lambda+a}{\alpha-\beta}\left(1-\beta^{2 k}\right)^{-A}\left(1-\alpha^{2 k}\right)^{-B} \frac{\Gamma(-A) \Gamma(-B)}{\Gamma(2 \lambda)} \tag{5.29}
\end{equation*}
$$

holding for $x \neq \xi_{j}$. Set $x=\cos \theta,(j-1) \pi<k \theta<j \pi$. The observations $\alpha(\cos \theta)=e^{i \theta}$, $\beta(\cos \theta)=e^{-i \theta}$ and $A=-\lambda-i \Phi(x), B=-\lambda+i \Phi(x)$, where $\Phi(x)$ is as in (3.32), lead to

$$
\begin{align*}
\psi^{\prime}(\cos \theta)= & 2^{2 \lambda-1}(\lambda+a) \frac{(\sin \theta)^{2 \lambda-1}}{\pi \Gamma(2 \lambda)}\left|U_{k-1}(\cos \theta)\right|^{2 \lambda} \\
& \cdot|\Gamma(\lambda+i \Phi(\cos \theta))|^{2} \exp (2 \Phi(\cos \theta)(k \theta-j \pi+\pi / 2) \tag{5.30}
\end{align*}
$$

Again, $\psi^{\prime}(x)$ is continuous in $(-1,1)$ if $\lambda>0$, and vanishes at $x=\xi_{j}, j=1,2, \cdots, k-1$.
We now examine the possibility of $d \psi$ having discrete masses at the points $x= \pm 1$, $\xi_{j}$. We recall from formulas (3.19) and (3.45) that

$$
\begin{equation*}
C^{\lambda}(x, t)=\left(1+\frac{2 b}{\lambda+a} t-\frac{\lambda-a}{\lambda+a} t^{2}\right) B^{\lambda}(x, t) . \tag{5.31}
\end{equation*}
$$

If $x=\xi_{j}$ we have, from (2.19) and (2.20)

$$
\lim _{t \rightarrow \beta}\left(1+\frac{2 b}{\lambda+a} t-\frac{\lambda-a}{\lambda+a} t^{2}\right)=\frac{(\beta-\alpha) B}{\alpha(\lambda+a)}, \quad \lim _{t \rightarrow \alpha}\left(1+\frac{2 b}{\lambda+a} t-\frac{\lambda-a}{\lambda+a} t^{2}\right)=\frac{(\alpha-\beta) A}{(\lambda+a) \beta} .
$$

Hence, from (5.16)

$$
\begin{aligned}
\frac{1}{2} b_{n} c_{n}^{\lambda}(x) & \sim-\frac{(A+B)(n / k)^{2 \lambda}}{\Gamma(2 \lambda+1)(\lambda+a)} \cos (j n \pi / k) \\
& =\frac{(n / k)^{2 \lambda}}{\Gamma(2 \lambda)(\lambda+a)} \cos (j n \pi / k) .
\end{aligned}
$$

From (3.47), we have

$$
\begin{equation*}
b_{m k}=\frac{(\lambda+a+1)_{m}(2 \lambda)_{m}}{m!(\lambda+a)_{m}} \sim \frac{m^{2 \lambda}}{(\lambda+a) \Gamma(2 \lambda)} . \tag{5.32}
\end{equation*}
$$

This shows that

$$
\begin{equation*}
c_{m k}^{\lambda}\left(\xi_{j}\right) \sim 2(-1)^{m}, \quad j=1,2, \cdots, k-1 \tag{5.33}
\end{equation*}
$$

as can also be checked from the recurrence relation.
On the other hand $A_{0}=1$,

$$
A_{n}=\left\{\begin{array}{l}
2 \text { if } k \nmid n, \\
\frac{2(\lambda+a+m)}{2 \lambda+m}
\end{array} \text { if } n=m k, \quad C_{n}=\left\{\begin{array}{l}
1 \text { if } k \nmid n, \\
\frac{m}{2 \lambda+m} \quad \text { if } n=m k,
\end{array}\right.\right.
$$

so that

$$
\begin{equation*}
\lambda_{m k+l}=\frac{\lambda(m!)}{(2 \lambda)_{m+1}}, \quad 0<l<k ; \quad \lambda_{m k}=\frac{\lambda(m!)}{(\lambda+a+m)(2 \lambda)_{m+1}} . \tag{5.34}
\end{equation*}
$$

Clearly (5.34) gives

$$
\begin{equation*}
\lambda_{m k} \sim \lambda \Gamma(2 \lambda) m^{-2 \lambda} \tag{5.35}
\end{equation*}
$$

which when combined with (5.33) and the fact $2 \lambda>-1$ will prove the divergence of the series $\sum_{n=0}^{\infty}\left[c_{n}^{\lambda}\left(\xi_{j}\right)\right]^{2} / \lambda_{n}$. Hence $\xi_{j}, 0<j<k$ is not a discrete mass point.

Now we consider the cases $x= \pm 1$. Note that the function

$$
h(t):=1-\frac{\lambda-a}{\lambda+a} t^{2}+\frac{2 b}{\lambda+a} t=1-t^{2}+2 t \frac{a t+b}{\lambda+a}
$$

vanishes at $t=1$ when $a+b=0$ and at $t=-1$ if $a-b=0$. The functions $C^{\lambda}( \pm 1, t)$ behave differently according to whether $a= \pm b$ or $|a| \neq|b|$. The reason is that $\lim _{t \rightarrow \pm 1} h(t)=2(a \pm b) /(\lambda+a)$. Using the asymptotic properties of Laguerre polynomials, one can show that $x= \pm 1$ are not discrete mass points of $d \psi$ if $|a| \neq|b|$. The proof is similar to the way we handled the same points in relation to the measure $d \phi$. The same conclusion holds for $x=1$ if $a=b$ and for $x=-1$ if $a=-b$. Now, assume $a=-b$. Clearly

$$
\begin{equation*}
C^{\lambda}(1, t)=\frac{h(t)}{1-t} \frac{1-t^{k}}{1-t} L^{(2 \lambda)}\left(0, t^{k}\right) \tag{5.36}
\end{equation*}
$$

implies $(l+a) b_{m k} c_{m k}^{\lambda}(1) \sim 2 k \lambda L_{m}^{(2 \lambda)}(0)$. This, (5.32) and (5.33) ensure the divergence of the series $\sum_{n=0}^{\infty}\left[c_{n}^{\lambda}(1)\right] / \lambda_{n}$. The case $a=b$ and $x=-1$ can be handled in a similar way. This shows that neither $x=1$ nor $x=-1$ support discrete masses for $d x$. We summarize these results in the next theorem.

Theorem 5.3. The measure $d \psi$ is absolutely continuous in $[-1,1]$ and its only masses are located on the discrete set $D^{*}$ where $B(z)=0,1,2, \cdots$. On $[-1,1], d \psi=\psi^{\prime} d x$, where $\psi^{\prime}(x)$ is given by (5.29) or (5.30). The support of the measure $d \psi$ is

$$
\begin{equation*}
\sigma(\psi)=[-1,1] U D^{*}, \tag{5.37}
\end{equation*}
$$

and the set $D^{*}$ is empty if and only if $a \geqq|b|$ and $\lambda>0$, and a countable subset of $\mathbb{R}-[-1,1]$, having at most 1 or -1 as limit points, in any case. With the weight function

$$
\begin{equation*}
W^{*}(x)=\pi \frac{\Gamma(2 \lambda)}{\lambda+a} 2^{-2 \lambda+1} \psi^{\prime}(x) \tag{5.38}
\end{equation*}
$$

we obtain the orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{+\infty} c_{n}^{\lambda}(x) c_{m}^{\lambda}(x) W^{*}(x) d x+\sum_{\xi \in D^{*}} J_{\xi} c_{n}^{\lambda}(\xi) c_{m}^{\lambda}(\xi)=\lambda_{n} \delta_{m n} \tag{5.39}
\end{equation*}
$$

where $\lambda_{n}$ is given by (5.34), and

$$
\begin{equation*}
J_{\xi}=\pi \frac{\Gamma(2 \lambda)}{\lambda+a} 2^{-2 \lambda+1} \operatorname{Re} s\left(\chi^{*}(z), \xi\right) \tag{5.40}
\end{equation*}
$$

and $\operatorname{Res}(\chi(z), \xi)$ is as in (4.30), (4.31), (4.32) and (4.33).
6. The Pollaczek polynomials and their $\boldsymbol{q}$-analogues. The recurrence relation (1.14) and the initial conditions (1.15) define the general Pollaczek polynomials $\left\{P_{n}^{\lambda}(x, a, b)\right\}$, or $\left\{P_{n}^{\lambda}(x)\right\}$ for short. The case $\lambda=\frac{1}{2}$ was studied in Pollaczek [24]. Szegö [29] studied the general nonsingular case $a \geqq|b|, \lambda>0$, and showed that the polynomials are orthogonal with respect to an absolutely continuous measure. He also found the measure. Special instances of the singular case have been studied by Bank and Ismail [7]. They covered the cases $a= \pm b$. In this section, we first study the general case, and especially the singular cases among $a<|b|$. It turns out that this is essentially the case $k=1$ of the sieved Pollaczek polynomials of the first kind previously studied. We also compute the continued fraction whose denominators are the $q$-Pollaczek polynomials $\left\{F_{n}(x)\right\}$, then determine the corresponding distribution function when it is continuous. The results of $\S 2$ may be used to completely analyze the singular cases, if needed, but we will spare the reader the details. The $q$-Pollaczek polynomials arose recently in Al-Salam and Chihara's solution of a characterization problem of Andrews and Askey.

We denote by $P_{n}^{* \lambda}(x ; a, b)$, or simply by $P_{n}^{* \lambda}(x)$, the Pollaczek numerator polynomials, and by $\chi_{0}(z)$ the continued fraction

$$
\begin{equation*}
\chi_{0}(z)=\lim _{n \rightarrow \infty} P_{n}^{* \lambda}(x) / P_{n}^{\lambda}(x) \tag{6.1}
\end{equation*}
$$

The numerator polynomials satisfy (1.14) and the initial conditions

$$
\begin{equation*}
P_{0}^{* \lambda}(x)=0, \quad P_{1}^{* \lambda}(x)=2(\lambda+a) . \tag{6.2}
\end{equation*}
$$

The positivity conditions are

$$
\begin{equation*}
(a+\lambda+n-1)(a+\lambda+n)(2 \lambda+n-1)>0, \quad n=1,2, \cdots, \tag{6.3}
\end{equation*}
$$

which evidently reduce to

$$
\begin{equation*}
\lambda>0 \text { and } \lambda+a>0 \text { or }-\frac{1}{2}<\lambda<0 \text { and } 0<\lambda+a+1<1 . \tag{6.4}
\end{equation*}
$$

We will use the generating functions

$$
\begin{equation*}
P(x, t)=\sum_{n=0}^{\infty} P_{n}^{\lambda}(x) t^{n}, \quad P^{*}(x, t)=\sum_{n=0}^{\infty} P_{n}^{* \lambda}(x) t^{n} . \tag{6.5}
\end{equation*}
$$

They are solutions of the initial value problems

$$
\begin{align*}
& \left(t^{2}-2 x t+1\right) \frac{\partial P}{\partial t}-2[(a+\lambda) x-\lambda t+b] P=0, \quad P(x, 0)=1  \tag{6.6}\\
& \left(t^{2}-2 x t+1\right) \frac{\partial P^{*}}{\partial t}-2[(a+\lambda) x-\lambda t+b] P^{*}=2(\lambda+a), \quad P^{*}(x, 0)=0 \tag{6.7}
\end{align*}
$$

From the partial fraction decomposition

$$
\begin{equation*}
\frac{2[(a+\lambda) x-\lambda t+b]}{t^{2}-2 x t+1}=\frac{A(x)}{t-\alpha(x)}+\frac{B(x)}{t-\beta(x)} \tag{6.8}
\end{equation*}
$$

where $\alpha(x), \beta(x)$ are given by (2.19) and $A(x), B(x)$ by (2.20), we readily obtain

$$
\begin{equation*}
P(x, t)=(1-t / \alpha)^{A}(1-t / \beta)^{B} \tag{6.9}
\end{equation*}
$$

and

$$
\begin{align*}
P^{*}(x, t)= & 2(\lambda+a)(1-t / \alpha)^{A}(1-t / \beta)^{B} \int_{0}^{t}(1-u / \alpha)^{-A-1}(1-u / \beta)^{-B-1} d u \\
= & 2 \frac{\lambda+a}{B(\alpha-t)}-\frac{2(\lambda+a) \beta}{B}\left[1+\frac{A+1}{\alpha} \int_{0}^{t}(1-u / \alpha)^{-A-2}(1-u / \beta)^{-B} d u\right]  \tag{6.10}\\
& \cdot(1-t / \alpha)^{A}(1-t / \beta)^{B} .
\end{align*}
$$

For fixed $x \in \mathbb{C}-[-1,1]$ and as $n \rightarrow \infty$, Darboux's Method gives

$$
\begin{equation*}
P_{n}^{\lambda}(x) \sim\left(1-\beta^{2}\right)^{A} \beta^{-n} n^{-B-1} / \Gamma(-B) \tag{6.11}
\end{equation*}
$$

and

$$
\begin{align*}
P_{n}^{* \lambda}(x) \sim & 2 \frac{\lambda+a}{\Gamma(-B+1)} \beta^{-n+1} n^{-B+1}(1-\beta / \alpha)^{A} \\
\cdot & {\left[1+\frac{A+1}{\alpha} \int_{0}^{\beta 1}(1-u / a)^{-A-2}(1-u / \beta)^{-B} d u\right] . } \tag{6.12}
\end{align*}
$$

When $\lambda>0$, (6.12) takes the more symmetric form

$$
\begin{equation*}
P_{n}^{* \lambda}(x) \sim 2(\lambda+a)(1-\beta / \alpha)^{A} \beta^{-n} \frac{n^{-B-1}}{\Gamma(-B)} \int_{0}^{\bar{\beta}}(1-u / \alpha)^{-A-1}(1-u / \beta)^{-B-1} d u . \tag{6.13}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\chi_{0}(x)=-2 \frac{(\lambda+a) \beta}{B}\left[1+\frac{A+1}{\alpha} \int_{0}^{\bar{\beta}}(1-u \beta)^{-A-2}(1-u \alpha)^{-B} d u\right] \tag{6.14}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\chi_{0}(x)=-2 \frac{(\lambda+a) \beta}{B}\left[1+(A+1) \frac{\beta}{\alpha} \int_{0}^{11}\left(1-u \beta^{2}\right)^{-A-2}(1-u)^{-B} d u\right], \tag{6.15}
\end{equation*}
$$

and, when $\lambda>0$,

$$
\begin{align*}
& \chi_{0}(x)=2(\lambda+a) \beta \int_{0}^{\overline{1}}\left(1-u \beta^{2}\right)^{-A-1}(1-u)^{-B} d u,  \tag{6.16}\\
& \chi_{0}(x)=2(\lambda+a) \int_{0}^{\bar{\beta}}(1-u \beta)^{-A-1}(1-u \alpha)^{-B-1} d u . \tag{6.17}
\end{align*}
$$

As in the case of the continued fraction $\chi^{*}(x)$ we can show that $\chi_{0}(z)$ is analytic on $\Omega^{*}$ of (2.36). The series representation

$$
\begin{equation*}
\chi_{0}(x)=-2 \frac{\lambda+a}{B} \beta\left\{1-\left(1-\beta^{2}\right)^{-A-1} \sum_{n=1}^{\infty} \frac{(A+1)_{n}}{n!}\left(\frac{\beta}{\beta-\alpha}\right)^{n} \frac{n}{n-B}\right\} \tag{6.18}
\end{equation*}
$$

follows from (6.15) and proves that the singularities of $\chi_{0}(z)$ belong to $D^{*}$ of (4.17) and are simple poles. Furthermore,

$$
\begin{align*}
& \operatorname{Res}\left(\chi_{0}, x\right)=-2 \frac{\lambda+a}{B^{\prime}(x)} \beta(x) \quad \text { if } B(x)=0  \tag{6.19}\\
& \operatorname{Res}\left(\chi_{0}, x\right)=-2(\lambda+a) \beta^{2 n+1}\left(1-\beta^{2}\right)^{2 \lambda-1} \frac{(2 \lambda)_{n}}{n!} \frac{n}{B^{\prime}(x)} \tag{6.20}
\end{align*}
$$

if $B(x)=n \geqq 1$. Using (4.19), (4.20), we get

$$
\begin{equation*}
\operatorname{Res}\left(\chi_{0}, x_{n}\right)=(\lambda+a) \beta^{2 n}\left(1-\beta^{2}\right)^{2 \lambda} \frac{(2 \lambda)_{n}\left[a \sqrt{\Delta_{n}}-b(n+\lambda)\right]}{n!\sqrt{\Delta_{n}}\left[a^{2}-(n+\lambda)^{2}\right]}, \tag{6.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Res}\left(\chi_{0}, y_{n}\right)=(\lambda+a) \beta^{2 n}\left(1-\beta^{2}\right)^{2 \lambda} \frac{(2 \lambda)_{n}\left[a \sqrt{\Delta_{n}}+b(n+\lambda)\right]}{n!\sqrt{\Delta_{n}}\left[a^{2}-(n+\lambda)^{2}\right]} . \tag{6.22}
\end{equation*}
$$

which hold for $n+\lambda>0$. Here, $x_{n}, y_{n}$ are given by (4.5). Furthermore, from (4.28) and (4.29), we obtain

$$
\begin{equation*}
\operatorname{Res}\left(\chi_{0}, x_{0}\right)=-2(\lambda+a) \beta\left(x_{0}\right) \frac{\left[a \sqrt{\Delta_{0}}-b \lambda\right]^{2}}{\sqrt{\Delta_{0}}\left(a^{2}-y^{2}\right)^{2}} \tag{6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Res}\left(\chi_{0}, y_{0}\right)=2(\lambda-a) \beta\left(y_{0}\right) \frac{\left[a \sqrt{\Delta_{0}}+b \lambda\right]^{2}}{\sqrt{\Delta_{0}}\left(a^{2}-\lambda^{2}\right)^{2}} \tag{6.24}
\end{equation*}
$$

when $\lambda<0, n=0$, in which case $x_{0}>1$ (and $\beta>0$ ) and $y_{0}<-1$ (with $\beta<0$ ). Notice that $\lambda+a<0$ in the last two formulas. Again, the last four formulas could be made more explicit by using (4.23), (4.24), (4.34) and (4.35). We have the following theorem, which is nothing but a restatement of Theorems 4.22 and 4.24 for the Pollaczek polynomials.

Theorem 6.1. If $a>|b|$ then $D^{*}=\phi$ when $\lambda>0$. If $\lambda<0$ then $D^{*}=\left\{x_{0}, y_{0}\right\}$, and $x_{0}>1, y_{0}<-1$.

With the subdivision of the ( $\lambda, a$ ) plane shown in Fig. 4.2, Theorem 4.25 in the case of Pollaczek polynomials becomes

Theorem 6.2. When $b \geqq 0$ and $a \leqq b$, the set $D^{*}$ is as follows:
Region $\mathrm{I}^{*} \quad$ (i) $a<b$. Then $D^{*}=\left\{x_{n}: n \geqq 0\right\}$.
(ii) $a=b$. Then $D^{*}=\varnothing$.

Region II* (i) $-b \leqq a<b$. Then $D^{*}=\left\{x_{n}: n \geqq 0\right\}$.
(ii) $a<-b$. Then $D^{*}=\left\{x_{n}: n \geqq 0\right\} \cup\left\{y_{n}: n \geqq 0\right\}$.

Region III* (i) $-b<a<b$. Then $D^{*}=\left\{x_{n}: n \geqq 0\right\}, \quad x_{0}>1$.
(ii) $a=-b \neq 0$. Then $D^{*}=\left\{x_{n}: n \geqq 1\right\}$.
(iii) $a<-b$. Then $D^{*}=\left\{x_{n}: n>1\right\} \cup\left\{y_{n}: n>1\right\}$.
(iv) $a=b>0(=0)$. Then $D^{*}=\left\{x_{0}\right\}(=\varnothing)$.

Region IV*
(i) $-b<a$. Then $D^{*}=\left\{x_{n}: n \geqq 0\right\}, \quad x_{0}>1$.
(ii) $b=-a$. Then $D^{*}=\left\{x_{n}: n \geqq 1\right\}$.
(iii) $a<-b$. Then $D^{*}=\left\{x_{n}: n \geqq 1\right\} \cup\left\{y_{n}: n \geqq 1\right\}$.

In all the regions $x_{n}<-1$ and $y_{n}>1$ for $n \geqq 1$. Also, $x_{0}<-1$ and $y_{0}>1$ if $\lambda>0$. The symmetry relation

$$
\begin{equation*}
(-1)^{n} P_{n}^{\lambda}(x ; a, b)=P_{n}^{\lambda}(-x ; a,-b) \tag{6.25}
\end{equation*}
$$

follows from (1.14) and (1.15). It shows that the case $a \leqq-b, b \leqq 0$, can be obtained from Theorem 6.2 interchanging $x_{n}$ and $y_{n}, n \geqq 0$.

A special case of the results derived in $\S 5$ is the following theorem:
Theorem 6.3. The measure $d \psi$ the polynomials $\left\{P_{n}^{\lambda}(x)\right\}$ are orthogonal with respect to is absolutely continuous in $\lfloor-1,1\rfloor$ and its only masses belong to $D^{*}$. Furthermore, $\psi^{\prime}$ is continuous in $(-1,1)$ and

$$
\begin{align*}
\psi^{\prime}(\cos \theta)= & 2^{2 \lambda-1}(\lambda+a) \frac{(\sin \theta)^{2 \lambda-1}}{\pi} \frac{\Gamma(\lambda+i(a \cot \theta+b \csc \theta))^{2}}{\Gamma(2 \lambda)} \\
& \cdot \exp \lfloor(a \cot \theta+b \csc \theta)(2 \theta-\pi)\rfloor \tag{6.26}
\end{align*}
$$

The support of the measure $d \psi$ is

$$
\begin{equation*}
\sigma(\psi)=\lfloor-1,1\rfloor U D^{*} \tag{6.27}
\end{equation*}
$$

and the set $D^{*}$ is empty if and only if $a \geqq|b|$ and $\lambda>0$, a finite set with one point if $a=b>0$ or $a=-b, b<0$ and two points if $a>|b|$, for $\lambda<0$; and a countable infinite subset of $(-\infty,-1) \cup(1, \infty)$ having -1 or 1 as limit points in the other cases. With the weight function

$$
\begin{equation*}
w(x)=\pi \frac{\Gamma(2 \lambda)}{\lambda+a} 2^{-2 \lambda+1} \psi^{\prime}(x) \tag{6.28}
\end{equation*}
$$

the orthogonality relation is

$$
\begin{equation*}
\int_{-\infty}^{\infty} P_{n}^{\lambda}(x) P_{m}^{\lambda}(x) w(x) d x+\sum_{\xi \in D^{*}} J_{\xi} P_{n}^{\lambda}(\xi) P_{m}^{\lambda}(\xi)=h_{n} \delta_{m n} \tag{6.29}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{n}=\frac{2 \pi \Gamma(n+2 \lambda)}{2^{2 \lambda}(n+\lambda+a) n!}, \quad J_{\xi}=\pi \frac{\Gamma(2 \lambda)}{\lambda+a} 2^{-2 \lambda+1} \operatorname{Re} s\left(\chi_{0}, \xi\right) \tag{6.30}
\end{equation*}
$$

and Res $\left(\chi_{0}, \xi\right)$ is given by (6.21), (6.22), (6.23) and (6.24).
We now turn to the $q$-Pollaczek polynomials $\left\{F_{n}(x)\right\}$. The generating functions (3.7) and (3.9) and Darboux's Method establish

$$
\begin{gather*}
F_{n}(x) \sim \beta^{-n}(\beta / \xi ; q)_{\infty}(\beta / \zeta ; q)_{\infty} /\left\lfloor(q ; q)_{\infty}\left(\beta^{2} ; q\right)_{\infty}\right\rfloor,  \tag{6.31}\\
F_{n}^{*}(x) \sim 2 \beta^{1-n} \frac{(1-U \Delta)}{1-\beta^{2}}{ }_{2} \phi_{1}\left(\begin{array}{c}
\beta / \xi, \beta / \zeta \\
q \beta^{2}
\end{array} ; q, q\right), \quad z \in \mathbb{C}-\lfloor-1,1\rfloor, \tag{6.32}
\end{gather*}
$$

where ${ }_{2} \phi_{1}$ is the basic hypergeometric function

$$
{ }_{2} \phi_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; q, z\right)=\sum_{n=0}^{\infty} \frac{(a ; q)_{n}(b ; q)_{n}}{(c ; q)_{n}(q ; q)_{n}} z^{n} .
$$

The corresponding continued fraction is

$$
\chi(x)=\frac{2 \beta(q ; q)_{\infty}\left(q \beta^{2} ; q\right)_{\infty}(1-\Delta U)}{(\beta / \xi ; q)_{\infty}(\beta / \zeta ; q)_{\infty}}{ }_{2} \phi_{1}\left(\begin{array}{c}
\beta / \xi, \beta / \zeta  \tag{6.33}\\
q \beta^{2}
\end{array} ; q, q\right) .
$$

It is easy to see that $F(x)$ is single-valued whenever it is defined outside $[-1,1]$. This shows that the continuous spectrum is $[-1,1]$ and the discrete spectrum coincides with the closure of the solutions of

$$
\begin{equation*}
\beta=\xi q^{n} \quad \text { or } \quad \beta=\zeta q^{n}, \quad n=0,1, \cdots \tag{6.34}
\end{equation*}
$$

One can also show that $[-1,1]$ does not intersect the discrete spectrum. The absolutely continuous component of the spectral measure can be obtained from (6.33) via the Perron-Stieltjes Inversion Formula but it is easier to use the following theorem of Nevai [20, pp. 141-143].

Theorem 6.4. If $\sum_{1}^{\infty}\left\{\left|B_{n} / A_{n}\right|+\left|\sqrt{C_{n} /\left(A_{n} A_{n-1}\right)}-\frac{1}{2}\right|\right\}$ converges, then the continuous spectrum is $[-1,1]$ and the distribution function $\psi$ satisfies

$$
\begin{equation*}
\lim _{n} \sup \left\{\psi^{\prime}(x) \sqrt{1-x^{2}} p_{n}^{2}(x) / \lambda_{n}\right\}=\frac{2}{\pi} \quad \text { a.e. on }[-1,1] . \tag{6.35}
\end{equation*}
$$

Let $d_{\psi}=\Psi^{\prime} d x$ on $\lfloor-1,1\rfloor$. We now go back to (3.7) and derive

$$
\begin{equation*}
F_{n}(\cos \theta) \sim \frac{(\alpha / \xi ; q)_{\infty}(\alpha / \zeta ; q)_{\infty}}{(\alpha / \beta ; q)_{\infty}(q ; q)_{\infty}} \alpha^{n}+\text { conjugate }, \quad 0<\theta<\pi \tag{6.36}
\end{equation*}
$$

since $\alpha=1 / \beta=e^{i \theta}$. The recursion (1.29), and (1.6) imply

$$
\begin{equation*}
\lambda_{n}=(1-U \Delta)\left(\Delta^{2} ; q\right)_{n} /(q ; q)_{n} . \tag{6.37}
\end{equation*}
$$

Theorem 6.4 enables us to evaluate $\Psi^{\prime}(x)$. It is given by

$$
\begin{equation*}
\Psi^{\prime}(\cos \theta)=\frac{C}{\sin \theta}\left|\frac{\left(e^{2 i \theta} ; q\right)_{\infty}}{\left(e^{i \theta} / \xi ; q\right)_{\infty}\left(e^{i \theta} / \zeta ; q\right)_{\infty}}\right|^{2}, \tag{6.38}
\end{equation*}
$$

with

$$
\begin{equation*}
C=\frac{1}{2 \pi}(1-U \Delta)\left(\Delta^{2} ; q\right)_{\infty}(q ; q)_{\infty} \tag{6.39}
\end{equation*}
$$

Finally, one can show that the discrete spectrum is empty when

$$
\begin{equation*}
q, U, \Delta \in[0,1) \quad \text { and } \quad 1-U^{2} \pm 2 V>0 \tag{6.40}
\end{equation*}
$$
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## CORRIGENDA: <br> THE SUMMABILITY SIGNIFICANCE OF ROOTS OF BESSEL FUNCTIONS*

E. C . $\mathrm{OBI} \dagger$

On page 1490 , the third line in the last displayed equation should read:

$$
\pi_{m}(\nu)=4^{m} \prod_{s=1}^{m}(\nu+s)^{[m / s]}
$$

On page 1492, the fourth line should read:
Thus the first Silverman-Toeplitz condition holds for ( $\mathcal{O}, m$ ) with $\lambda=1$. Next, since
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# A NOTE ON WILSON POLYNOMIALS* 

WILLARD MILLER, JR. $\dagger$


#### Abstract

Local symmetry (recurrence relation) techniques are a powerful tool for the efficient derivation of properties associated with families of hypergeometric and basic hypergeometric functions. Here these ideas are applied to the Wilson polynomials, a generalization of the classical orthogonal polynomials, to obtain the orthogonality relations and an elementary evaluation of the norm.


Key words. Wilson polynomials, orthogonal polynomials, $q$-series, basic hypergeometric functions
AMS(MOS) subject classifications. 33A65, 33A75, 39A10

1. Introduction. In [1] Wilson introduced a family of hypergeometric orthogonal polynomials that included as special or limiting cases the classical polynomials and the 6-j symbols of angular momentum. In the Memoir [2] Askey and Wilson introduced a still more general class of basic hypergeometric orthogonal polynomials, the most extensive generalization of classical orthogonal polynomials known. The orthogonality proofs in these papers, while not unmotivated, are quite technical and rely on MellinBarnes contour integrals and several hypergeometric summation formulas that are unfamiliar to most mathematicians. The Askey-Wilson and Wilson polynomials are important and useful; they deserve to be more widely known. Furthermore, the appropriate algebraic and group theoretic setting for these general families is as yet unclear. The elementary algebraic treatment of Wilson polynomials presented here is offered in the hope that it will help to increase the "audience" for the polynomials as well as to shed some light on their structure.

In [3] the author, with Agarwal and Kalnins, introduced symmetry techniques for the study of families of basic hypergeometric functions, in analogy with the local Lie theory techniques for ordinary hypergeometric functions. The fundamental objects in this study are the recurrence relations obeyed by the families, expressed in terms of difference or $q$-difference equations. Generating functions and identities for each family are characterized in terms of the recurrence relations. These ideas were applied in [4] to obtain a strikingly simple derivation of the orthogonality relations for the AskeyWilson $q$-polyomials. The treatment of the Wilson (ordinary hypergeometric) polynomials presented here is very similar to that in [4]. However several minor complications arise, due to the fact that whereas the first order $q$-difference equation $f(q z)=f(z)$ has only the solution $f(z) \equiv$ constant, the first order difference equation $f(z+1)=f(z)$ is satisfied by any periodic function $f$ with period 1 . Thus the treatment presented here is not entirely algebraic: a few simple facts about Fourier series and the gamma function are required.
2. The results. The (unnormalized) Wilson polynomials are:

$$
\begin{equation*}
\Phi_{n}^{(a, b, c, d)}\left(z^{2}\right)={ }_{4} F_{3}\binom{-n, n+a+b+c+d-1, a+z, a-z}{a+b, a+c, a+d} \tag{2.1}
\end{equation*}
$$

where $n=0,1,2, \cdots$ and $a, b, c, d>0$. The hypergeometric function ${ }_{4} F_{3}$ is given by the series

$$
{ }_{4} F_{3}\left(\begin{array}{c}
a_{1}, a_{2}, a_{3}, a_{4} \\
b_{1}, b_{2}, b_{3}
\end{array} ; t\right)=\sum_{m=0}^{\infty} \frac{\left(a_{1}\right)_{m}\left(a_{2}\right)_{m}\left(a_{3}\right)_{m}\left(a_{4}\right)_{m}}{\left(b_{1}\right)_{m}\left(b_{2}\right)_{m}\left(b_{3}\right)_{m}} \frac{t^{m}}{m!}
$$

[^101]where
\[

(a)_{m}= $$
\begin{cases}1 & \text { if } m=0 \\ a(a+1) \cdots(a+m-1) & \text { if } m=1,2, \cdots .\end{cases}
$$
\]

The functions (2.1) are polynomials of order $n$ in $z^{2}$. (In [1] the parameters $a, b, c, d$ are also permitted to become complex, an important extension; but we shall not consider that case here.)

Two fundamental recurrence relations for the Wilson polynomials are:

$$
\begin{gather*}
\tau^{(a, b, c, d)} \Phi_{n}^{(a, b, c, d)}=\frac{n(n+a+b+c+d-1)}{(a+b)(a+c)(a+d)} \Phi_{n-1}^{(a+1 / 2, b+1 / 2, c+1 / 2, d+1 / 2)},  \tag{2.2a}\\
\mu^{(a, b, c, d)} \Phi_{n}^{(a, b, c, d)}=-(a+b-1) \Phi_{n}^{(a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2)} \tag{2.2b}
\end{gather*}
$$

where

$$
\begin{gather*}
\tau^{(a, b, c, d)}=\frac{1}{2 z}\left(E_{z}^{1 / 2}-E_{z}^{-1 / 2}\right), \\
\mu^{(a, b, c, d)}=\frac{1}{2 z}\left[-\left(a+z-\frac{1}{2}\right)\left(b+z-\frac{1}{2}\right) E_{z}^{1 / 2}+\left(a-z-\frac{1}{2}\right)\left(b-z-\frac{1}{2}\right) E_{z}^{-1 / 2}\right] \tag{2.3}
\end{gather*}
$$

and $E_{z}^{\alpha} f(z)=f(z+\alpha)$. Here (2.2a) follows from

$$
\tau(a+z)_{k}(a-z)_{k}=-k\left(a+\frac{1}{2}+z\right)_{k-1}\left(a+\frac{1}{2}-z\right)_{k-1}
$$

and (2.2b) follows from

$$
\mu(a+z)_{k}(a-z)_{k}=-(a+b-k-1)\left(a-\frac{1}{2}+z\right)_{k}\left(a-\frac{1}{2}-z\right)_{k} .
$$

The first relation was discussed by Askey and Wilson [2]; I have not found (2.2b) in the literature.

Relation (2.2b) suggests the existence of an operator $\mu^{*}$ mapping $\Phi_{n}^{(a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2)}$ to $\Phi_{n}^{(a, b, c, d)}$. We find that

$$
\begin{equation*}
\mu^{(c+1 / 2, d+1 / 2, a-1 / 2, b-1 / 2)} \Phi_{n}^{(a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2)}=\frac{-(n+c+d)(n+a+b-1)}{(a+b-1)} \Phi_{n}^{(a, b, c, d)}, \tag{2.4}
\end{equation*}
$$

which follows from

$$
\begin{aligned}
& \mu^{(c+1 / 2, d+1 / 2, a-1 / 2, b-1 / 2)}\left(a-\frac{1}{2}+z\right)_{k}\left(a-\frac{1}{2}-z\right)_{k} \\
& \quad=-(k+c+d)(a+z)_{k}(a-z)_{k}+k(a+c+k-1)(a+d+k-1)(a+z)_{k-1}(a-z)_{k-1} .
\end{aligned}
$$

We try to introduce a pre-Hilbert space structure such that $\mu^{*} \equiv$ $\mu^{(c+1 / 2, d+1 / 2, a-1 / 2, b-1 / 2)}$ is the adjoint operator to $\mu \equiv \mu^{(a, b, c, d)}$. Let $w_{a, b, c, d}(z)$ be analytic as a function of the complex variable $z$ in a neighborhood of the imaginary axis $z=i y$, $-\infty<y<\infty$, real analytic in the variables $a, b, c, d$, of exponential decrease as $|y| \rightarrow \infty$ and such that $w_{a, b, c, d}(i y) \geqq 0$. Define an inner product:

$$
\left(g_{1}, g_{2}\right)_{a, b, c, d}=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} g_{1}\left(z^{2}\right) g_{2}\left(z^{2}\right) w_{a, b, c, d}(z) d z
$$

where the contour is a deformation of the imaginary axis and $g_{1}, g_{2}$ are real polynomials in $z^{2}$. Let $S_{a, b, c, d}$ be the space of such polynomials with this inner product. We have

$$
\begin{aligned}
& \mu: S_{a, b, c, d} \rightarrow S_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2}, \\
& \mu^{*}: S_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2} \rightarrow S_{a, b, c, d}
\end{aligned}
$$

and seek a weight function $w_{a, b, c, d}$ such that

$$
\begin{equation*}
(f, \mu g)_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2}=\left(\mu^{*} f, g\right)_{a, b, c, d} \tag{2.5}
\end{equation*}
$$

for all polynomials $f \in S_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2}$ and $g \in S_{a, b, c, d}$. A straightforward computation yields the necessary and sufficient condition

$$
\frac{w_{a, b, c, d}(z+1)}{w_{a, b, c, d}(z)}=\frac{(z+1)(a+z)(b+z)(c+z)(d+z)}{z(a-z-1)(b-z-1)(c-z-1)(d-z-1)}
$$

with general solution

$$
\begin{aligned}
w_{a, b, c, d}(z) & =\frac{\Gamma(a+z) \Gamma(a-z) \Gamma(b+z) \Gamma(b-z) \Gamma(c+z) \Gamma(c-z)}{\Gamma(2 z) \Gamma(-2 z)} \\
& =\hat{w}_{a, b, c, d}(z) h(a, b, c, d, z)
\end{aligned}
$$

where $h$ satisfies the periodicity properties

$$
\begin{aligned}
h\left(a-\frac{1}{2}, b-\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}, z+\frac{1}{2}\right) & =h\left(a-\frac{1}{2}, b-\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}, z-\frac{1}{2}\right) \\
& =h(a, b, c, d, z) .
\end{aligned}
$$

Here $\Gamma(z)$ is the gamma function [5, Chap. XII]. From Stirling's series for the gamma function, $\hat{w}_{a, b, c, d}(z)=(z)^{2(a+b+c+d)-3} O\left(e^{-2 \pi|y|}\right)$ as $|y| \rightarrow \infty$, where $z=x+i y$. Thus we must require that $h(z)=o\left(e^{2 \pi|y|}\right)$ as $|y| \rightarrow \infty$ in order that $\hat{w} h$ be a suitable weight function. Furthermore, the "integration by parts" formula (2.5) will not be valid unless $h(z)$ is analytic in an open set containing the strip $-\frac{1}{2} \leqq x \leqq \frac{1}{2}$. Since $h(z)=h(z+1)$ it follows that $h$ can be analytically continued to an entire periodic function of $z$ :

$$
h(z)=\sum_{m=-\infty}^{\infty} c_{m}(y) e^{2 \pi i m x}, \quad c_{m}(y)=\frac{1}{2 \pi i} \int_{0}^{2 \pi} h(z) e^{-2 \pi i n x} d x .
$$

Using the Cauchy-Riemann conditions for analytic functions we find that $c_{m}(y)=$ $a_{m} e^{-2 \pi m y}$ where $a_{m}$ is independent of $z$. Since $h(i y)=o\left(e^{2 \pi|y|}\right)$ we have that $\left|a_{m} e^{-2 \pi m y}\right|=o\left(e^{2 \pi|y|}\right)$ as $|y| \rightarrow \infty$, so $a_{m}=0$ for $m \neq 0$. Thus $h$ is independent of $z$ and, without loss of generality, we can set $h \equiv 1$ :

$$
\begin{equation*}
w_{a, b, c, d}(z)=\frac{\Gamma(a+z) \Gamma(a-z) \Gamma(b+z) \Gamma(b-z) \Gamma(c+z) \Gamma(c-z) \Gamma(d+z) \Gamma(d-z)}{\Gamma(2 z) \Gamma(-2 z)} . \tag{2.6}
\end{equation*}
$$

Since (2.5) holds, $\mu^{*} \mu$ is formally selfadjoint:

$$
\begin{equation*}
\left(\mu^{*} \mu g_{1}, g_{2}\right)_{a, b, c, d}=\left(g_{1}, \mu^{*} \mu g_{2}\right)_{a, b, c, d} . \tag{2.7}
\end{equation*}
$$

From recurrence relations (2.2b) and (2.4) it follows that the Wilson polynomials are eigenfunctions of $\mu^{*} \mu$ :

$$
\begin{equation*}
\mu^{*} \mu \Phi_{n}^{(a, b, c, d)}=\lambda_{n} \Phi_{n}^{(a, b, c, d)}, \quad \lambda_{n}=(a+b+n-1)(c+d+n) . \tag{2.8}
\end{equation*}
$$

Note that $\lambda_{n}=\lambda_{m}$ iff $n=m$. Since the eigenfunctions corresponding to distinct eigenvalues are orthogonal, we have

$$
\left(\Phi_{n}^{(a, b, c, d)}, \Phi_{m}^{(a, b, c, d)}\right)_{a, b, c, d}=0 \quad \text { if } n \neq m .
$$

The operator $\mu^{*} \mu$ and the weight function are symmetric with respect to the interchange $a \leftrightarrow b$. Thus the polynomials $\left\{\Phi_{n}^{(b, a, c, d)}\left(z^{2}\right)\right\}$ are also orthogonal in $S_{a, b, c, d}$ and are eigenfunctions of $\mu^{*} \mu$. This means that there exists a constant $K_{n}$ such that

$$
\Phi_{n}^{(b, a, c, d)}\left(z^{2}\right)=K_{n} \Phi_{n}^{(a, b, c, d)}\left(z^{2}\right) .
$$

Equating coefficients of $z^{2 n}$ on both sides of this expression to obtain $K_{n}$, we find that

$$
\begin{align*}
&{ }_{4} F_{3}\left(\begin{array}{c}
-n, n+b+a+c+d-1, b+z, b-z \\
b+a, b+c, b+d
\end{array}\right. ; 1  \tag{2.9}\\
& \quad=\frac{(a+c)_{n}(a+d)_{n}}{(b+c)_{n}(b+d)_{n}}{ }_{4} F_{3}\left(\begin{array}{c}
-n, n+a+b+c+d-1, a+z, a-z \\
a+b, a+c, a+d
\end{array} ; 1\right) .
\end{align*}
$$

This is a transformation formula due to Bailey [6, p. 56] and, as Wilson pointed out [1], it essentially contains the symmetries of the $6-j$ symbols. It follows from this result that the renormalized polynomials

$$
(a+b)_{n}(a+c)_{n}(a+d)_{n} \Phi_{n}^{(a, b, c, d)}\left(z^{2}\right)
$$

are symmetric in all four parameters $a, b, c, d$.
Setting $f\left(z^{2}\right)=g\left(z^{2}\right)=1$ in (2.5) and using (2.2b) and (2.1), we obtain the following relationship between the norms on $S_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2}$ and $S_{a, b, c, d}$ :

$$
\begin{equation*}
\|1\|_{a-1 / 2, b-1 / 2, c+1 / 2, d+1 / 2}^{2}=\frac{c+d}{a+b-1}\|1\|_{a, b, c, d}^{2} . \tag{2.10}
\end{equation*}
$$

The symmetry of the weight function in $a, b, c, d$ yields 5 more such relations.
Now consider the recurrence (2.2a):

$$
\tau^{(a, b, c, d)}: S_{a, b, c, d} \rightarrow S_{a+1 / 2, b+1 / 2, c+1 / 2, d+1 / 2}
$$

We seek the adjoint $\tau^{*}$ to $\tau \equiv \tau^{(a, b, c, d)}$ :

$$
\begin{equation*}
(f, \tau g)_{a+1 / 2, b+1 / 2, c+1 / 2, d+1 / 2}=\left(\tau^{*} f, g\right)_{a, b, c, d} \tag{2.11}
\end{equation*}
$$

for all $f \in S_{a+1 / 2, \cdots, d+1 / 2}, g \in S_{a, \cdots, d}$. A simple computation using (2.11) yields

$$
\begin{align*}
\tau^{*} & \equiv \tau^{*(a+1 / 2, b+1 / 2, c+1 / 2, d+1 / 2)} \\
& =\frac{1}{2 z}\left[(a+z)(b+z)(c+z)(d+z) E_{z}^{1 / 2}-(a-z)(b-z)(c-z)(d-z) E_{x}^{-1 / 2}\right] . \tag{2.12}
\end{align*}
$$

From (2.11) and the orthogonality relations it follows that

$$
\begin{equation*}
\tau^{*} \Phi_{n-1}^{(a+1 / 2, b+1 / 2, c+1 / 2, d+1 / 2)}=H_{n} \Phi_{n}^{(a, b, c, d)} . \tag{2.13}
\end{equation*}
$$

Comparing coefficients of $z^{2 n}$ on both sides of this expression we find that

$$
H_{n}=(a+b)(a+c)(a+d) .
$$

Thus $\tau^{*} \tau$ is selfadjoint on $S_{a, b, c, d}$ and the eigenvalue equation is:

$$
\begin{equation*}
\tau^{*} \tau \Phi_{n}^{(a, b, c, d)}=n(n+a+b+c+d-1) \Phi_{n}^{(a, b, c, d)} . \tag{2.14}
\end{equation*}
$$

We also have the Rodrigues formula

$$
\begin{gather*}
\Phi_{n}^{(a, b, c, d)}=J_{n} \tau^{*(a+1 / 2, \cdots, d+1 / 2)} \tau^{*(a+1, \cdots, d+1)} \cdots \tau^{*(a+n / 2, \cdots, d+n / 2)}(1),  \tag{2.15}\\
J_{n}=(a+b)_{n}(a+c)_{n}(a+d)_{n} .
\end{gather*}
$$

Substituting $f=\Phi_{n-1}^{(a+1 / 2, \cdots, d+1 / 2)}, g=\Phi_{n}^{(a, \cdots, d)}$ in (2.11), we obtain the recurrence

$$
\begin{equation*}
\left\|\Phi_{n}^{(a, \cdots, d)}\right\|_{a, \cdots, d}^{2}=\frac{n(n+a+b+c+d-1)}{(a+b)^{2}(a+c)^{2}(a+d)^{2}}\left\|\Phi_{n-1}^{(a+1 / 2, \cdots, d+1 / 2)}\right\|_{a+1 / 2, \cdots, d+1 / 2}^{2} \tag{2.16}
\end{equation*}
$$

which enables us to compute the norm of any Wilson polynomial once the norm $\|1\|_{a, \cdots, d}^{2}$ is determined for all $a, \cdots, d>0$. We now turn to this last task.

From the orthogonality relation $\left(\Phi_{1}^{(a, \cdots, d)}, \Phi_{0}^{(a, \cdots, d)}\right)_{a, \cdots, d}=0$ and the explicit expression (2.1) for Wilson polynomials we find that

$$
\begin{equation*}
\|1\|_{a, \cdots, d}^{2}=\frac{(a+b+c+d)}{(a+b)(a+c)(a+d)}\|1\|_{a+1, b, c, d}^{2} . \tag{2.17}
\end{equation*}
$$

Here we have used the evident relation

$$
\left(g_{m}^{a}, 1\right)_{a, \cdots, d}=\|1\|_{a+m, b, c, d}^{2}, \quad g_{m}^{a}\left(z^{2}\right)=(a+z)_{m}(a-z)_{m}
$$

From (2.10) and (2.17) and the obvious invariance of $\|1\|_{a, \cdots, d}$ with respect to a permutation of $a, b, c, d$ we find:

$$
\begin{equation*}
\|1\|_{a, b, c, d}^{2}=\frac{\Gamma(a+b) \Gamma(a+c) \Gamma(a+d) \Gamma(b+c) \Gamma(b+d) \Gamma(c+d)}{\Gamma(a+b+c+d)} M(a, b, c, d) \tag{2.18}
\end{equation*}
$$

where $M$ satisfies the periodicity properties

$$
M(a, b, c, d)=M\left(a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)=M(a+1, b, c, d)
$$

and is invariant under any permutation of $a, \cdots, d$. Now replace $a$ by $a+k, k$ a positive integer, in (2.18) and write this expression in the following form:

$$
\begin{gather*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{\Gamma(a+k+i y) \Gamma(a+k-i y) \Gamma(a+k+b+c+d)}{\Gamma(a+k+b) \Gamma(a+k+c) \Gamma(a+k+d)}\right) \\
\cdot\left|\frac{\Gamma(b+i y) \Gamma(c+i y) \Gamma(d+i y)}{\Gamma(2 i y)}\right|^{2} d y  \tag{2.19}\\
=\Gamma(b+c) \Gamma(b+d) \Gamma(c+d) M(a, b, c, d) .
\end{gather*}
$$

From Stirling's series

$$
\Gamma(z+k)=\sqrt{2 \pi}(k)^{z+k-1 / 2} e^{-k}\left(1+O\left(\frac{1}{k}\right)\right)
$$

as $k \rightarrow+\infty$, so

$$
\lim _{k \rightarrow+\infty} \frac{\Gamma(a+k+i y) \Gamma(a+k-i y) \Gamma(a+k+b+c+d)}{\Gamma(a+k+b) \Gamma(a+k+c) \Gamma(a+k+d)}=1
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{\Gamma(b+i y) \Gamma(c+i y) \Gamma(d+i y)}{\Gamma(2 i y)}\right|^{2} d y=\Gamma(b+c) \Gamma(b+d) \Gamma(c+d) M(a, b, c, d) . \tag{2.20}
\end{equation*}
$$

(The passage to the limit under the integral sign is easily justified since $\mid \Gamma(a+i y) \| \leqq \Gamma(a)$ for $a>0$.) It is evident from (2.20) that $M$ is independent of $a$. By symmetry, $M$ is
constant. To evaluate the constant we set $b=0, c=d=\frac{1}{2}$ in (2.20). Using the multiplication and reflection theorems for the gamma function, we reduce (2.20) to

$$
2 \int_{-\infty}^{\infty} \frac{d y}{\cosh (\pi y)}=M
$$

or $M=2$. Thus

$$
\begin{align*}
\|1\|_{a, b, c, d}^{2} & =\frac{1}{\pi} \int_{0}^{\infty}\left|\frac{\Gamma(a+i y) \Gamma(b+i y) \Gamma(c+i y) \Gamma(d+i y)}{\Gamma(2 i y)}\right|^{2} d y \\
& =\frac{2 \Gamma(a+b) \Gamma(a+c) \Gamma(a+d) \Gamma(b+c) \Gamma(b+d) \Gamma(c+d)}{\Gamma(a+b+c+d)} . \tag{2.21}
\end{align*}
$$

Note that this integral, and special cases of it, were originally derived by contour integration, evaluation of the residues at the poles of the integrand in the right half plane and use of known summation theorems to sum the resulting infinite series. Wilson [1] used Bailey's Theorem [6, p. 27]

$$
\begin{aligned}
& { }_{5} F_{4}\binom{2 a, a+1, a+b, a+c, a+d}{a, a-b+1, a-c+1, a-d+1} \\
& \quad=\frac{\Gamma(a-b+1) F(a-c+1) \Gamma(a-d+1) \Gamma(-a-b-c-d+1)}{\Gamma(2 a+1) \Gamma(-b-c+1) \Gamma(-b-d+1) \Gamma(-c-d+1)}
\end{aligned}
$$

to compute (2.21). Since we have independently obtained the value of this integral we can consider the usual contour integral technique as a derivation of Bailey's ${ }_{5} F_{4}$ summation.

For the Racah polynomials (discrete orthogonality), [1], the recurrence relation methods of this paper yield a purely algebraic derivation of the orthogonality, including as a byproduct the terminating version of Bailey's Theorem: $a+b=-N$.

Note added in proof. Recurrence techniques similar to those used in this paper have been employed by Nikiforov, Suslov and Uvarov [7] and Nikiforov and Suslov [8], but these authors have apparently not applied them to the computation of contour integrals and summation formulas.
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# THE BEHAVIOR AT UNIT ARGUMENT OF THE HYPERGEOMETRIC FUNCTION ${ }_{3} \boldsymbol{F}_{\mathbf{2}}{ }^{*}$ 
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#### Abstract

The behavior at $z=1$ of the generalized hypergeometric function ${ }_{3} F_{2}(a, b, c ; e, f ; z)$ is investigated. First the analytic continuation near $z=1$ is obtained for the general case when $s=e+f-a-b-c$ is not equal to an integer. The corresponding continuation formulas for the special cases when $s$ is equal to an integer are then derived by appropriate limiting processes. When $f=c$ or $e=c$, the formulas immediately reduce to the well-known continuation formulas of the Gaussian hypergeometric function.
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1. Introduction. The behavior near $z=1$ of the Gaussian hypergeometric function or series

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; e ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(e)_{n} n!} z^{n} \tag{1.1}
\end{equation*}
$$

is given by a well-known continuation formula which may be written

$$
\begin{align*}
\frac{\Gamma(a) \Gamma(b)}{\Gamma(e)}{ }_{2} F_{1}(a, b ; e ; z)= & \frac{\Gamma(a) \Gamma(b) \Gamma(s)}{\Gamma(a+s) \Gamma(b+s)}{ }_{2} F_{1}(a, b ; 1-s ; 1-z) \\
& +\Gamma(-s)(1-z)_{2}^{s} F_{1}(a+s, b+s ; 1+s ; 1-z)  \tag{1.2}\\
& (|\arg (1-z)|<\pi), \\
& s=e-a-b . \tag{1.3}
\end{align*}
$$

As it stands, (1.2) is valid if $s$ is not equal to an integer, otherwise it is the starting point from which the relevant formulas may be derived by a limiting process. It is the aim of the present work to obtain a corresponding formula for the generalized hypergeometric function ${ }_{3} F_{2}(a, b, c ; e, f ; z)$, including the formulas for the exceptional cases when

$$
\begin{equation*}
s=e+f-a-b-c \tag{1.4}
\end{equation*}
$$

is equal to an integer.
Like the ${ }_{2} F_{1}$, the ${ }_{3} F_{2}$ is also a particular solution of a certain linear differential equation, now of the third order, with three regular singular points at $z=0,1, \infty$. The characteristic exponents $0,1, s$ and the local power series solutions of this differential equation relative to the point $z=1$ are known from the detailed investigation by Nørlund [8]. The analytic structure near $z=1$ of the general solution is therefore known and, if $s$ is not equal to an integer, is given by

$$
\begin{equation*}
A+B(1-z)+O\left(\{1-z\}^{2}\right)+C(1-z)^{s}\{1+O(1-z)\} \tag{1.5}
\end{equation*}
$$

It is more difficult to obtain the connecting constants $A, B, C$ for the function ${ }_{3} F_{2}(a$, $b, c ; e, f ; z$ ). While the value of $C$ (and of $K$ in (1.6) below) can be inferred from

[^102][8], $A$ and $B$ are not known in general. This matter has recently received attention in the special case when $s=0$. Then, as $z \rightarrow 1$ in the sector $|\arg (1-z)|<\pi$, we have
\[

$$
\begin{align*}
\frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)} & { }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c \\
e, f
\end{array} \right\rvert\, z\right) \\
& =L+M(1-z)+O\left(\{1-z\}^{2}\right)+K \ln (1-z)\{1+O(1-z)\} \tag{1.6}
\end{align*}
$$
\]

where

$$
\begin{equation*}
K=-1 \tag{1.7}
\end{equation*}
$$

and, if $\operatorname{Re}(c)>0$,

$$
\begin{equation*}
L=2 \psi(1)-\psi(a)-\psi(b)+\sum_{m=1}^{\infty} \frac{(e-c)_{m}(f-c)_{m}}{m(a)_{m}(b)_{m}} . \tag{1.8}
\end{equation*}
$$

Here $\psi(x)$ denotes the logarithmic derivative $\Gamma^{\prime}(x) / \Gamma(x)$ of the gamma function. The expression (1.8) for $L$, contained without proof in Ramanujan's note books [9], has recently been proved by Evans and Stanton [3], but, as they state themselves, "because of the inductive nature" of their proofs, their paper "unfortunately sheds little light on how Ramanujan might have made this remarkable discovery." A new proof along different lines is therefore of interest. Also, the third connecting constant $M$ is not known. Its value will be given in (4.9) below.

In the present paper we first consider the general case when $s$ is not equal to an integer and determine the connecting constants $A, B, C$ of (1.5) for the function ${ }_{3} F_{2}(a, b, c ; e, f ; z)$. The results for the exceptional case when $s$ is equal to zero or, more generally, equal to any integer are then obtained by a limiting process.

A lemma is provided in $\S 2$. The main theorem for the general case is derived in § 3. The results for the exceptional cases are supplied in § 4.
2. A lemma. In order to avoid inconvenient and unnecessary restrictions of the denominator parameters, we follow Olver [6] and consider $\{\Gamma(e) \Gamma(f)\}^{-1}{ }_{3} F_{2}(a, b, c ; e, f ; z)$ rather than ${ }_{3} F_{2}$ itself, but without explicitly introducing a new symbol for this quantity. As a function of $z$, it has a finite value at $z=1$ if $\operatorname{Re}(e+f-a-b-c)>0$. Following Wimp [11], [12] we may consider this value as a function of the five parameters. This suggests the following.

Definition 1. For those points of the parameter space which satisfy $\operatorname{Re}(e+f-$ $a-b-c)>0$ let the symbol ${ }_{3} \mathrm{~F}_{2}(a, b, c ; e, f)$ be defined by

$$
\frac{1}{\Gamma(e) \Gamma(f)^{3}} F_{2}\binom{a, b, c}{e, f}=\frac{1}{\Gamma(e) \Gamma(f)^{3}} F_{2}\left(\begin{array}{c|c}
a, b, c & 1  \tag{2.1}\\
e, f & 1
\end{array}\right)
$$

and let it then be defined for the other points by analytic continuation.
Using this definition we supply for later application the following.
Lemma 1. With $s=e+f-a-b-c$ there holds

$$
\begin{equation*}
\frac{1}{\Gamma(e) \Gamma(f)^{3}} F_{2}\binom{a, b, c}{e, f}=\frac{\Gamma(s)}{\Gamma(c) \Gamma(a+s) \Gamma(b+s)^{3}} F_{2}\binom{e-c, f-c, s}{a+s, b+s} . \tag{2.2}
\end{equation*}
$$

Proof. If $\operatorname{Re}(s)>0$ and $\operatorname{Re}(c)>0$ we have from [2] or [5]

$$
\frac{1}{\Gamma(e) \Gamma(f)^{3}} F_{2}\left(\left.\begin{array}{c}
a, b, c  \tag{2.3}\\
e, f
\end{array} \right\rvert\, 1\right)=\frac{\Gamma(s)}{\Gamma(c) \Gamma(a+s) \Gamma(b+s)}{ }^{3} F_{2}\left(\left.\begin{array}{c}
e-c, f-c, s \\
a+s, b+s
\end{array} \right\rvert\, 1\right) .
$$

Here the conditions on $s$ and $c$ are needed to ensure the convergence of the hypergeometric series of unit argument on the left- and right-hand side, respectively. By means of Definition 1 and analytic continuation with respect to the parameters we get rid of these restrictions, which completes the proof.
3. Derivation of the main theorem. The generalized hypergeometric function ${ }_{3} F_{2}(a, b, c ; e, f ; z)$ is a particular solution of the third order linear differential equation

$$
\begin{equation*}
\{D(z D+e-1)(z D+f-1)-(z D+a)(z D+b)(z D+c)\} w(z)=0 \tag{3.1}
\end{equation*}
$$

where $D=d / d z$. Relative to the regular singular point $z=1$ of the differential equation, the Frobenius ansatz

$$
\begin{equation*}
w(z)=\sum_{n=0}^{\infty} g_{n}(r)(1-z)^{r+n}, \tag{3.2}
\end{equation*}
$$

written with powers of $1-z$ rather than $z-1$ for later convenience, yields for the coefficients $g_{n}$ the recurrence relation

$$
\begin{align*}
& (r+n)(r+n-1)(r+n+a+b+c-e-f) g_{n}(r) \\
& =(r+n-1)\{(r+n-2)(2 r+2 n-1-e-f+2 a+2 b+2 c) \\
& \quad-e f+a b+b c+c a+a+b+c+1\} g_{n-1}(r)  \tag{3.3}\\
& \quad-(r+n-2+a)(r+n-2+b)(r+n-2+c) g_{n-2}(r),
\end{align*}
$$

valid for $n=0,1,2, \cdots$, provided that we have defined $g_{-2}(r)=g_{-1}(r)=0$ while $g_{0}(0) \neq 0$. The equation for $n=0$ then leads to the indicial equation which determines the characteristic exponents

$$
\begin{equation*}
r \in\{0,1, s\}, \quad s \text { as in (1.4). } \tag{3.4}
\end{equation*}
$$

We now assume in this section that $s$ is not equal to an integer, so that the exponent $r=s$ yields a solution of the differential equation. Of the two exponents which are integers the larger one always gives a solution, but for the smaller one we have to check if (3.3) is consistent for all the $n$. Since the difference of the exponents is 1 , the equation for $n=1$ is crucial. With (1.4) we have from (3.3)

$$
\begin{align*}
&(r+1) r(r+1-s) g_{1}(r)=r\{(r-1)(2 r+1-e-f+2 a+2 b+2 c)  \tag{3.5}\\
&-e f+a b+b c+c a+a+b+c+1\} g_{0}(r)
\end{align*}
$$

For $r=0$ not only the left-hand side vanishes but the right-hand side happens to vanish also, and so (3.5) is consistent irrespective of the value of $g_{1}(0)$. Therefore $g_{1}(0)$, besides $g_{0}(0)$, may be assigned arbitrarily. The exponent $r=0$ in this way yields a solution containing two constants of integration, where changing $g_{1}(0)$ is equivalent to adding a constant multiple of the solution with the exponent $r=1$ mentioned above. Thus we have shown that

$$
\frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)}{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c  \tag{3.6}\\
e, f
\end{array} \right\rvert\, z\right)=\sum_{n=0}^{\infty} g_{n}(0)(1-z)^{n}+(1-z)^{s} \sum_{n=0}^{\infty} g_{n}(s)(1-z)^{n}
$$

where the connecting constants $g_{0}(0), g_{1}(0), g_{0}(s)$ still have to be determined while the other coefficients $g_{n}(r)$ are then given by the recurrence relation

$$
\begin{align*}
g_{n}(r)= & \frac{1}{(r-s+n)(r+n)(r+n-1)} \\
& \cdot((r+n-1)\{(r+n-2)(2 r-s+2 n-1+a+b+c)  \tag{3.7}\\
& \quad-e f+a b+b c+c a+a+b+c+1\} g_{n-1}(r) \\
& \left.\quad-(r+n-2+a)(r+n-2+b)(r+n-2+c) g_{n-2}(r)\right),
\end{align*}
$$

to be used for $r=0$ with $n=2,3,4, \cdots$, or for $r=s$ with $n=1,2,3, \cdots$, and $g_{-1}(s)=0$.
The connecting constant $g_{0}(s)$, which multiplies the (at $z=1$ ) singular contribution, can most conveniently be determined by Darboux's method [6] as follows. The left-hand side of (3.6), when written in the form $\sum u_{n} z^{n}$, has coefficients

$$
\begin{equation*}
u_{n}=\frac{\Gamma(a+n) \Gamma(b+n) \Gamma(c+n)}{\Gamma(e+n) \Gamma(f+n) \Gamma(1+n)} \tag{3.8}
\end{equation*}
$$

with the asymptotic behavior

$$
\begin{equation*}
u_{n} \sim n^{a+b+c-e-f-1}\left\{1+O\left(\frac{1}{n}\right)\right\} \tag{3.9}
\end{equation*}
$$

as $n \rightarrow \infty$, which follows by means of the formula

$$
\begin{equation*}
\frac{\Gamma(x+n)}{\Gamma(y+n)} \sim n^{x-y}\left\{1+O\left(\frac{1}{n}\right)\right\} . \tag{3.10}
\end{equation*}
$$

The leading singular term on the right-hand side of (3.6) is $g_{0}(s)(1-z)^{s}$, which, when expanded in powers of $z$ by means of the formula

$$
\begin{equation*}
(1-z)^{s}=\sum_{n=0}^{\infty} \frac{(-s)_{n}}{n!} z^{n} \tag{3.11}
\end{equation*}
$$

and written in the form $\sum v_{n} z^{n}$, has coefficients

$$
\begin{equation*}
v_{n}=\frac{g_{0}(s)}{\Gamma(-s)} \frac{\Gamma(-s+n)}{\Gamma(1+n)} \tag{3.12}
\end{equation*}
$$

with the asymptotic behavior

$$
\begin{equation*}
v_{n} \sim \frac{g_{0}(s)}{\Gamma(-s)} n^{-s-1}\left\{1+O\left(\frac{1}{n}\right)\right\} \tag{3.13}
\end{equation*}
$$

as $n \rightarrow \infty$. Thus $u_{n}$ and $v_{n}$ have, in view of the definition of $s$ according to (1.4), the same $n$-dependence of the leading asymptotic term, as expected, and comparison of the constant factors in (3.9) and (3.13) yields

$$
\begin{equation*}
g_{0}(s)=\Gamma(-s) . \tag{3.14}
\end{equation*}
$$

This result has been obtained in a different way by Nørlund [8]. More recently such connection problems have been treated by Naundorf [7] and by Schäfke and Schmidt [10].

The connecting constants $g_{0}(0)$ and $g_{1}(0)$, which appear in the (at $z=1$ ) regular term, will now be determined. If $\operatorname{Re}(s)>0$, the singular contribution vanishes and (3.6) evaluated at $z=1$ yields

$$
g_{0}(0)=\frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)}{ }_{3} F_{2}\left(\left.\begin{array}{c|c}
a, b, c  \tag{3.15}\\
e, f
\end{array} \right\rvert\, 1\right) .
$$

In a similar way, if $\operatorname{Re}(s)>1$, the derivative with respect to $z$ of (3.6) gives

$$
g_{1}(0)=-\frac{\Gamma(a+1) \Gamma(b+1) \Gamma(c+1)}{\Gamma(e+1) \Gamma(f+1)}{ }_{3} F_{2}\left(\begin{array}{c|c}
a+1, b+1, c+1 & 1  \tag{3.16}\\
e+1, f+1 & 1
\end{array}\right) .
$$

By analytic continuation with respect to the parameters, Definition 1 and Lemma 1, we then finally obtain

$$
\begin{align*}
& g_{0}(0)=\frac{\Gamma(a) \Gamma(b) \Gamma(s)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s}{a+s, b+s},  \tag{3.17}\\
& g_{1}(0)=-\frac{\Gamma(a+1) \Gamma(b+1) \Gamma(s-1)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s-1}{a+s, b+s} . \tag{3.18}
\end{align*}
$$

All the other coefficients $g_{n}(r)$ appearing in (3.6) are now uniquely defined by the recurrence relation (3.7). On the computer they may efficiently be evaluated in this way, but for analytical work, in particular the investigation of the so far excluded exceptional cases when $s$ is equal to an integer, an explicit representation of all the $g_{n}(r)$ is desirable.

When $r=0$ we may consider the $n$th derivative with respect to $z$ of (3.6) and proceed essentially in the same way as above with $g_{1}(0)$. As a generalization of (3.17), (3.18) we then immediately obtain

$$
\begin{equation*}
g_{n}(0)=(-1)^{n} \frac{\Gamma(a+n) \Gamma(b+n) \Gamma(s-n)}{\Gamma(a+s) \Gamma(b+s) n!}{ }_{3} F_{2}\binom{e-c, f-c, s-n}{a+s, b+s} . \tag{3.19}
\end{equation*}
$$

When $r=s$ we suspect that the $g_{n}(s)$ can be represented in a similar form. From (3.7) and (3.14) we have, after rearrangement of the terms,

$$
\begin{equation*}
g_{1}(s)=-\Gamma(-s-1)\left\{s^{2}+(a+b) s-e f+a b+c(a+b+s)\right\} . \tag{3.20}
\end{equation*}
$$

By the definition of $s$ the factor of $c$ is equal to $e+f-c$. Making use of this fact we lose the symmetry with respect to the numerator parameters and obtain

$$
\begin{align*}
g_{1}(s) & =-\Gamma(-s-1)\{(a+s)(b+s)-(e-c)(f-c)\} \\
& =-\Gamma(-s-1)(a+s)(b+s)_{3} F_{2}\left(\left.\begin{array}{c}
e-c, f-c,-1 \\
a+s, b+s
\end{array} \right\rvert\, 1\right) . \tag{3.21}
\end{align*}
$$

To proceed further, it is convenient to get rid of some factors and to consider $y_{n}(r)$ defined by

$$
\begin{equation*}
n!g_{n}(r)=(-1)^{n} \Gamma(s-2 r-n) y_{n}(r) \tag{3.22}
\end{equation*}
$$

rather than $g_{n}(r)$ itself. In view of $r \in\{0, s\}$, the recurrence relation for $y_{n}(r)$ then reads

$$
\begin{align*}
y_{n}(r)=\{(r+n & -2)(2 n-1+2 r-s+a+b+c) \\
& -e f+a b+b c+c a+a+b+c+1\} y_{n-1}(r)  \tag{3.23}\\
& +(s-r-n+1)(a+r+n-2)(b+r+n-2)(c+r+n-2) y_{n-2}(r),
\end{align*}
$$

and we are interested in its special solution which, according to (3.14), (3.17), (3.18), (3.21), has the starting values

$$
\begin{align*}
& y_{0}(r)=\frac{\Gamma(a+r) \Gamma(b+r)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s-r}{a+s, b+s},  \tag{3.24}\\
& y_{1}(r)=\frac{\Gamma(a+r+1) \Gamma(b+r+1)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s-r-1}{a+s, b+s} . \tag{3.25}
\end{align*}
$$

The factor of $y_{n-1}(r)$ in (3.23) may be rewritten, using the definition of $s$, as

$$
\begin{gather*}
(n-2)(2 n-1+4 r-s+a+b+c)-(e+r)(f+r)+(a+r)(b+r) \\
+(b+r)(c+r)+(c+r)(a+r)+a+b+c+3 r+1 \tag{3.26}
\end{gather*}
$$

We then may see that the recurrence relation for $y_{n}(r)$ can be obtained from that for $y_{n}(0)$ by the simultaneous substitutions

$$
\begin{equation*}
a \rightarrow a+r, \quad b \rightarrow b+r, \quad c \rightarrow c+r, \quad e \rightarrow e+r, \quad f \rightarrow f+r, \tag{3.27}
\end{equation*}
$$

and as a consequence,

$$
\begin{equation*}
s \rightarrow s-r . \tag{3.28}
\end{equation*}
$$

The same is true for the starting values (3.24), (3.25). Since we already know from (3.19) that

$$
\begin{equation*}
y_{n}(0)=\frac{\Gamma(a+n) \Gamma(b+n)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s-n}{a+s, b+s}, \tag{3.29}
\end{equation*}
$$

it follows by the substitutions (3.27)-(3.28) that

$$
\begin{equation*}
y_{n}(r)=\frac{\Gamma(a+r+n) \Gamma(b+r+n)}{\Gamma(a+s) \Gamma(b+s)}{ }_{3} F_{2}\binom{e-c, f-c, s-r-n}{a+s, b+s} . \tag{3.30}
\end{equation*}
$$

By means of (3.22) we obtain the required explicit representation for $g_{n}(r)$ which is valid for both $r=0$ and $r=s$ and so we have proved the following.

Theorem 1. If $s=e+f-a-b-c$ is not equal to an integer, then the analytic continuation of the ${ }_{3} F_{2}$-series near $z=1$ in the sector $|\arg (1-z)|<\pi$ is given by the formula

$$
\frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)}{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c  \tag{3.31}\\
e, f
\end{array} \right\rvert\, z\right)=\sum_{n=0}^{\infty} g_{n}(0)(1-z)^{n}+(1-z)^{s} \sum_{n=0}^{\infty} g_{n}(s)(1-z)^{n}
$$

where the series on the right-hand side converge inside the circle $|z-1|=1$ and the coefficients $g_{n}(r)$, with $r \in\{0, s\}$, are

$$
\begin{equation*}
g_{n}(r)=(-1)^{n} \frac{\Gamma(a+r+n) \Gamma(b+r+n) \Gamma(s-2 r-n)}{\Gamma(a+s) \Gamma(b+s) n!}{ }_{3} F_{2}\binom{e-c, f-c, s-r-n}{a+s, b+s} . \tag{3.32}
\end{equation*}
$$

We may observe that when $f=c$ or $e=c$ then the ${ }_{3} F_{2}$ on the right-hand side of (3.32) becomes equal to 1 and the Theorem 1 reduces to the continuation formula for the ${ }_{2} F_{1}$.

The recurrence (3.7) for the quantities (3.32) can also be deduced from the work of Lewanowicz [4] and is, essentially, a special case of the recursion relation for the Wilson polynomials.
4. The exceptional cases. When $s$ is an integer, the hypergeometric series is called $s$-balanced. In such a case the continuation formula may be derived from Theorem 1 by an approximate limiting process. For this purpose it is convenient to make the simultaneous substitutions $a \rightarrow a-\varepsilon, b \rightarrow b-\varepsilon, c \rightarrow c-\varepsilon, e \rightarrow e-\varepsilon, f \rightarrow f-\varepsilon$, and as a consequence, $s \rightarrow s+\varepsilon$ and then to consider the resulting equations for integral $s$, separately for $s \geqq 0$ or $s \leqq 0$, respectively. Since the series representation of the ${ }_{3} F_{2}$ in (3.32) is needed, a restriction of the parameter $c$ now comes in to ensure the convergence. By performing the limit $\varepsilon \rightarrow 0$, which is a somewhat lengthy but standard [5] procedure, we may derive the following results.

Corollary 1. If $s=e+f-a-b-c$ is equal to an integer $t \geqq 0$, then the analytic continuation of the ${ }_{3} F_{2}$-series near $z=1$ in the sector $|\arg (1-z)|<\pi$ is given by the formula

$$
\begin{align*}
& \frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)}{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c \\
e, f
\end{array} \right\rvert\, z\right)  \tag{4.1}\\
& \quad=\sum_{n=0}^{t-1} k_{n}(1-z)^{n}+(1-z)^{t} \sum_{n=0}^{\infty}\left\{p_{n}+q_{n} \ln (1-z)\right\}(1-z)^{n}
\end{align*}
$$

where the series on the right-hand side converges inside the circle $|z-1|=1$ and the coefficients are

$$
\begin{align*}
& k_{n}=(-1)^{n} \frac{\Gamma(a+n) \Gamma(b+n)(t-n-1)!}{\Gamma(a+t) \Gamma(b+t) n!}{ }_{3} F_{2}\binom{e-c, f-c, t-n}{a+t, b+t},  \tag{4.2}\\
& p_{n}=\frac{(a+t)_{n}(b+t)_{n}}{(t+n)!n!}\left((-1)^{t} \sum_{m=0}^{n} \frac{(e-c)_{m}(f-c)_{m}(-n)_{m}}{(a+t)_{m}(b+t)_{m} m!}\right. \\
& \cdot\{\psi(1+n-m)+\psi(1+t+n)-\psi(a+t+n)-\psi(b+t+n)\}  \tag{4.3}\\
& \left.+(-1)^{t+n} n!\sum_{m=n+1}^{\infty} \frac{(e-c)_{m}(f-c)_{m}(m-n-1)!}{(a+t)_{m}(b+t)_{m} m!}\right) \\
& i f \operatorname{Re}(c)>-t-n,
\end{align*}
$$

$$
q_{n}=-(-1)^{t} \frac{(a+t)_{n}(b+t)_{n}}{(t+n)!n!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
e-c, f-c,-n  \tag{4.4}\\
a+t, b+t
\end{array} \right\rvert\, 1\right) .
$$

Corollary 2. If $s=e+f-a-b-c$ is equal to an integer $-t \leqq 0$, then the analytic continuation of the ${ }_{3} F_{2}$-series near $z=1$ in the sector $|\arg (1-z)|<\pi$ is given by the formula

$$
\begin{align*}
& \frac{\Gamma(a) \Gamma(b) \Gamma(c)}{\Gamma(e) \Gamma(f)}{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c \\
e, f
\end{array} \right\rvert\, z\right) \\
& \quad=(1-z)^{-t} \sum_{n=0}^{t-1} h_{n}(1-z)^{n}+\sum_{n=0}^{\infty}\left\{u_{n}+v_{n} \ln (1-z)\right\}(1-z)^{n} \tag{4.5}
\end{align*}
$$

where the series on the right-hand side converges inside the circle $|z-1|=1$ and the coefficients are

$$
h_{n}=(-1)^{n} \frac{(a-t)_{n}(b-t)_{n}(t-n-1)!}{n!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
e-c, f-c,-n  \tag{4.6}\\
a-t, b-t
\end{array} \right\rvert\, 1\right),
$$

$$
\begin{align*}
u_{n}= & \frac{(a-t)_{t+n}(b-t)_{t+n}}{n!(t+n)!} \\
& \cdot\left((-1)^{t} \sum_{m=0}^{t+n} \frac{(e-c)_{m}(f-c)_{m}(-t-n)_{m}}{(a-t)_{m}(b-t)_{m} m!}\right. \\
& \cdot\{\psi(1+t+n-m)+\psi(1+n)-\psi(a+n)-\psi(b+n)\}  \tag{4.7}\\
& \left.+(-1)^{n}(t+n)!\sum_{m=t+n+1}^{\infty} \frac{(e-c)_{m}(f-c)_{m}(m-t-n-1)!}{(a-t)_{m}(b-t)_{m} m!}\right) \\
v_{n}= & -(-1)^{t} \frac{(a-t)_{t+n}(b-t)_{t+n}}{(t+n)!n!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
e-c, f-c,-t-n \\
a-t, b-t
\end{array} \right\rvert\, 1\right) .
\end{align*}
$$

When $t=0$, the empty sums in (4.1) or (4.5) have to be interpreted as 0 .
If $f=c$ or $e=c$, the formulas in Corollaries 1 and 2 immediately reduce to the corresponding formulas for the Gaussian hypergeometric function, which appear, apart from some minor differences of presentation, as (15.3.10)-(15.3.12) in [1], for instance.

Taking the leading terms of (4.1) or (4.5) with $t=0$ we may obtain (1.6) with the constants $K$ and $L$ as expected and the third connecting constant

$$
\begin{align*}
M= & \{a b-(e-c)(f-c)\}\{2+2 \psi(1)-\psi(a+1)-\psi(b+1)\} \\
& +(e-c)(f-c)-a b \sum_{m=2}^{\infty} \frac{(e-c)_{m}(f-c)_{m}}{(m-1) m(a)_{m}(b)_{m}} \quad(\operatorname{Re}(c)>-1) . \tag{4.9}
\end{align*}
$$
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#### Abstract

The Faber polynomials for a bounded, simply connected domain $D$ can, under certain circumstances, be used to give series expansions of functions analytic on $D$ [5] and to give good polynomial approximations to such functions [3]. We provide explicit, easily computable formulae for the coefficients of the Faber polynomials and formulae for the Faber coefficients of certain types of rational and analytic functions. Finally, since the study of the properties of an analytic function may require us to look at its derivative, we also provide formulae for the Faber expansions of the derivatives of Faber polynomials.
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## 1. Introduction. Let

$$
\begin{equation*}
g(\xi)=\xi+b_{0}+\frac{b_{1}}{\xi}+\frac{b_{2}}{\xi^{2}}+\cdots \tag{1}
\end{equation*}
$$

be analytic and univalent in $\Delta=\{\xi:|\xi|>1\}$. Then $E=\mathbf{C} \backslash g(\Delta)$ is a continuum of capacity 1. The Faber polynomials $\left\{F_{n}(w)\right\}_{n=0}^{\infty}$ associated with $g$ (or $E$ ) are defined by the generating function relation [4, p. 57]

$$
\begin{equation*}
\log \left(\frac{g(\xi)-w}{\xi}\right)=-\sum_{n=1}^{\infty} \frac{1}{n} F_{n}(w) \xi^{-n} . \tag{2}
\end{equation*}
$$

We define $F_{0}(w) \equiv 1$. As well as providing a valuable tool in studying properties of univalent functions, the Faber polynomials also provide a means for expressing functions analytic on $E$ or Int $E$. In fact, if $f(z)$ is such a function then under suitable conditions,

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} F_{n}(z) \quad(z \in \operatorname{Int} E) \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}=\frac{1}{2 \pi i} \int_{|\xi|=r} \frac{f(g(\xi))}{\xi^{n+1}} d \xi . \tag{4}
\end{equation*}
$$

In (4), $r$ is a positive number, usually close to 1 , and of course $f(g(\xi))$ must be defined on $|\xi|=r$; this gets back to the "suitable conditions" alluded to above and will be made more precise in later sections. In spite of (4), very little seems to have been done concerning methods for actually obtaining Faber expansions. In this paper we address this and other problems concerning Faber polynomials.

In § 2 we find explicit formulae for the coefficients of the Faber polynomials. Various expressions for the Faber coefficients have been obtained by Todorov [7].

[^103]However we consider the coefficients for the expansion about $b_{0}$,

$$
F_{n}(w)=\sum_{n=0}^{n} c_{k}^{(n)}\left(w-b_{0}\right)^{n} .
$$

Such an expression seems natural in view of the recursion relation [4, p. 57]

$$
\begin{equation*}
F_{n+1}(w)=\left(w-b_{0}\right) F_{n}(w)-\sum_{k=1}^{n-1} b_{n-k} F_{k}(w)-(n+1) b_{n} . \tag{5}
\end{equation*}
$$

The resulting expressions for the $c_{k}^{(n)}$, being independent of $b_{0}$, seem somewhat simpler than Todorov's expressions.

In § 3 we find explicit formulae for the Faber expansions of the polynomials $\left(w-b_{0}\right)^{k}(k=0,1, \cdots)$ and use these to obtain Faber expansions of entire and some analytic functions. As examples, we present some expansions of certain entire functions in terms of Chebyshev polynomials.

In § 4 we find explicit formulae for the Faber expansions of derivatives of the Faber polynomials. Such expressions may prove useful for working with Faber expansions of functions, and also lead to explicit formulae for the Faber expansions of rational functions.

In the remainder of the paper we will encounter many summations which, in certain cases, may be summing over empty sets. Such sums are taken to be 0 .

## 2. Coefficients of Faber polynomials.

Theorem 1. For $n=0,1,2, \cdots$,

$$
\begin{equation*}
F_{n}(w)=\left(w-b_{0}\right)^{n}+\sum_{k=0}^{n-2} c_{k}^{(n)}\left(w-b_{0}\right)^{k} \tag{6}
\end{equation*}
$$

where, for $1 \leqq k \leqq n-2$,

$$
\begin{equation*}
c_{k}^{(n)}=\frac{n}{k} \sum(-1)^{m}\binom{m+k-1}{k-1} b_{r_{1}-1} \cdots b_{r_{m}-1} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{0}^{(n)}=\sum_{j=2}^{n-2} j b_{j-1}\left(\sum(-1)^{m+1} b_{r_{1}-1} \cdots b_{r_{m}-1}\right)-n b_{n-1} . \tag{8}
\end{equation*}
$$

In (7), the sum is over all ordered m-tuples $\left(r_{1}, \cdots, r_{m}\right)(m=1,2, \cdots)$ of integers $\geqq 2$ with $r_{1}+r_{2}+\cdots+r_{m}=n-k$. In (8), the inner sum is over all ordered m-tuples ( $r_{1}$, $\left.r_{2}, \cdots, r_{m}\right)\left(m=1,2, \cdots\right.$, of integers $\geqq 2$ with $r_{1}+r_{2}+\cdots+r_{m}=n-j$. In (6), (7) and (8) all empty sums will be taken to be 0 . For convenience, we will let $c_{n}^{(n)}=1$ and $c_{n-1}^{(n)}=0$.

Remark. Todorov [7] found expressions for the coefficients of the Faber polynomials when expanded in powers of $w$ (rather than $w-b_{0}$ ). The formulae in [7] involve homogeneous isobaric polynomials [6] and seem to be more complicated than those presented in Theorem 1. However, we have sacrificed, for this simplicity, the convenience of having the polynomials in powers of $w$.

For the proof of Theorem 1 it is convenient to first find an expression for the reciprocal of a power series. Such expressions have been found previously [2], but we need an alternate form that does not appear to be in a convenient place in the literature.

Lemma 2. Let $p(z)=\alpha_{0}+\alpha_{1} z+\alpha_{2} z^{2}+\cdots$ be a formal power series with $\alpha_{0} \neq 0$. Then the formal power series for $1 / p(z)$ is $\beta_{0}+\beta_{1} z+\beta_{2} z^{2}+\cdots$ where $\beta_{0}=\alpha_{0}^{-1}$ and

$$
\begin{equation*}
\beta_{k}=\sum \frac{(-1)^{m}}{\alpha_{0}^{m+1}} \alpha_{r_{1}} \alpha_{r_{2}} \cdots \alpha_{r_{m}} \quad(k=1,2, \cdots) . \tag{9}
\end{equation*}
$$

The sum in (9) is over all m-tuples ( $r_{1}, \cdots, r_{m}$ ) of positive integers with $r_{1}+r_{2}+\cdots+r_{m}=$ $k$.

Proof. That $\beta_{0}=\alpha_{0}^{-1}$ is clear. Assume (9) correct for indices $j \leqq k-1(k \geqq 1)$. Since

$$
\left(\sum_{0}^{\infty} \alpha_{k} z^{k}\right)\left(\sum_{0}^{\infty} \beta_{k} z^{k}\right) \equiv 1,
$$

we have $\sum_{j=0}^{k} \beta_{j} \alpha_{k-j}=0$. Thus

$$
\begin{align*}
\beta_{k} & =-\frac{1}{\alpha_{0}} \sum_{j=0}^{k-1} \beta_{j} \alpha_{k-j}  \tag{10}\\
& =-\frac{1}{\alpha_{0}} \sum_{j=1}^{k-1} \alpha_{k-j}\left(\sum \frac{(-1)^{m}}{\alpha_{0}^{m+1}} \alpha_{r_{1}} \cdots \alpha_{r_{m}}\right)-\frac{\alpha_{k}}{\alpha_{0}} .
\end{align*}
$$

The inner sum is over all $m$-tuples $\left(r_{1}, \cdots, r_{m}\right)$ of positive integers with $r_{1}+r_{2}+\cdots+$ $r_{m}=j$. The inner sum, combined with the first sum, then gives a sum over all ordered $m$-tuples $(m \geqq 2)\left(r_{1}, \cdots, r_{m}\right)$ with $r_{1}+r_{2}+\cdots+r_{m}=k$. (The double sum in (10) simply counts all such $m$-tuples with $k-1$ in the last position, then those with $k-2$ in the last position, etc.). The $-\alpha_{k} / \alpha_{0}$ term takes care of the " 1 -tuple" $(k)$ appearing in (9). Bringing the factor $-1 / \alpha_{0}$ inside the expression (10) thus gives (9) and completes the proof by induction.

Before using (9) to prove Theorem 1, we first rearrange (9) to group like powers of $\alpha_{1}$. We observe that if $l 1$ 's appear in the $m$-tuple ( $r_{1}, r_{2}, \cdots, r_{m}$ ), then after the 1 's are deleted, the remaining ( $m-l$ )-tuple ( $r_{1}^{\prime}, \cdots, r_{m-l}^{\prime}$ ) has coordinates $\geqq 2$ and summing to $k-l$. Now starting from ( $r_{1}^{\prime}, \cdots, r_{m-l}^{\prime}$ ) we may insert $l$ 1's in this ( $m-$ $l)$-tuple and fill it out to an $m$-tuple in $\binom{m}{l}$ ways.

Thus

$$
\begin{equation*}
\beta_{k}=\sum_{l=0}^{k-2}\left(\sum\binom{m+l}{l} a_{0}^{(-1)^{m+l} /(m+l+1)} \alpha_{r_{1}} \alpha_{r_{2}} \cdots \alpha_{r_{m}}\right) \alpha_{1}^{l}+\frac{(-1)^{k}}{\alpha_{0}} \frac{\alpha_{1}^{k}}{\alpha_{0}} \tag{11}
\end{equation*}
$$

where the inner sum is over all $m$-tuples $\left(r_{1}, \cdots, r_{m}\right)$ of integers $\geqq 2$ with $r_{1}+r_{2}+\cdots+$ $r_{m}=k-l$ and empty sums are taken to be 0 . We then note that (11) holds for all $k \geqq 0$.

Proof of Theorem 1. Differentiating (2) with respect to $w$ and then multiplying by $\xi$ we get

$$
\begin{equation*}
\frac{\xi}{g(\xi)-w}=\sum_{n=0}^{\infty} \frac{1}{n+1} F_{n+1}^{\prime}(w) \xi^{-n} . \tag{12}
\end{equation*}
$$

We apply Lemma 2 to $p(z)=[g(1 / z)-w] z$, noting that $p(z)=\sum_{k=0}^{\infty} \alpha_{k} z^{k}$ with

$$
\begin{equation*}
\alpha_{0}=1, \quad \alpha_{1}=b_{0}-w \quad \text { and } \quad \alpha_{k}=\beta_{k-1} \quad(k \geqq 2) . \tag{13}
\end{equation*}
$$

Replacing $z$ by $1 / \xi$ we find that

$$
\begin{equation*}
\frac{\xi}{g(\xi)-w}=\sum_{n=0}^{\infty} \beta_{n} \xi^{-n} \tag{14}
\end{equation*}
$$

where we may take the $\beta_{n}$ 's as given by (11). Equating coefficients in (12) and (14), then using (11) and (13) we have, for $n \geqq 1$,

$$
\begin{align*}
\frac{1}{n} F_{n}^{\prime}(w) & =\beta_{n-1}  \tag{15}\\
& =\left(w-b_{0}\right)^{n-1}+\sum_{l=0}^{n-3}\left(\sum\binom{m+l}{l}(-1)^{m} b_{r_{1}-1} b_{r_{2}-1} \cdots b_{r_{m}-1}\right)\left(w-b_{0}\right)^{l}
\end{align*}
$$

where the inner sum in (15) is over the same values as the one in (11) for $\beta_{n-1}$. When we integrate both sides of (15) and multiply by $n$ we have that

$$
\begin{align*}
F_{n}(w) & =\left(w-b_{0}\right)^{n}+n \sum_{l=0}^{n-3}\left(\sum(-1)^{m}\binom{m+l}{l} b_{r_{1}-1} \cdots b_{r_{m}-1}\right) \frac{\left(w-b_{0}\right)^{l+1}}{l+1}+F_{n}\left(b_{0}\right)  \tag{16}\\
& =\left(w-b_{0}\right)^{n}+\sum_{l=1}^{n-2} \frac{n}{l}\left(\sum(-1)^{m}\binom{m+l-1}{l-1} b_{r_{1}-1} \cdots b_{r_{m}-1}\right)\left(w-b_{0}\right)^{l}+F_{n}\left(b_{0}\right) .
\end{align*}
$$

The inner sum in (16) is over all $m$-tuples ( $r_{1}, \cdots, r_{m}$ ) of integers $\geqq 2$ with $r_{1}+r_{2}+\cdots+$ $r_{m}=n-l$. Thus we have, as defined in the statement of Theorem 1 ,

$$
F_{n}(w)=\left(w-b_{0}\right)^{n}+\sum_{k=1}^{n-2} c_{k}^{(n)}\left(w-b_{0}\right)^{k}+F_{n}\left(b_{0}\right) .
$$

We need only prove that $c_{0}^{(n)}=F_{n}\left(b_{0}\right)$ is as claimed.
If we differentiate (5) and let $w=b_{0}$ we have

$$
F_{n}\left(b_{0}\right)=F_{n+1}^{\prime}\left(b_{0}\right)+\sum_{k=1}^{n-1} b_{n-k} F_{k}^{\prime}\left(b_{0}\right)
$$

Substituting (15), with $w=b_{0}$, into this last expression and noting $F_{1}^{\prime} \equiv 1$, we have

$$
\begin{align*}
F_{n}\left(b_{0}\right)= & (n+1) \sum_{\oplus}(-1)^{m} b_{r_{1}-1} \cdots b_{r_{m}-1} \\
& +\sum_{k=2}^{n-1} k b_{n-k} \sum_{\otimes}(-1)^{m} b_{r_{1}-1} \cdots b_{r_{m}-1}+b_{n-1} \tag{17}
\end{align*}
$$

where sum (1) (resp. (2)) is over all $m$-tuples ( $r_{1}, \cdots, r_{m}$ ) of integers $\geqq 2$ with $r_{1}+r_{2}+$ $\cdots+r_{m}=n$ (resp. $k-1$ ). We rearrange the first sum in (17) to group together all of those $m$-tuples whose last entry is $n-k(0 \leqq k \leqq n-2)$. Noting that when $k=2, \Sigma_{(2)}$ is 0 we find that

$$
\left.\begin{array}{rl}
F_{n}\left(b_{0}\right)= & (n+1)
\end{array}\right) \sum_{k=2}^{n-2} b_{n-k-1}\left(\sum(-1)^{m+1} b_{r_{1}-1} \cdots b_{r_{m}-1}\right) .
$$

where the inner sums in (18) are over $m$-tuples ( $r_{1}, \cdots, r_{m}$ ) of integers $\geqq 2$ with $r_{1}+\cdots+r_{m}=k$. With a change of variable in the first sum $(k \leftrightarrow n-k)$ this is equivalent to (8).

To conclude this section, we admit that using expressions (7) and (8) to compute a large number of coefficients can be tedious. In this event we should point out that (5) gives rise to an easily proven recursion relation.

Lemma 3. With the same notation as Theorem 1 , and taking $c_{n}^{(n)}=1(n=0,1,2, \cdots)$ and $c_{n-1}^{(n)}=0(n=1,2, \cdots)$ we have that

$$
c_{k}^{(n+1)}=c_{k-1}^{(n)}-\sum_{l=k}^{n-1} b_{n-l} c_{k}^{(l)} \quad(n \geqq 0,1 \leqq k \leqq n-1)
$$

and

$$
c_{0}^{(n+1)}=-\sum_{l=1}^{n-1} b_{n-l} c_{0}^{(l)}-(n+1) b_{n} \quad(n \geqq 1) .
$$

3. Expansions of analytic functions. In this section we will derive an explicit formula for the Faber expansion of functions that are entire, or at least analytic on an appropriate disk containing $E$ or $\operatorname{Int}(E)$. It is known [5, p. 42] that if $f(z)$ is analytic on $E$ or if $\partial E$ is analytic and $f(z)$ is analytic on Int $E$, then (3) and (4) hold. In the first case, the $r$ in (4) will be $>1$ while in the second case, will be $<1$. In either case the series (3) converges uniformly on compact subsets of Int $(E)$. Throughout this section we will assume $f(z)$ and/or $E$ are as discussed above, though more general circumstances under which (3) and (4) hold are known [3].

Theorem 4. Let $k \geqq 0$ be an integer. Then

$$
\begin{equation*}
\left(w-b_{0}\right)^{k}=F_{k}(w)+\sum_{l=0}^{k-1} \gamma_{l}^{(k)} F_{l}(w) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{l}^{(k)}=\sum_{s=[(k+l+1) / 2]}^{k-1}\binom{k}{s} \sum b_{r_{1}} \cdots b_{r_{k-s}} \quad(0 \leqq l \leqq k-1) \tag{20}
\end{equation*}
$$

and the inner sum in (20) is over all $(k-s)$-tuples $\left(r_{1}, \cdots, r_{k-s}\right)$ of positive integers with $r_{1}+\cdots+r_{k-s}=s-l$. We take $\gamma_{k}^{(k)}=1(k=0,1, \cdots)$. In (20), [ ] is the greatest integer function.

Proof. It is clear that the coefficient of $F_{k}$ is 1 . Since $\left(w-b_{0}\right)^{k}$ is entire, we may use (4) to obtain

$$
\begin{align*}
\gamma_{l}^{(k)} & =\frac{1}{2 \pi i} \int_{|\xi|=r} \frac{\left(g(\xi)-b_{0}\right)^{k}}{\xi^{l+1}} d \xi \quad(0 \leqq l \leqq k-1) \\
& =\text { coefficient of } \xi^{l} \text { in }\left(g(\xi)-b_{0}\right)^{k}  \tag{21}\\
& =\sum b_{r_{1}} b_{r_{2}} \cdots b_{r_{k}}
\end{align*}
$$

where the sum in (21) is over all ordered $k$-tuples ( $r_{1}, r_{2}, \cdots, r_{k}$ ) with $r_{j} \in\{-1\} \cup \mathbf{Z}^{+}$ $(1 \leqq j \leqq k), r_{1}+r_{2}+\cdots+r_{k}=-l$ and where $b_{-1}=1$. If we rearrange (21) to first sum over those $r_{j}$ 's that may be -1 , we find that to achieve the sum $-l$, at least $[(k+l+1) / 2]$ of the $r_{j}$ 's must be -1 . Since $l \leqq k-1$ in (21) and the sum is over $k$-tuples, we see at most $k-1$ of the $r_{j}$ 's may be -1 . Thus

$$
\gamma_{l}^{(k)}=\sum_{s=[(k+l+1) / 2]}^{k-1}\binom{k}{s} \sum b_{r_{1}} \cdots b_{r_{k-s}}
$$

where the inner sum is as described in the statement of the theorem. $\square$
We may note that in (20) the sum is empty when $l=k-1$. Thus $\gamma_{k-1}^{(k)} \equiv 0(k=1$, $2, \cdots)$. As was the case for the coefficients $c_{k}^{(n)}$ of Theorem 1 , we can also generate the $\gamma_{l}^{(k)}$,s through a recursion relation.

Lemma 5. We have $\gamma_{k}^{(k)}=1(k=0,1, \cdots)$ and $\gamma_{k-1}^{(k)}=0(k=1,2, \cdots)$. For $k \geqq 1$,

$$
\begin{equation*}
\gamma_{l}^{(k+1)}=\gamma_{l-1}^{(k)}+\sum_{j=l+1}^{k} \gamma_{j}^{(k)} b_{j-l} \quad(1 \leqq l \leqq k-1) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{0}^{(k+1)}=\sum_{j=0}^{k}(j+1) \gamma_{j}^{(k)} b_{j} \tag{23}
\end{equation*}
$$

Proof. By (5) and (19) we have, for $k \geqq 1$,

$$
\begin{align*}
\sum_{l=0}^{k+1} \gamma_{l}^{(k+1)} F_{l}(w)= & \left(w-b_{0}\right)^{k+1}=\left(w-b_{0}\right)\left(w-b_{0}\right)^{k}  \tag{24}\\
= & \sum_{j=0}^{k} \gamma_{j}^{(k)}\left(w-b_{0}\right) F_{j}(w) \\
= & \sum_{j=0}^{k} \gamma_{j}^{(k)}\left[F_{j+1}(w)+\sum_{l=1}^{j-1} b_{j-l} F_{l}(w)+(j+1) b_{j}\right] \\
= & \sum_{j=1}^{k+1} \gamma_{j-1}^{(k)} F_{j}+\sum_{l=1}^{k-1}\left\{\sum_{j=l+1}^{k} \gamma_{j}^{(k)} b_{j-l}\right\} F_{l}+\sum_{j=0}^{k}(j+1) \gamma_{j}^{(k)} b_{j} \\
= & F_{k+1}+\sum_{l=1}^{k-1}\left\{\gamma_{l-1}^{(k)}+\sum_{j=l+1}^{k} \gamma_{j}^{(k)} b_{j-l}\right\} F_{l}(w)  \tag{25}\\
& \quad+\sum_{j=0}^{k}(j+1) \gamma_{j}^{(k)} b_{j} F_{0}(w) .
\end{align*}
$$

Equating coefficients of $F_{l}(w)$ in (24) and (25) we get (22) and (23).
With Theorem 4 we easily obtain the Faber expansions of entire functions.
Theorem 6. Suppose that either
(i) $\partial E$ is analytic and $f(z)$ is analytic on some disk $\Delta\left(b_{0}, r\right) \supset$ Int $E$,
or
(ii) $f(z)$ is analytic on some disk $\Delta\left(b_{0}, r\right) \supset E$. Then if

$$
f(z)=\sum_{j=0}^{\infty} a_{j}\left(z-b_{0}\right)^{j} \quad\left(\left|z-b_{0}\right|<r\right),
$$

then

$$
\begin{equation*}
f(z)=\sum_{l=0}^{\infty} \alpha_{l} F_{l}(w) \tag{26}
\end{equation*}
$$

where, for $l \geqq 0$,

$$
\begin{equation*}
\alpha_{l}=\sum_{k=l}^{\infty} a_{k} \gamma_{l}^{(k)} \tag{27}
\end{equation*}
$$

and the $\gamma_{l}^{(k)}$,s are defined in Theorem 4. In case (i) series (26) converges uniformly on compact subsets of Int $E$ while in case (ii) series (26) converges uniformly on $E$.

Proof. Let $S_{n}(z)=\sum_{j=0}^{n} a_{j}\left(z-b_{0}\right)^{j}$. By Theorem 4,

$$
\begin{aligned}
S_{n}(z) & =\sum_{j=0}^{n} a_{j}\left\{F_{j}(z)+\sum_{l=0}^{j-1} \gamma_{l}^{(j)} F_{l}(z)\right\} \\
& =\sum_{l=0}^{n}\left\{a_{l}+\sum_{j=l+1}^{n-1} a_{j} \gamma_{l}^{(j)}\right\} F_{l}(z) .
\end{aligned}
$$

In case (i), $\left\{S_{n}(z)\right\}_{1}^{\infty}$ converges to $f(z)$ uniformly on compact subsets of Int $E$. In case (ii), $\left\{S_{n}(z)\right\}_{1}^{\infty}$ converges to $f(z)$ uniformly on some disk $\Delta\left(b_{0}, r^{\prime}\right)$ where $\Delta\left(b_{0}, r\right) \supset$ $\Delta\left(b_{0}, r^{\prime}\right) \supset E$. In either case, the $\alpha_{l}$ 's are given by (3) and (4) for appropriate $p$.

$$
\begin{aligned}
\alpha_{l} & =\int_{|\xi|=p} \frac{f(g(\xi))}{\xi^{l+1}} d \xi \\
& =\lim _{n \rightarrow \infty} \int_{|\xi|=p} \frac{S_{n}(g(\xi))}{\xi^{l+1}} d \xi \\
& =\lim _{n \rightarrow \infty}\left\{a_{l}+\sum_{j=l+1}^{n-1} a_{j} \gamma_{l}^{(j)}\right\} \\
& =\sum_{j=l}^{\infty} a_{j} \gamma_{l}^{(j)} .
\end{aligned}
$$

The uniform convergence of the Faber series follows from [5, p. 42].
As an example, we consider the case in which $g(z)=z+b_{0}+e^{i \theta} / z$ ( $\theta$ real) and $f(z)=e^{z}$. In this case $g$ maps $\Delta$ onto the complement of the segment

$$
\left\{b_{0}+2 e^{i \theta / 2} \cos \left(t-\frac{\theta}{2}\right): 0 \leqq t \leqq 2 \pi\right\} .
$$

For this choice of $g$, the Faber polynomials are translations of the familiar Chebyshev polynomials. In fact, we have that

$$
F_{n}(w)=\frac{1}{2^{n}}\left\{\left[\left(w-b_{0}\right)+\sqrt{\left(w-b_{0}\right)^{2}-4 e^{i \theta}}\right]^{n}+\left[\left(w-b_{0}\right)-\sqrt{\left(w-b_{0}\right)^{2}-4 e^{i \theta}}\right]^{n}\right\} .
$$

We may apply Theorem 1 to write $F_{n}(w)$ in more conventional form. Since $b_{1}=e^{i \theta}$ and $b_{k}=0(k \geqq 2)$, (7) shows that for $1 \leqq k \leqq n-2$

$$
c_{k}^{(n)}= \begin{cases}0 & (n-k \text { odd }) \\ \frac{n}{k}(-1)^{(n-k) / 2}\binom{(n+k-2) / 2}{k-1} e^{((n-k) / 2) i \theta} & (n-k \text { even }),\end{cases}
$$

while (8) gives

$$
c_{0}^{(n)}= \begin{cases}0 & (n \text { odd }) \\ 2(-1)^{n / 2} e^{\text {ine/2 }} & (n \text { even })\end{cases}
$$

Thus

$$
\begin{gathered}
F_{n}(w)=\left(w-b_{0}\right)^{n}+\frac{(-1)^{n / 2} n e^{i n \theta / 2}(n / 2-1)}{2} \sum_{k=1} \frac{(-1)^{k}}{k}\binom{\frac{1}{2} n+k-1}{2 k-1} e^{-i k \theta}\left(w-b_{0}\right)^{2 k} \\
+2(-1)^{n / 2} e^{i n \theta / 2} \quad(n \text { even })
\end{gathered}
$$

and

$$
\begin{aligned}
F_{n}(w)=\left(w-b_{0}\right)^{n}+ & (-1)^{(n+1) / 2} n e^{((n+1) / 2) i \theta} \\
& \cdot \sum_{k=1}^{(n-1) / 2} \frac{(-1)^{k}}{2 k-1}\binom{(n-1) / 2+k-1}{2 k-2} e^{-i k \theta}\left(w-b_{0}\right)^{2 k-1} \quad(n \text { odd }) .
\end{aligned}
$$

If we apply Theorem 4 to this particular $g(z)$, we find that

$$
\left(w-b_{0}\right)^{k}=F_{k}(w)+\sum_{l=0}^{k-1} \gamma_{l}^{(k)} F_{l}(w)
$$

where

$$
\gamma_{l}^{(k)}= \begin{cases}0 & (l+k \text { odd })  \tag{28}\\ \binom{k}{(l+k) / 2} e^{i((k-l) / 2) \theta} & (l+k \text { even }) .\end{cases}
$$

Thus we find that

$$
\left(w-b_{0}\right)^{k}=F_{k}(w)+\sum_{l=0}^{k / 2-1}\binom{k}{k / 2+l} e^{i(k / 2-l) \theta} F_{2 l}(w) \quad(k \text { even })
$$

and

$$
\left(w-b_{0}\right)^{k}=F_{k}(w)+\sum_{l=0}^{(k-3) / 2}\binom{k}{(k+1) / 2+l} e^{(i((k-1) / 2)-l) \theta} F_{2 l+1}(w) \quad(k \text { odd }),
$$

giving expansions for $\left(w-b_{0}\right)^{k}$ in terms of Chebyshev polynomials. Finally, taking

$$
f(z)=e^{z}=e^{b_{0}} \sum_{j=0}^{\infty} \frac{1}{j!}\left(z-b_{0}\right)^{j},
$$

Theorem 6 says, for $g(z)=z+b_{0}+e^{i \theta} / z$,

$$
e^{z}=\sum_{l=0}^{\infty} \alpha_{l} F_{l}(z)
$$

where

$$
\alpha_{l}=e^{b} \sum_{k=l}^{\infty} \frac{1}{k!} \gamma_{l}^{(k)}
$$

and the $\gamma_{l}^{(k)}$ 's are, in this case, given by (28). Hence, if $l$ is even,

$$
\begin{align*}
\alpha_{l} & =e^{b} \sum_{k=l / 2}^{\infty} \frac{1}{(2 k)!}\binom{2 k}{k+l / 2} e^{i(k-l / 2) \theta} \\
& =e^{b} \sum_{j=0}^{\infty} \frac{e^{i j \theta}}{j!(j+l)!}  \tag{29}\\
& =e^{b-i l \theta / 2} J_{l}\left(2 i e^{i \theta / 2}\right) .
\end{align*}
$$

If $l$ is odd

$$
\begin{align*}
\alpha_{l} & =e^{b} \sum_{k=(l+1) / 2}^{\infty} \frac{1}{(2 k-1)!}\binom{2 k-1}{k+(l-1) / 2} e^{i(k-((l+1) / 2)) \theta} \\
& =e^{b} \sum_{j=0}^{\infty} \frac{e^{i j \theta}}{j!(j+l)!}  \tag{30}\\
& =e^{b-(i i \theta / 2)} J_{l}\left(2 i e^{i \theta / 2}\right) .
\end{align*}
$$

In (29) and (30) $J_{l}(t)$ is Bessel's function of order $l$ of the first kind [1, p. 175]. Thus, in terms of the Chebyshev polynomials $\left\{F_{n}(w)\right\}$ generated by $z+b_{0}+e^{i \theta} / z$, we find that

$$
e^{z}=e^{b} \sum_{l=0}^{\infty} e^{-i l \theta / 2} J_{l}\left(2 i e^{i \theta / 2}\right) F_{l}(z)
$$

4. Rational functions and derivatives of Faber polynomials. Let $R(z)$ be a rational function. We may write

$$
R(\mathbf{z})=P(\mathbf{z})+\sum_{j=1}^{n} \sum_{k=1}^{m_{j}} \frac{a_{j, k}}{\left(\mathbf{z}-\rho_{j}\right)^{k}}
$$

where $P(\mathbf{z})$ is a polynomial $\left(P(\mathbf{z}) \equiv 0\right.$ is possible) and $\rho_{1}, \rho_{2}, \cdots, \rho_{n}$ are the finite poles of $R$. We will assume that $R$ has at least one finite pole and that for $1 \leqq j \leqq n$, $R$ has a pole of order $m_{j}$ at $\rho_{j}$. If none of the poles of $R$ lies in $E$, then $R$ is analytic on $E$ and (3) and (4) hold with $f(\mathbf{z})=R(\mathbf{z})$. Thus we may ask for the Faber expansion of $R$ with respect to $E$.

Since the Faber expansion of a polynomial can be obtained using Theorems 4 and 6 , it suffices to consider the Faber expansion for

$$
\begin{equation*}
f(\mathbf{z})=\frac{1}{(\mathbf{z}-\rho)^{k}} \quad(k=1,2, \cdots, \rho \in C \backslash E) \tag{31}
\end{equation*}
$$

For future reference, we observe that if $\rho$ is sufficiently large, then the techniques of $\S 3$ can be used to obtain the expansion for (31). In fact, the following result is an easy application of Theorem 6.

Theorem 7. Let $\rho \in \mathbf{C} \backslash E$ with $E \subseteq \Delta\left(b_{0},\left|\rho-b_{0}\right|\right)$. Then for $\mathbf{z} \in E$

$$
\begin{equation*}
\frac{1}{(\mathbf{z}-\rho)^{k}}=\sum_{l=0}^{\infty} \beta_{l} F_{l}(\mathbf{z}) \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{l}=\frac{1}{\left(b_{0}-\rho\right)^{k}} \sum_{r=l}^{\infty}\binom{k+r-1}{r} \frac{\gamma_{l}^{(r)}}{\left(\rho-b_{0}\right)^{r}} \tag{33}
\end{equation*}
$$

and the $\gamma_{l}^{(r)}$,s are defined by (20).
Since (32) and (33) are valid whenever $E \subseteq \overline{\Delta\left(b_{0},\left|\rho-b_{0}\right|\right)}$ and since $E \subseteq \overline{\Delta\left(b_{0}, 2\right)}$ [4, p. 19] it follows that (33) must converge whenever $\left|\rho-b_{0}\right|>2$. This leads to the following estimate on the growth of the $\gamma_{l}^{(r)}$ 's.

Corollary 8. For the coefficients $\gamma_{l}^{(r)}$ defined in (20) we have

$$
\begin{equation*}
\limsup _{r \rightarrow \infty}\left|\gamma_{l}^{(r)}\right|^{1 / r} \leqq 2 . \tag{34}
\end{equation*}
$$

This estimate is best possible in that the constant 2 in (34) cannot be replaced by a smaller number.

Proof. Applying the root test to (33), we see that for those $\rho$ for which the series converges

$$
\begin{aligned}
1 & \geqq \limsup _{r \rightarrow \infty}\left[\binom{k+r-1}{r} \frac{\left|\gamma_{l}^{(r)}\right|}{\left|\rho-b_{0}\right|^{2}}\right]^{1 / 2} \\
& =\frac{1}{\left|\rho-b_{0}\right|} \limsup _{r \rightarrow \infty}\left|\gamma_{l}^{(r)}\right|^{1 / r} .
\end{aligned}
$$

Thus $\left|\rho-b_{0}\right| \geqq \lim \sup _{r \rightarrow \infty}\left|\gamma_{l}^{(r)}\right|^{1 / r}$ for each $\rho$ for which (33) converges. Since (33) converges for $\left|\rho-b_{0}\right|>2$, the desired inequality follows.

Taking $g(\mathbf{z})=\mathbf{z}+b_{0}+e^{i \theta} / \mathbf{z}$, the resulting $\gamma_{l}^{(r)}$ s given in (28) show the estimate is best possible.

If $\rho \in \mathbf{C} \backslash E$ but $E \not \subset \Delta\left(b_{0},\left|\rho-b_{0}\right|\right)$, then Theorem 7 does not apply. Nonetheless, we can still find the Faber expansion for (31) if we assume $g^{-1}(\rho)=\mathbf{z}_{0} \in \Delta$ is known.

We will need the following lemma.
Lemma 9. Let $n, k$ be positive integers with $k \leqq n$. Then

$$
\begin{equation*}
F_{n}^{(k)}(w)=k!\binom{n}{k} F_{n-k}(w)+k!\sum_{l=0}^{n-k-2} \eta_{l}^{(n, k)} F_{l}(w) \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{l}^{(n, k)}=\left[\gamma_{l}^{(n-k)}+\binom{l+k}{k} c_{l+k}^{(n)}+\sum_{t=l}^{n-k-2}\binom{t+k}{k} c_{t+k}^{(n)} \gamma_{l}^{(t)}\right] \tag{36}
\end{equation*}
$$

$(0 \leqq l \leqq n-k-2)$ and the $c$ 's and $\gamma$ 's are defined in (7), (8) and (20).
Proof. By Theorem 1

$$
F_{n}(w)=\left(w-b_{0}\right)^{n}+\sum_{r=0}^{n-2} c_{r}^{(n)}\left(w-b_{0}\right)^{r}
$$

where the $c_{r}^{(n)}$ s are given in (7) and (8). Thus

$$
F_{n}^{(k)}(w)=k!\left\{\binom{n}{k}\left(w-b_{0}\right)^{n-k}+\sum_{t=0}^{n-k-2} c_{t+k}^{(n)}\binom{t+k}{k}\left(w-b_{0}\right)^{t}\right\} .
$$

Where we apply Theorem 4 the last expression becomes

$$
\begin{aligned}
F_{n}^{(k)}(w)=k!\left\{\binom{n}{k}\right. & {\left[F_{n-k}(w)+\sum_{l=0}^{n-k-1} \gamma_{l}^{(n-k)} F_{l}(w)\right] } \\
& \left.+\sum_{t=0}^{n-k-2} c_{t+k}^{(n)}\binom{t+k}{k}\left[F_{t}(w)+\sum_{l=0}^{t-1} \gamma_{l}^{(t)} F_{l}(w)\right]\right\} .
\end{aligned}
$$

Using $\gamma_{s-1}^{(s)}=c_{s-1}^{(s)}=0$ and interchanging the order of summation, we have

$$
\begin{aligned}
F_{n}^{(k)}(w)=k!\left\{\binom{n}{k} F_{n-k}(w)+\right. & \sum_{l=0}^{n-k-2}[
\end{aligned} \gamma_{l}^{(n-k)}+C_{l+k}\binom{l+k}{k} .
$$

This completes the proof of the lemma.
Theorem 10. Let $\mathbf{z}_{0} \in \Delta$ and set $\rho=g\left(\mathbf{z}_{0}\right)$. Then for $k=1,2, \cdots$,

$$
\begin{equation*}
\frac{1}{(z-\rho)^{k}}=\sum_{l=0}^{\infty} \beta_{l} F_{l}(w) \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{l}=(-1)^{k} k \sum_{n=l+k}^{\infty} \frac{\eta_{l}^{(n, k)}}{n \mathbf{z}_{0}^{n}} \tag{38}
\end{equation*}
$$

and the $\eta_{l}^{(n, k)}$, sare defined by (36).
Proof. Let $A_{r_{0}}=\mathbf{C} \backslash\left\{g(\xi):|\xi| \geqq\left|z_{0}\right|\right\}\left(r_{0}=\left|z_{0}\right|\right)$. Then the series

$$
\log \left(\frac{g\left(\mathbf{z}_{0}\right)-w}{\mathbf{z}_{0}}\right)=-\sum_{n=1}^{\infty} \frac{1}{n} F_{n}(w) \mathbf{z}_{0}^{-n}
$$

is an analytic function of $w \in A_{r_{0}}$ and the series on the right converges uniformly (as a function of $w$ ) on compact subsets of $A_{r_{0}}$. Thus if we differentiate with respect to $w$, we find

$$
\begin{equation*}
\frac{1}{g\left(\mathbf{z}_{0}\right)-w}=\sum_{n=1}^{\infty} \frac{1}{n} F_{n}^{\prime}(w) \mathbf{z}_{0}^{-n} \tag{39}
\end{equation*}
$$

uniformly on compact subsets of $A_{r_{0}}$. Letting $g\left(\mathbf{z}_{0}\right)=\rho$ and differentiating (39) $k-1$ times with respect to $w$, we find

$$
\begin{align*}
\frac{1}{(w-p)^{k}} & =\frac{(-1)^{k}}{(k-1)!} \frac{d^{(k-1)}}{d w^{(k-1)}}\left(\frac{1}{g(z)-w}\right) \\
& =\frac{(-1)^{k}}{(k-1)!} \sum_{n=k}^{\infty} \frac{1}{n} F_{n}^{(k)}(w) \mathbf{z}_{0}^{-n} . \tag{40}
\end{align*}
$$

For $N \geqq k$, let

$$
S_{N}(w)=\frac{(-1)^{k}}{(k-1)!} \sum_{n=k}^{N} \frac{1}{n z_{0}^{n}} F_{n}^{(k)}(w)
$$

Then the sequence $\left\{S_{N}(w)\right\}_{N=k}^{\infty}$ converges to $1 /(w-\rho)^{k}$ uniformly on compact subsets of $A_{r_{0}}$. The same is true if we rewrite $S_{N}(w)$ after substituting expression (35), with $\boldsymbol{\eta}_{n-k}^{(n, k)}=\binom{n}{k}$ and $\boldsymbol{\eta}_{n-k-1}^{(n, k)}=0$ :

$$
\begin{aligned}
S_{N}(w) & =(-1)^{k} k\left(\sum_{n=k}^{N} \frac{1}{n \mathbf{z}_{0}^{n}}\left(\sum_{l=0}^{n-k} \eta_{l}^{(n, k)} F_{l}(w)\right)\right) \\
& =(-1)^{k} k \sum_{l=0}^{N-k}\left(\sum_{n=l+k}^{N} \frac{\eta_{l}^{(n, k)}}{n \mathbf{z}_{0}^{n}}\right) F_{l}(w) .
\end{aligned}
$$

If $r>1$ is chosen so that $\left|z_{0}\right|>r$, then $1 /(w-\rho)^{k}$ is analytic on $\mathbf{C} \backslash\{g(\xi):|\xi| \geqq r\}$. Thus (4) holds, that is, $f(w)=1 /(w-\rho)^{k}=\sum_{l=0}^{\infty} \beta_{l} F_{l}(w)$ with

$$
\begin{aligned}
\beta_{l} & =\frac{1}{2 \pi i} \int_{|\xi|=r} \frac{f(g(\xi))}{\xi^{l+1}} d \xi \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 \pi i} \int_{|\xi|=r} \frac{S_{N}(g(\xi))}{\xi^{l+1}} d \xi
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{N \rightarrow \infty}(-1)^{k} k \sum_{n=l+k}^{N} \frac{\eta_{l}(n, \dot{k})}{n z_{0}^{n}} \\
& =(-1)^{k} k \sum_{n=l+k}^{\infty} \frac{\eta_{l}^{(n, k)}}{n z_{0}^{n}} .
\end{aligned}
$$

## 5. Remarks and examples.

Remark. Unfortunately, the formula for $\beta_{l}$ in Theorem 10 is rather complicated. However this seems unavoidable, even if we disregard the fact that working with coefficients of $(g(\xi)-w)^{-k}$ must lead to complications. In fact, we first note that the formula

$$
\begin{equation*}
\beta_{l}=(-1)^{k} k \sum_{n=l+k}^{\infty} \frac{\eta_{l}^{(n, k)}}{n \mathbf{z}_{0}^{n}}=(-1)^{k} k \sum_{n=l+k}^{\infty} \frac{\eta_{l}^{(n, k)}}{n\left(g^{-1}(\rho)\right)^{n}} \tag{41}
\end{equation*}
$$

must be valid for all $\left|\mathbf{z}_{0}\right|>1$ or $\rho \in \mathbf{C} \backslash E$. On the other hand, Theorem 7 shows that if $\left|\rho-b_{0}\right|>2$, then

$$
\begin{equation*}
\beta_{l}=\frac{1}{\left(b_{0}-\rho\right)^{k}} \sum_{r=l}^{\infty}\binom{k+r-1}{r} \frac{\gamma_{l}(r)}{\left(\rho-b_{0}\right)^{r}} . \tag{42}
\end{equation*}
$$

Since the Faber expansion coefficients for a function are unique, we have

$$
\frac{1}{\left(b_{0}-\rho\right)^{k}} \sum_{r=l}^{\infty}\binom{k+r-1}{r} \frac{\gamma_{l}(r)}{\left(\rho-b_{0}\right)^{r}}=(-1)^{k} k \sum_{n=l+k}^{\infty} \frac{\eta_{l}^{(n, k)}}{n\left(g^{-1}(\rho)\right)^{n}}
$$

for $\left|\rho-b_{0}\right|>2$. Thus (41) is an analytic continuation of (42) to $\mathbf{C} \backslash E$. The fact that $\partial E$ may be rather complicated means that this analytic continuation may be rather complicated also.

In spite of the complexity of the $\eta_{l}^{(n, k)}$,s we can, however, say that since (38) must converge for all $\left|\mathbf{z}_{0}\right|>1$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\eta_{l}^{(n, k)}\right|^{1 / n} \leqq 1 . \tag{43}
\end{equation*}
$$

Remark. Other methods for finding the $\eta_{l}^{(n, k)}$ 's and the $\beta_{l}$ 's are possible, but also lead to complicated expressions. For example, we may first find the series expansion for $1 /\left(g\left(z_{0}\right)-w\right)$ using Lemma 2, and then the coefficients for $\left(1 /\left(g\left(z_{0}\right)-w\right)\right)^{k}$ as in the proof of Theorem 4. We chose the method presented in the proof of Lemma 9 and Theorem 10 because it gave access to and used expressions for the derivatives of the Faber polynomials. Such expressions can be valuable in working with Faber expansions.

Example. As an example of the use of formulas (35) and (36), again consider $g(\xi)=\xi+b_{0}+e^{i \theta} / \xi$. In § 3 we saw that for this choice of $g$ we have that

$$
e^{\mathbf{z}}=e^{b} \sum_{l=0}^{\infty} e^{-i l \theta / 2} J_{l}\left(2 i e^{i \theta / 2}\right) F_{l}(z) .
$$

Equating $e^{\mathrm{z}}$ to its own derivative and substituting (35) with $k=1$ gives the following:

$$
\begin{align*}
& \sum_{l=0}^{\infty} e^{-i l \theta / 2} J_{l}\left(2 i e^{i \theta / 2}\right) F_{l}(z)  \tag{44}\\
& \quad=\sum_{l=1}^{\infty} e^{-i l \theta / 2} J_{l}\left(2 i e^{i \theta / 2}\right)\left[l F_{l-1}(z)+\sum_{j=0}^{l-3} \eta_{j}^{(l, 1)} F_{j}(w)\right]
\end{align*}
$$

$$
\begin{equation*}
=\sum_{j=0}^{\infty}\left[\sum_{l=j+1}^{\infty} e^{-i \theta / 2} \eta_{j}^{(l, 1)} J_{l}\left(2 i e^{i \theta / 2}\right)\right] F_{j}(w), \tag{45}
\end{equation*}
$$

where $\eta_{j}^{(j+1,1)}=j+1$ and $\eta_{j}^{(j+2,1)}=0$. Equating coefficients of $F_{j}(w)$ in (44) and (45) we see that

$$
\begin{equation*}
J_{n}\left(2 i e^{i \theta / 2}\right)=e^{i n \theta / 2} \sum_{l=n+1}^{\infty} e^{-i l \theta / 2} \eta_{n}^{(l, 1)} J_{l}\left(2 i e^{i \theta / 2}\right) . \tag{46}
\end{equation*}
$$

The $\eta_{n}^{(t, 1)}$,s are somewhat complicated even in this simple case. Nonetheless (46) exhibits an interesting relation between Bessel functions of different orders.
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#### Abstract

We study the set of rational solutions of an $(N+1)$-point Nevanlinna-Pick problem, that has degree bounded by $N$. Based on the invariance of the topological degree of a certain mapping under deformation, we establish that when the ( $N+1$ )-point Nevanlinna-Pick problem is solvable, then for any dissipation polynomial of degree $N$ or less, there corresponds an interpolating function with dimension at most $N$. Our results provide a novel topological proof for the sufficiency of Pick's criterion for the solvability of the Nevanlinna-Pick problem, and also give a solution to an extended interpolation problem.
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1. Introduction. The Nevanlinna-Pick interpolation theory has a long history in mathematics. Its origin can be traced back to the beginning of the century in the work of Pick [20] and Nevanlinna [19] and it has reached a high degree of achievement in the recent work of Adamjan, Arov and Krein [1], Sarason [21], Sz.-Nagy and Foias [25] and Ball and Helton [3].

In engineering, it was in a circuit theoretical context where interpolation theory found the first applications (see Belevitch [4] and Wohlers [28]). In recent years, renewal of interest in the Nevanlinna-Pick interpolation problem has been motivated by a multitude of applications to system theoretic problems. These have been in the area of robust control, circuit theory, approximation theory, filtering, and stochastic processes (see Zames and Francis [30], Khargonekar and Tannenbaum [15], Helton [11], Genin and Kung [7], Dewilde, Vieira and Kailath [6] and Delsarte, Genin and Kamp [5]).

This paper addresses certain questions that carry a significant interest from an engineering standpoint.

It is known that whenever an $(N+1)$-point Nevanlinna-Pick problem is solvable, there exist rational solutions of degree at most $N$. Generically, the solution is nonunique. In this paper we present a study of the solutions of the ( $N+1$ )-point Nevanlinna-Pick problem that are at most of degree $N$. We show in Theorem 5.3 that for any dissipation polynomial (for a definition, see $\S 4$ ) of degree at most $N$ there exists a corresponding solution of degree at most $N$. This provides a description of the set of degree $N$ solutions. We must point out that the degree of the interpolating function is related to the dimension of a controller in a feedback system, to the dimension of a modeling filter of a stochastic process, or to the McMillan degree of a certain transfer function in a circuit theoretic context. We show the above by exploiting the invariance of the topological degree of a certain mapping under deformation.

This approach also provides an independent topological proof of the sufficiency of Pick's criterion for the solvability of the Nevanlinna-Pick problem.

Our results are applied to tackle the solvability of an extended interpolation problem (see §5) where, in addition to the $N+1$ interpolating conditions of the

[^104]standard problem, we require that the real part of the function satisfy extra $N$ interpolating conditions on the boundary of the "stability" region. These $N$ interpolating conditions are interpreted as attenuation zeros of an associated transmittance function.

This work follows the lines of an investigation on the Carathéodory problem [8], and a preliminary version was reported in [9].

A variety of different terminologies has appeared in connection with the Nevan-linna-Pick problem. For instance, the reflectance of a passive system is known also as a bounded real function or as a Schur function, etc. We have chosen to use a rather mathematical terminology as it appears in the classical references (e.g. Akhiezer [2]), although occasionally we indicate the "translation" of the various terms in the circuit theoretic or stochastic terminology.
2. Notation and terminology.
$\mathbb{C}=\{$ complex numbers $\}$.
$\mathbb{R}=$ \{real numbers $\}$.
$D=$ open unit disc
$=\{z \in \mathbb{C}:|z|<1\}$.
$X^{c}, X^{0}, \partial X$ indicate the closure, the interior and the boundary of a set $X$, respectively.
$H(D)=\{$ functions holomorphic in $D\}$.
$C=$ class $C$ (for Carathéodory)
$=\{f(z) \in H(D): \operatorname{Re}\{f(z)\} \geqq 0$ for all $z$ in $D\}$.
$S=$ class $S$ (for Schur)
$=\{f(z) \in H(D):|f(z)| \leqq 1$ for all $z$ in $D\}$.
$z^{*}=$ complex conjugate of $z \in \mathbb{C}$.
If $a(z)=a_{0}+a_{1} z+\cdots+a_{n} z^{n}+\cdots \in H(D)$, then
$a(z)_{*}=a^{*}\left(z^{-1}\right)$
$=a_{0}^{*}+a_{1}^{*} z^{-1}+\cdots+a_{n}^{*} z^{-n}+\cdots$ is analytic in $\mathbb{C}-D^{c}$.
$L^{2}$ : the space of squarely integrable functions on $\partial D$.
$H^{2}$ : the space of $L^{2}$-functions that have analytic continuation in $D$.
3. Nevanlinna-Pick interpolation. Consider two sets of $N+1$ points in $\mathbb{C}$,

$$
z=\left\{z_{\kappa}: z_{\kappa} \in D \text { for } \kappa=0,1, \cdots, N\right\} \quad \text { and } \quad w=\left\{w_{\kappa}: w_{\kappa} \in \mathbb{C} \text { for } \kappa=0,1, \cdots, N\right\} .
$$

For simplicity we will always assume that the points $z_{\kappa}$ are all distinct. The NevanlinnaPick problem can be stated as follows.

Problem NP $(z, w)$. Construct, if possible, a function $f(z) \in C$ that satisfies the interpolation conditions

$$
\begin{equation*}
f\left(z_{\kappa}\right)=w_{\kappa} \quad \text { for } \kappa=0,1, \cdots, N . \tag{3.1}
\end{equation*}
$$

In particular,
$\left(\mathrm{NP}_{1}\right) \quad$ find necessary and sufficient conditions on the data $(z, w)$ for the existence of a solution $f(z)$, and
$\left(\mathrm{NP}_{2}\right) \quad$ give a complete description of the set $C(z, w)$ of all $C$-functions satisfying (3.1).

The solvability criterion was derived by Pick and a constructive algorithm was provided by Nevanlinna-we now outline these. For a more detailed exposition see Walsh [27].

Pick criterion. There exists a function $f(z) \in C$ that satisfies (3.1) if and only if the Pick matrix

$$
P(z, w):=\left[\frac{w_{k}+w_{l}^{*}}{1-z_{\kappa} z_{l}^{*}}\right]_{\kappa, l=0}^{N}
$$

is nonnegative definite.
A similar interpolation problem can be stated in terms of functions of class $S$ instead of $C$. Both formulations are equivalent. However, the Nevanlinna recursive scheme is simpler to describe in terms of $S$-functions. Define

$$
\zeta_{\kappa}(z):=\frac{z-z_{\kappa}}{1-z z_{\kappa}^{*}} \quad \text { for } \kappa=0,1, \cdots, N .
$$

Nevanlinna recursive scheme. A function $f(z) \in C$ satisfies the interpolation conditions (3.1) if and only if

$$
\begin{equation*}
\operatorname{Re} w_{0} \geqq 0 \tag{3.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{1}(z):=\zeta_{0}(z)^{-1} \frac{f(z)-w_{0}}{f(z)+w_{0}^{*}} \tag{3.2b}
\end{equation*}
$$

belongs to the class $S$ and satisfies the interpolation conditions

$$
\begin{equation*}
s_{1}\left(z_{\kappa}\right)=v_{1, \kappa}:=\zeta_{0}\left(z_{\kappa}\right)^{-1} \frac{f\left(z_{\kappa}\right)-w_{0}}{f\left(z_{\kappa}\right)+w_{0}^{*}} \text { for } \kappa=1,2, \cdots, N . \tag{3.3}
\end{equation*}
$$

Furthermore, a function $s_{l}(z) \in S$ such that

$$
s_{l}\left(z_{\kappa}\right)=v_{l, \kappa} \quad \text { for } \kappa=l, l+1, \cdots, N
$$

exists if and only if either

$$
\begin{equation*}
\left|v_{l, l}\right|<1 \quad \text { and } \quad s_{l+1}(z)=\zeta_{l}(z)^{-1} \frac{s_{l}(z)-v_{l, l}}{1-v_{l, l}^{*} s_{l}(z)} \text { belongs to } S \tag{3.4a}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left|v_{l, l}\right|=1 \quad \text { and } \quad s_{l}(z)=v_{l, l}=v_{l, l+1}=\cdots=v_{l, N} . \tag{3.4b}
\end{equation*}
$$

In case (3.4a) holds, $s_{l+1}(z)$ satisfies

$$
s_{l+1}\left(z_{\kappa}\right)=v_{l+1, \kappa}:=\zeta_{\kappa}\left(z_{\kappa}\right)^{-1} \frac{v_{l, \kappa}\left(z_{\kappa}\right)-v_{l, l}}{1-v_{l, l}^{*} v_{l, \kappa}\left(z_{\kappa}\right)} \text { for } \kappa=l+1, \cdots, N .
$$

(For a proof see Walsh [27].)
Notice that at each step of this procedure the number of interpolation conditions is reduced. Thus, it leads to a recursive solution of NP $(z, w)$. This is summarized below.

Proposition 3.5. The NP problem is solvable if and only if $\operatorname{Re} w_{0}>0$ and either

$$
\begin{equation*}
\left|v_{\kappa, \kappa}\right|<1 \quad \text { for } \kappa=1, \cdots, N \tag{3.5a}
\end{equation*}
$$

or
(3.5b) $\quad\left|v_{\kappa, \kappa}\right|<1 \quad$ for $\kappa=1, \cdots, m-1 \quad$ and $\quad\left|v_{m, m}\right|=1, \quad v_{m, m}=\cdots=v_{m, N}$.

In the later case the solution is unique, whereas in the former case the general solution is obtained using

$$
\begin{equation*}
f(z)=j \operatorname{Im} w_{0}+\operatorname{Re} w_{0} \frac{1+\zeta_{0}(z) s_{1}(z)}{1-\zeta_{0}(z) s_{1}(z)} \tag{3.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{l}(z)=\frac{v_{l, l}+\zeta_{l}(z) s_{l+1}(z)}{1+v_{l, l}^{*} \zeta_{l}(z) s_{l+1}(z)} \quad \text { for } l=n, n-1, \cdots, 1 \tag{3.6b}
\end{equation*}
$$

from $v_{l, l}, l=1, \cdots, n$ and an arbitrary $s_{l+1}(z) \in S$.
We are interested in the "indeterminate" case when there is more than one solution. A necessary and sufficient condition for the problem to be indeterminate is (3.5a). This condition is equivalent to the positive definiteness of the associated Pick matrix. Hence, from now on, we will assume that $P$ is positive definite.

In the indeterminate case, one particular solution of the NP problem is obtained by setting $s_{n+1}(z)=0$ in (3.6). We state some related facts in the following proposition.

Proposition 3.7. Let the Pick matrix $P$ be positive definite and let $f_{0}(z)$ denote the solution of the NP problem that is obtained by setting $s_{n+1}(z) \equiv 0$. Then, (a) $f_{0}(z)$ is a rational function, and $(\mathrm{b})$ if $f_{0}(z)=\pi_{0}(z) / \chi_{0}(z)$ with $\pi_{0}(z)$ and $\chi_{0}(z)$ coprime polynomials in $z$, then $\max \left\{\operatorname{deg} \pi_{0}(z), \operatorname{deg} \chi_{0}(z)\right\} \leqq n$ and $\chi_{0}(z) \neq 0$ for all $z \in D^{c}$.

Proof of Proposition 3.7. From (3.6) it is easy to see that $f_{0}(z)$ is a rational function of degree less than or equal to $n$. (The degree of a rational function $\pi_{0}(z) / \chi_{0}(z)$ is defined to be the maximum of $\left\{\operatorname{deg} \pi_{0}(z)\right.$, $\left.\operatorname{deg} \chi_{0}(z)\right\}$ where $\pi_{0}(z), \chi_{0}(z)$ are polynomials in z.) Also using (3.6), one can derive that

$$
\pi_{0}(z) \chi_{0}(z)_{*}+\chi_{0}(z) \pi_{0}(z)_{*}=k \prod_{\kappa=0}^{n-1}\left(z-z_{\kappa}\right)\left(z^{-1}-z_{\kappa}^{*}\right)
$$

for some scalar $k>0$. Now, since $\left|z_{\kappa}\right|<1$ for all $\kappa, \chi_{0}(z)$ (and for that matter $\pi_{0}(z)$ also) cannot have a root on $\partial D$, otherwise, $\chi_{0^{*}}(z)$ would have a root at the same point. This cannot happen because the right-hand side of the above has no root on $\partial D$. Finally, that $\chi_{0}(z)$ has no root outside $D^{c}$ is a consequence of the fact that $f_{0}(z)$ is a $C$-function (Proposition 3.5). Q.E.D.
4. Rational $\boldsymbol{C}$-functions. A well-known characterization of rational $C$-functions is given below (see Siljak [24]).

Proposition 4.1. Let $\pi(z), \chi(z)$ be coprime polynomials in $z$. The rational function $\pi(z) / \chi(z)$ belongs to $C$ if and only if

$$
\begin{equation*}
\pi(z)+\chi(z) \neq 0 \quad \text { for all } z \in D^{c} \tag{4.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(z, z^{-1}\right):=\pi(z) \chi(z)_{*}+\chi(z) \pi(z)_{*} \geqq 0 \quad \text { for all } z \in \partial D \tag{4.1b}
\end{equation*}
$$

A polynomial $d\left(z, z^{-1}\right) \in \mathbb{C}\left[z, z^{-1}\right]$ that satisfies (4.1b) will be called a dissipation polynomial (following Kalman [12]). The degree of the highest power of $z$ will be called the degree of $d\left(z, z^{-1}\right)$. (A necessary condition for $d\left(z, z^{-1}\right)$ to be a dissipation polynomial is that $d\left(z, z^{-1}\right)_{*}=d\left(z, z^{-1}\right)$. Hence $\operatorname{deg} d\left(z, z^{-1}\right)$ is also equal to the highest power of $z^{-1}$.)

Allowing the polynomials $\pi(z), \chi(z)$ to have common factors, condition (4.1a) can be somewhat relaxed. The following modification of (4.1) will be utilized in the sequel.

Proposition 4.2. Let $\pi(z), \chi(z)$ be polynomials in $z$ (not necessarily coprime). If

$$
\begin{equation*}
\pi(z)+\chi(z) \neq 0 \quad \text { for all } z \in D\left(\text { and not necessarily in } D^{c}\right) \tag{4.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(z, z^{-1}\right) \geqq 0 \quad \text { for all } z \in \partial D, \tag{4.2b}
\end{equation*}
$$

then $\pi(z) / \chi(z)$ is a C-function.
Proof. From

$$
|\pi(z)+\chi(z)|^{2}-|\pi(z)-\chi(z)|^{2}=2 d\left(z, z^{-1}\right) \geqq 0 \quad \text { for } z \in \partial D \text {, }
$$

it follows that any root of $\pi(z)+\chi(z)$ on $\partial D$ is also a root of $\pi(z)-\chi(z)$ and hence, of both $\pi(z)$ and $\chi(z)$. After extracting all common roots of $\pi(z)$ and $\chi(z)$ that lie on $\partial D$, we are left with a pair of polynomials $(\tilde{\pi}(z), \tilde{\chi}(z))$ that satisfy (4.1a), (4.1b) and also $\pi(z) / \chi(z)=\tilde{\pi}(z) / \tilde{\chi}(z)$. Therefore, $\pi(z) / \chi(z)$ is in C. Q.E.D.

## 5. Interpolation with rational $\boldsymbol{C}$-functions of degree $\boldsymbol{N}$ : Main results.

Problem 5.1: $I(z, w, \xi)$. Let $(z, w)$ be a set of $N+1$ interpolating conditions, and let $\xi=\left\{\xi_{\kappa}: \xi_{\kappa} \in \partial D, \kappa=1,2, \cdots, N\right\}$. Find necessary and sufficient conditions for the existence of a rational function $f(z)=\pi(z) / \chi(z) \in C$ that satisfies the interpolation conditions

$$
\begin{equation*}
f\left(z_{\kappa}\right)=w_{\kappa} \quad \text { for } \kappa=0,1, \cdots, N, \tag{5.1a}
\end{equation*}
$$

and also

$$
\begin{equation*}
\pi\left(\xi_{\kappa}\right) \chi\left(\xi_{\kappa}\right)_{*}+\chi\left(\xi_{\kappa}\right) \pi\left(\xi_{\kappa}\right)_{*}=0 \quad \text { for } \kappa=1, \cdots, N \tag{5.1b}
\end{equation*}
$$

Note that in case $\pi(z), \chi(z)$ have no common factor, conditions (5.1b) can be written as

$$
\begin{equation*}
\operatorname{Re} f\left(\xi_{\kappa}\right)=0 \quad \text { for } \kappa=1, \cdots, N \tag{5.1c}
\end{equation*}
$$

(which represent Löwner-type interpolation conditions). In a circuit theoretic context the points $\xi_{\kappa} \in \partial D$ correspond to attenuation zeros for the corresponding Schurbounded real transmittance function $s(z)$. That is, if $s(z)=1 / z[f(z)-f(0)] /[f(z)+$ $\left.f(0)^{*}\right]$, then (5.1c) implies that $\left|s\left(\xi_{\kappa}\right)\right|=1$ and hence the attenuation $\log \left|s\left(\xi_{\kappa}\right)\right|=0$ for $\kappa=1,2, \cdots, N$.

Although we have two sets of interpolation conditions it turns out that the solvability depends again on the positive definiteness of the Pick matrix.

Theorem 5.2. Problem $I(z, w, \xi)$ is solvable if and only if the Pick matrix associated with ( $z, w$ ) is positive definite. Moreover, in this case, there always exists a solution of degree less than or equal to $N$.

Theorem 5.2 is a direct corollary of the following more general one.
Main Theorem 5.3. Let ( $z, w$ ) be a set of $N+1$ interpolating conditions such that the associated Pick matrix is positive definite, and also let $d\left(z, z^{-1}\right)$ be an arbitrary dissipation polynomial of degree at most $N$. Then, there exists a pair of polynomials ( $\pi(z), \chi(z))$ such that

$$
\begin{align*}
& f(z)=\frac{\pi(z)}{\chi(z)} \in C \text { and satisfies } f\left(z_{\kappa}\right)=w_{\kappa} \text { for } \kappa=0,1, \cdots, N,  \tag{5.3a}\\
& \pi(z) \chi(z)_{*}+\chi(z) \pi(z)_{*}=k d\left(z, z^{-1}\right) \quad \text { for some } k>0,  \tag{5.3b}\\
& \operatorname{deg} f(z) \leqq N . \tag{5.3c}
\end{align*}
$$

The proof of the above makes use of Topological Degree Theory (see § 6) and thus provides a novel approach to establish the sufficiency of Pick's criterion for the solvability of the NP problem which follows.

Corollary. If the Pick matrix $P(z, w)$ is positive definite, then the $\mathrm{NP}(z, w)$ problem is solvable.

Proof. This is a direct consequence of Theorem 5.3. Q.E.D.
Naturally, one would like to know whether NP $(z, w)$ (or $I(z, w, \xi)$ ) has a solution of degree strictly less than $N$ and for that matter, to determine the minimal degree (see Youla and Saito [29] and Kalman [13]). Unfortunately, this question seems to be tractable only by methods of decision theory. In fact, the problem of finding the minimal degree of a rational solution $f(z)$ when $\mathrm{NP}(z, w)$ is solvable, is a decidable one. The reason for that is that both the set of interpolation conditions and the conditions that guarantee that $f(z)$ belongs to $C$ (see Proposition 4.1 and also Siljak [24]) can be phrased in terms of the solvability of a finite set of equations that depend polynomially on the coefficients of $f(z)$. For the existence of a solution the theory of Tarski [26] and Seidenberg [23] can be used. However, using the tools developed for the proof of Theorem 5.2 we obtain the following.

Proposition 5.4. The set of $N+1$-pairs $(z, w)$ for which $N P(z, w)$ is solvable but has no solution of degree strictly less than $N$, is open and nonempty for all $N$.

Below we demonstrate the implications of our results to a particular case.
Example 5.5. Consider the problem NP $(z, w)$ where $z=\left\{0, \frac{1}{2}\right\}$ and $w=\{1,2\}$. The associated Pick matrix

$$
P=\left(\begin{array}{cc}
2 & 3 \\
3 & 16 / 3
\end{array}\right)
$$

is positive definite. Consequently, the $\operatorname{NP}(z, w)$ is solvable. The general solution is given by

$$
f(z)=\frac{1+z s_{1}(z)}{1-z s_{1}(z)}
$$

where $s_{1}(z)$ is an $S$-function that satisfies

$$
s_{1}\left(\frac{1}{2}\right)=-\frac{2}{3}
$$

and a general expression for it is given by (3.6b).
Let us restrict our attention to $f(z)$ of degree 1 or less. A rational function $f(z)$ that meets the interpolation data $(z, w)$ is given by

$$
\begin{equation*}
f(z)=\frac{1+\alpha z}{1+\beta z} \quad \text { where } \alpha=2(1+\beta) \tag{5.6}
\end{equation*}
$$

In order for $f(z)$ to belong to $C$ it is necessary and sufficient that

$$
\begin{equation*}
|\alpha+\beta|+|\alpha-\beta| \leqq 2 \tag{5.7}
\end{equation*}
$$

This follows easily from Proposition 4.1.
Let us now consider solutions of $I(z, w, \xi)$ for various points $\xi=\exp \{j \theta\} \in \partial D$. It can easily be verified that for all $\xi \neq+1$ there exists a degree 1 function $f(z) \in C$ as above, such that

$$
\begin{equation*}
\operatorname{Re} f(\xi)=0 \tag{5.8}
\end{equation*}
$$

For instance, if $\xi=-1$, then the required $f(z)$ is

$$
f(z)=\frac{1+z}{1-\frac{1}{2} z} .
$$

(For all other choices of $\xi, f(z)$ has complex coefficients.) It is straightforward to verify (5.6)-(5.8). However, for $\xi=+1$, the function $f(z)$ sought in Theorem 5.1 is

$$
f(z)=\frac{1}{1-z} .
$$

This satisfies (5.6), (5.7) and also (5.1b). But $f(z)$ has a pole at $\xi=+1$ and, in this case,

$$
\lim _{z \rightarrow \xi} \operatorname{Re} f(z)=\frac{1}{2} \neq 0 .
$$

In the general case, similar situations occur with probability zero. In other words, with generic data $(z, w, \xi)$, the solutions to $I(z, w, \xi)$ have no poles on $\partial D$ and in this case (5.1c) is equivalent to (5.1b).
6. Proof of the main results. First we recall certain tools of the geometric-functional theoretic approach of Sarason [21] to the interpolation problem.

Let $B(z)$ denote the finite Blaschke product (all-pass function) with simple zeros at $z_{\kappa}, \kappa=0,1, \cdots, N$; i.e.,

$$
B(z)=\prod_{\kappa=0}^{N} \frac{z-z_{\kappa}}{1-z_{\kappa}^{*} z} \cdot \frac{\left|z_{\kappa}\right|}{z_{\kappa}}
$$

(where $\left|z_{\kappa}\right| / z_{\kappa}$ is replaced by 1 when $z_{\kappa}=0$ ). Let $K$ denote the subspace of $H^{2}$

$$
K:=H^{2} \Theta B(z) H^{2} .
$$

The orthogonal projection in $L^{2}$ with range $K$ is denoted by [ $]_{K}$, whereas $\langle$,$\rangle denotes$ the inner product in $L^{2}$.
$K$ is an $(N+1)$-dimensional vector space and a commonly used basis for $K$ is

$$
B=\left\{g_{\kappa}(z)=\frac{1}{1-z_{\kappa}^{*} z}, \kappa=0,1, \cdots, N\right\} .
$$

Note that for all $q(z)$ in $H^{2},\left\langle q(z), g_{\kappa}(z)\right\rangle=q\left(z_{\kappa}\right)$.
Any element $q(z)$ in $K$ can be represented as the ratio

$$
q(z)=\frac{\chi(z)}{r(z)},
$$

where $\chi(z)$ is a polynomial of degree $N$ and

$$
r(z):=\prod_{\kappa=0}^{N}\left(1-z_{\kappa}^{*} z\right) .
$$

Let $C(z, w)$ be the set of solutions of $\mathrm{NP}(z, w)$. The Pick matrix is assumed to be positive definite. Consequently, by Proposition 3.7, there exists a solution $f(z)$ in $C(z, w)$ that also belongs to $H\left(D^{c}\right)$. Define the linear operator

$$
T: K \rightarrow K: q(z) \rightarrow[f(z) q(z)]_{K} .
$$

It turns out that $T$ depends only on the interpolation data $(z, w)$ and not on the particular solution $f(z)$ in $C(z, w)$. Moreover, as it will become clear below, $T$ can be defined directly on the basis of $(z, w)$ (and does not require the solvability of $\operatorname{NP}(z, w)$ ).

Lemma 6.1. Let $p(z)=[f(z) q(z)]_{K}$, where $q(z) \in K$, and $f(z) \in C(z, w) \cap H\left(D^{c}\right)$ as above. Then $p(z)$ is independent of the particular $f(z)$, it depends only on $(z, w)$ and it satisfies

$$
\frac{p\left(z_{\kappa}\right)}{q\left(z_{\kappa}\right)}=w_{\kappa}, \quad \kappa=0,1, \cdots, N .
$$

Proof. Let $q(z)=\sum_{\kappa=0}^{N} b_{\kappa} g_{\kappa}(z)$ and $p(z)=\sum_{\kappa=0}^{N} a_{\kappa} g_{\kappa}(z)$. Then

$$
\begin{aligned}
p\left(z_{\kappa}\right) & =\left\langle p(z), g_{\kappa}(z)\right\rangle=\left\langle[f(z) q(z)]_{\kappa}, g_{\kappa}(z)\right\rangle \\
& =w_{\kappa} q\left(z_{\kappa}\right) .
\end{aligned}
$$

This is a set of $N+1$ equations in the $N+1$ coefficients of $p(z)$ :

$$
G\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{N}
\end{array}\right]=\left[\begin{array}{c}
w_{0} q\left(z_{0}\right) \\
w_{1} q\left(z_{1}\right) \\
\vdots \\
w_{N} q\left(z_{N}\right)
\end{array}\right]=\left[\begin{array}{llll}
w_{0} & & & \\
& w_{1} & & \\
& & \ddots & \\
& & & \\
& & & w_{N}
\end{array}\right] G\left[\begin{array}{c}
b_{0} \\
b_{1} \\
\vdots \\
b_{N}
\end{array}\right]
$$

where $G$ is the Gram matrix

$$
G=\left\lfloor\left\langle g_{k}(z), g_{l}(z)\right\rangle\right\rfloor_{\kappa, l=D}^{N}=\left[\frac{1}{1-z_{\kappa} z_{l}^{*}}\right]_{\kappa, l=0}^{N} .
$$

Since the $g_{\kappa}(z), \kappa=0,1, \cdots, N$ are linearly independent, $G$ is nonsingular. (This can also be shown directly by computing the determinant of $G$. $G$ is related in a simple way to the so-called Hilbert matrix and a formula for the determinant of a Hilbert matrix can be found in Knuth [16, p.36].) Thus, $T$ is the linear transformation specified by $p(z)=T q(z)$ where

$$
\left[\begin{array}{c}
a_{0}  \tag{6.1a}\\
a_{1} \\
\vdots \\
a_{N}
\end{array}\right]=G^{-1}\left[\begin{array}{llll}
w_{0} & & & \\
& w_{1} & & \\
& & \ddots & \\
& & & w_{N}
\end{array}\right] G\left[\begin{array}{c}
b_{0} \\
b_{1} \\
\vdots \\
b_{N}
\end{array}\right] .
$$

Q.E.D.

Proposition 6.2 (Sarason [21]). The Pick matrix $P$ is the real part of T.
Proof. Let $q(z)=\sum_{\kappa=0}^{N} b_{\kappa} g_{\kappa}(z)$. Then,

$$
\begin{align*}
2 \operatorname{Re}\left\langle[f(z) q(z)]_{K}, q(z)\right\rangle & =\left\langle[f(z) q(z)]_{K}, q(z)\right\rangle+\left\langle q(z),[f(z) q(z)]_{K}\right\rangle \\
& =\sum_{\kappa, l=0}^{N} b_{l} \frac{w_{\kappa}+w_{l}}{1-z_{\kappa} z_{l}} b_{\kappa} . \tag{6.1b}
\end{align*}
$$

Let $f(z) \in C(z, w) \cap H\left(D^{c}\right)$ as before. Define the following linear map:

$$
\Psi: K \rightarrow K: q(z) \rightarrow u(z)=[(1+f(z)) q(z)]_{K} .
$$

Since $f(z) \in C$, then $1+f(z)$ has an inverse in $H\left(D^{c}\right)$ and $\Psi$ is invertible. Define

$$
\psi:=\Psi^{-1}: K \rightarrow K: u(z) \rightarrow q(z)=\left[(1+f(z))^{-1} q(z)\right]_{K} .
$$

Note that $\psi($ and also $\Psi)$ depends only on $(z, w)$ and not on our choice of $f(z) \in C(z, w)$. This can be readily established as in Lemma 6.1 and, in point of fact, if $u(z)=\Sigma u_{\kappa} g_{\kappa}$, then $\psi[u(z)]=q(z)=\Sigma b_{\kappa} q_{k}$ where

$$
\left[\begin{array}{c}
b_{0}  \tag{6.2a}\\
b_{1} \\
\vdots \\
b_{N}
\end{array}\right]=G^{-1}\left[\begin{array}{llll}
1 /\left(1+w_{0}\right) & & & \\
& 1 /\left(1+w_{1}\right) & & \\
& & \ddots & \\
& & & 1 /\left(1+w_{N}\right)
\end{array}\right] G\left[\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{N}
\end{array}\right]
$$

We also note that if $p(z)=T[q(z)]$ then $u(z)=p(z)+q(z)$. Using these facts we proceed to the proof of Theorem 5.3.

Proof of Theorem 5.3. Given $u(z) \in K$ we can readily obtain a pair $(p(z), q(z)) \in$ $K \times K$, by $q(z)=\psi[u(z)]$ and $p(z)=T[q(z)]$ using (6.1a) and (6.2a), such that

$$
\begin{align*}
& \frac{p(z)}{q(z)} \text { is a rational function of degree at most } n, \\
& \frac{p\left(z_{i}\right)}{q\left(z_{i}\right)}=w_{i} \quad(\text { Lemma 6.1), }  \tag{6.2b}\\
& p(z)+q(z)=u(z)
\end{align*}
$$

Let $q(z)=\chi(z) / r(z)$ and $p(z)=\pi(z) / r(z)$ where $\pi(z), \chi(z)$ are polynomials of degree $n$ and $r(z)$ is as earlier. Consider the function

$$
\begin{aligned}
e(z) & :=p(z) q(z)_{*}+q(z) p(z)_{*} \\
& =\frac{\pi(z) \chi(z)_{*}+\chi(z) \pi(z)_{*}}{r(z) r(z)_{*}} \\
& =d\left(z, z^{-1}\right) \rho(z) \quad \text { with } z \in \partial D
\end{aligned}
$$

where $\rho(z)=\left(r(z), r(z)_{*}\right)^{-1}\left(e(z)\right.$ can be considered as an $L^{1}$-function).
In order for $p(z) / q(z)=\pi(z) / \chi(z)$ to be a $C$-function it is sufficient (by Proposition 4.2) that

$$
\begin{equation*}
u(z) \neq 0 \quad \text { for all } z \in D^{c} \tag{6.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(z, z^{-1}\right) \geqq 0 \quad \text { for all } z \in \partial D . \tag{6.3b}
\end{equation*}
$$

We will establish the theorem by studying the correspondence

$$
u(z) \rightarrow d\left(z, z^{-1}\right),
$$

and showing that the image of $\{u(z): u(z) \in K$, such that (6.3a) holds $\}$ contains the set of all polynomials $d\left(z, z^{-1}\right)$ of degree at most $n$ that satisfy (6.3b) (and are properly normalized). We now proceed to consider a normalization of $u(z)$ and $d\left(z, z^{-1}\right)$ so that their correspondence becomes a continuous map between smooth manifolds.

Both $e(z)$ and $\rho(z)$ can be easily seen to be in $L^{2}$. Let $e_{k}$ (resp., $\rho_{k}$ ) with $\kappa \in Z$ denote the Fourier coefficients of $e(z)$ (resp., $\rho(z)$ ). The polynomial $d\left(z, z^{-1}\right)$ is of degree $N$ (in both $z$ and $z^{-1}$ ) and it holds that

$$
e_{0}=\sum_{\kappa=-N}^{N} d_{\kappa} \rho_{-\kappa} .
$$

On the other hand, using Proposition 6.2, we have that if $q(z)=\sum_{\kappa=0}^{N} b_{\kappa} g_{\kappa}(z)$ then

$$
e_{0}=\left(b_{0}^{*} \cdots b_{N}^{*}\right) P\left[\begin{array}{c}
b_{0} \\
\vdots \\
b_{N}
\end{array}\right] .
$$

Since $P$ is positive definite, $e_{0} \neq 0$ (unless $\left.q(z) \equiv 0\right)$.

We now define the sets:

$$
\begin{aligned}
& Y:=\left\{\tilde{d}\left(z, z^{-1}\right)=\sum_{\kappa=-N}^{N} \tilde{d}_{\kappa} z^{\kappa} \text { such that } \sum_{k=-N}^{N} \tilde{d}_{\kappa} \rho_{-\kappa}=1\right\}, \\
& Y_{+}:=\left\{\tilde{d}\left(z, z^{-1}\right) \in Y \text { such that } \tilde{d}\left(z, z^{-1}\right) \geqq 0 \text { for all } z \in \partial D\right\}, \\
& X:=\{u(z) \in K \text { such that } u(0)=1\}, \\
& X_{+}:=\left\{u(z) \in X \text { such that } u(z) \neq 0 \text { for all } z \in D^{c}\right\}, \\
& W:=\{\text { rational functions } \pi(z) / \chi(z) \text { of dimension at most } N \text { that satisfy } \\
& \\
& \left.\qquad \pi\left(z_{k}\right) / \chi\left(z_{\kappa}\right)=w_{\kappa} \text { for } \kappa=0,1, \cdots, N\right\} .
\end{aligned}
$$

Also we consider the following mappings:

$$
\theta: K-\{0\} \rightarrow Y: q(z) \rightarrow \tilde{d}\left(z, z^{-1}\right)=\frac{1}{e_{0}} d\left(z, z^{-1}\right),
$$

where $e_{0}, d\left(z, z^{-1}\right)$ and $p(z)$ are computed from $q(z)$ as before, and

$$
\omega:=\left.\theta \circ \psi\right|_{X}: X \rightarrow Y: u(z) \rightarrow \tilde{d}\left(z, z^{-1}\right)
$$

Both mappings are completely specified by the interpolation data, and since $0 \in \chi(X)$, it is easy to see that $\omega$ is a continuous map. Now, $X$ and $Y$ are (smooth) linear manifolds of real dimension $2 N$, and $X_{1}$ and $Y_{1}$ are compact subsets of $X$ and $Y$ respectively. On the other hand the mapping

$$
X \rightarrow W: u(z) \rightarrow \frac{p(z)}{q(z)}=\frac{\pi(z)}{\chi(z)}
$$

where $q(z)=\psi(u(z))$ and $p(z)=T(q(z))$, is clearly surjective. Hence, in order to establish the theorem we only need to show that

$$
\omega\left(X_{+}^{c}\right) \supseteq Y_{+} .
$$

To show this we will exploit the dependence of $\omega$ on the interpolation data $w$.
Consider $z$ being fixed and define the set of $w$ that render $P(z, w)$ positive definite:

$$
B:=\left\{w \in \mathbb{C}^{N+1} \text { such that } P(z, w) \text { is positive definite }\right\} .
$$

We want to establish that $B$ is a pathwise connected set. This follows immediately from the continuous dependence of $w$ on the parameter $v_{\kappa \kappa}, \kappa=1,2, \cdots, N$ and the fact that the positive definiteness of $P$ is equivalent to the conditions

$$
\operatorname{Re} w_{0}>0 \quad \text { and } \quad\left|v_{\kappa \kappa}\right|<1 \quad \text { for } \kappa=1,2, \cdots, N
$$

Now, provided the Pick matrix is positive definite (nonsingular would suffice), $\omega$ is a continuous map. Also, $\omega$ depends continuously on the parameters $w$. We shall indicate this by writing $\omega_{w}$.

Since $B$ is pathwise connected, we can construct a (continuous) homotopy $H$ from $\omega_{w_{i n}}$ to $\omega_{w}$; by following a continuous path from an initial $w_{i n}:=\left\{w_{\kappa}=1, \kappa=\right.$ $0,1, \cdots, N\}$ to any other point $w$ in B, i.e.,

$$
H: X \times[0,1] \rightarrow Y
$$

such that $H(u(z), 0)=\omega_{w_{\text {in }}}(u(z))$ and $H(u(z), 1)=\omega_{w}(u(z))$.
We now proceed as follows: we first show that

$$
H\left(X_{+}^{c}, t\right) \supseteq Y_{+},
$$

for $t=0$, and then that the same property holds for all $t \in[0,1]$; i.e., it remains invariant under the homotopy.

We first note that $f_{0}(z) \equiv 1 \in C\left(z, w_{\text {in }}\right)$. Then, the map $H(\cdot, 0)=\omega_{W_{\text {in }}}(\cdot)$ assumes a simple form where

$$
q(z)=\frac{1}{2} u(z)=p(z) .
$$

If $q(z)=\chi(z) / r(z)$ as before,

$$
\omega_{w_{i n}}: X \rightarrow Y: \frac{2 \chi(z)}{r(z)} \rightarrow k \chi(z) \chi(z)_{*},
$$

where $k$ is a positive scalar making $k \chi(z) \chi(z)_{*}$ an element of $Y$. By the Riesz-Fejer Theorem ( $[10, \mathrm{p} .21]$ ) any element of $Y_{+}$assumes a unique representation

$$
\tilde{d}\left(z, z^{-1}\right)=k \chi(z) \chi(z)_{*},
$$

with $\chi(z)$ a polynomial in $z$, devoid of zeros in $D$.
From the above it readily follows that

$$
\omega_{w_{\text {in }}}\left(X_{+}^{c}\right)=Y_{+}
$$

Moreover, the correspondence

$$
\begin{equation*}
\left.\omega_{w_{i n}}\right|_{X_{+}^{c}}: X_{+}^{c} \rightarrow Y_{c} \quad \text { is bijective. } \tag{6.4}
\end{equation*}
$$

Now let $d\left(X_{+}, \omega, \tilde{d}\right)$ denote the topological degree of the map $\omega$ at $\tilde{d}$ relative to the set $X_{+}$. The topological degree is a "measure" of the number of preimages in $X_{+}$ of the point $\tilde{d}$ under the mapping $\omega$. In particular (6.4) implies that

$$
\begin{equation*}
d\left(X_{+}, H(\cdot, 0), \tilde{d}\right)=1 \quad \text { for all } \tilde{d} \in Y_{+}^{0} \tag{6.5}
\end{equation*}
$$

where $Y_{+}^{0}$ indicates the interior of $Y_{+}$. For a comprehensive exposition of various aspects of degree theory see Lloyd [17] and Milnor [18].

We now show that

$$
\begin{equation*}
d\left(X_{+}, H(\cdot, t), \tilde{d}\right)=1 \quad \text { for all } \tilde{d} \in Y_{+}^{0} \text { and } t \in[0,1] \tag{6.6}
\end{equation*}
$$

This follows from a very powerful theorem on the invariance of the degree under homotopy (Lloyd [17, p.23]) after we prove that the image of the boundary of $X_{+}$ never intersects the interior of $Y_{+}$:

$$
\begin{equation*}
H\left(\partial X_{+}, t\right) \cap Y_{+}^{0}=\varnothing \quad \text { for all } t \in[0,1] \tag{6.7}
\end{equation*}
$$

(see also Lloyd [17, p. 32], Milnor [18] and Schwartz [22] for the case of continuous deformations of maps between smooth manifolds).

We now prove (6.7). Assume that the above intersection was not empty and let $\tilde{d}\left(z, z^{-1}\right)=H(u(z), t) \in Y_{+}^{0}$, where $u(z) \in \partial X_{+}$, and $t \in[0,1]$. Hence, $u(a)=$ $p(a)+q(a)=0$ for some value $z=a \in \partial D$. Also

$$
\begin{aligned}
\tilde{d}\left(z, z^{-1}\right) & =k\left[p(z) q(z)_{*}+q(z) p(z)_{*}\right] \\
& =\frac{k}{2}\left[|p(z)+q(z)|^{2}-|p(z)-q(z)|^{2}\right] \geqq 0,
\end{aligned}
$$

for all $z \in \partial D$, while $k$ is a positive scalar. Hence,

$$
d\left(a, a^{-1}\right)=0
$$

and $\tilde{d}\left(z, z^{-1}\right)$ is not in the interior of $Y_{+}$. This is a contradiction.

Consequently, (6.7) is valid. Then, (6.6) follows from (6.5) and (6.7). Finally, (6.6) implies that

$$
Y_{+}^{0} \subseteq H\left(X_{+}, 1\right)=\omega_{w}\left(X_{+}\right)
$$

which in turn, due to the compactness of $X_{+}^{c}$ and the continuity of $\omega_{w}(\cdot)$, implies that

$$
Y_{+} \subseteq \omega_{w}\left(X_{+}^{c}\right)
$$

This establishes the theorem. Q.E.D.
Proof of Theorem 5.2. From the Pick criterion it follows that $P(z, w)$ being nonnegative definite is a necessary condition for $I(z, w, \xi)$ to be solvable. To show the sufficiency part, let

$$
d\left(z, z^{-1}\right)=\prod_{\kappa=1}^{N}\left(z-\xi_{\kappa}\right)\left(z^{-1}-\xi_{\kappa}^{*}\right)
$$

and apply Theorem 5.3. Q.E.D.
Proof of Proposition 5.4. Consider the interpolation data $(z, w)$ where

$$
w_{0}=1+a, \quad a \in \mathbb{C} \quad \text { and } \quad w_{\kappa}=1 \quad \text { for } \kappa=1,2, \cdots, N .
$$

The Pick matrix depends continuously on the parameters $w$ and, consequently, it also depends continuously on the parameter $a$. For $a=0$ the Pick matrix is positive definite. Hence, for $a \neq 0$ but is sufficiently small, the Pick matrix is still positive definite and NP $(z, w)$ admits a solution. However, there is no rational function of degree strictly less than $N$ that interpolates ( $z, w$ ) unless $a=0$. To see this, assume that such a function $f(z)$ exists, and let $f(z)=\pi(z) / \chi(z)$, where $\pi(z), \chi(z)$ are polynomials of degree less than $N$. Then,

$$
f(z)-1=\frac{\pi(z)-\chi(z)}{\chi(z)}=0
$$

for $N$ different values of $z$. Therefore, $\pi(z)-\chi(z)$, being of degree at most $N-1$, is identically zero. Hence, $f(z) \equiv 1$, which is a contradiction. This establishes the proposition. Q.E.D.
7. Concluding remarks. Theorems 5.2 and 5.3 provide existence-type results to an inherently nonlinear problem. However, the homotopy used in the derivation can be used to provide an algorithmic way to find the sought solutions. For a study of homotopy methods as they relate to deriving numerical algorithms see the work of Kellogg, Li and Yorke [14].

In this paper we have presented a description of the set of interpolating functions of degree $N$ to the $(N+1)$-point NP problem. However, it is not known at the moment whether the correspondence in Theorem 5.3 represents in fact a parametrization of this set; i.e., whether the correspondence between interpolating functions of degree $N$ and dissipation polynomials as in Theorem 5.3 is in fact bijective.

Finally, a simple criterion to determine whether there exists an $f(z)$ in $C(z, w)$ of degree strictly less than $N$ is still lacking. Such a criterion seems necessary for a thorough understanding of minimal degree solutions to NP $(z, w)$ as considered in Youla and Saito [29] and Kalman [13].
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# THE CONSTRUCTION AND SMOOTHNESS OF INVARIANT MANIFOLDS BY THE DEFORMATION METHOD* 
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#### Abstract

This paper proves optimal results for the invariant manifold theorems near a fixed point for a mapping (or a differential equation) by using the deformation, or Lie transform, method from singularity theory. The method was inspired by the difficulties encountered by the implicit function theorem technique in the case of the center manifold. The idea here is simply to deform the given system into its linearization and to track this deformation using the flow of a time-dependent vector field. Corresponding to the difficulties with the center manifold encountered by other techniques, we run into a "derivative loss" in this case as well, which is overcome by utilizing estimates on the differentiated equation. A survey of the other methods used in the literature is also presented.
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1. Introduction. The theory of invariant manifolds is one of the fundamental ingredients in the study of dynamical systems. In this theory one looks for submanifolds of the phase space which are invariant under the flow, i.e., trajectories which start on such a manifold at some time, stay on it.

This problem is not only of interest from a qualitative point of view, but can lead to quantitative results. In fact, by restriction to an invariant manifold, an original system is reduced to a lower-dimensional one which might be relatively simple. In particular, this is the case when the phase space of the original system is infinitedimensional and one considers finite-dimensional invariant submanifolds. An important example for applications is the center manifold which contains all bounded solutions near a fixed point [3], [15], [16].

The well-known invariant manifold theorems refer to the flow generated by a nonlinear vector field or diffeomorphism defined in a neighborhood of a fixed point [8], [10], [11], [14]. They give sufficient conditions for the existence of an invariant submanifold which contains this fixed point. For example, each component of the spectral decomposition of the phase space corresponding to a linear operator is an invariant subspace for the flow generated by this linear operator. In the general nonlinear theory one begins with such an invariant subspace of the linearized system and shows its persistence as an invariant submanifold for the full system (at least locally) and then one determines the smoothness of the resulting nonlinear manifold ([6]; cf. also [9]).

To construct such invariant manifolds, two different approaches have been used in the literature so far. First, the invariance property of the manifold has been used to derive an equation for a representing map [10], [11], [14]. The manifold is sought as a graph and an iteration scheme is used on the graphs. For diffeomorphisms, this "graph transform method" developed in [11] yields optimal results and even holds for "Lipeomorphisms" (also [18] and [20]). Second, asymptotic properties of the flow on the manifold have been used to derive an equation for the corresponding trajectories [2], [5], [7], [8], [12]. All these trajectories together span the desired manifold and

[^105]invariance is a consequence. Alternatively, this second approach may be phrased as a fixed point problem for a map representing the manifold by considering the initial values of the trajectories parameterized over the invariant subspace of the linearized system [4], [19]. In both cases in the second approach, the resulting equation may be solved iteratively. For stable and unstable invariant manifolds the equation for the trajectories also has been solved using the classical implicit function theorem [12]. This yields optimal smoothness for $C^{k}$ vector fields and diffeomorphisms, and even in the analytic case.

Unfortunately, it is not obvious how to apply the classical implicit function theorem for general invariant manifolds, e.g., for center manifolds. In general, the operator underlying the equation for the trajectories is not continuously differentiable in a space of functions which have the right asymptotic behavior (exponential growth). This difficulty always occurs for the equation of a representing map in a space of maps with a certain smoothness. Sacker [17] uses a smoothing technique to overcome this difficulty, but he still loses one order of smoothness for the solution. For unsuccessful attempts to apply the implicit function theorem in the case of center manifolds, see [4] and [13].

In the present paper we solve the equation for a representing map using a different approach, namely the "Lie transform" method of integrating a differential equation which is based on a deformation principle. This method has been used for the Darboux theorem, the Frobenius theorem and the Poincaré lemma [1] and is a common tool in singularity theory. The idea is to consider a one-parameter family of systems connecting the given system with its linearization. Differentiation with respect to the parameter yields a linear equation for a vector field which eventually has to be integrated in order to get the desired map. An initial condition is known from the invariant manifold of the linearized system.

We consider only diffeomorphisms here, although a similar approach for vector fields is possible. Our approach applies for general invariant manifolds; although we shall concentrate on the harder case of center manifolds, we indicate how results about other invariant manifolds can be obtained. Our smoothness results are optimal. We note at the outset that the diffeomorphisms which we are going to consider have to be of class $C_{\text {Lip }}^{3}$ at least. This is the price we pay for our more sophisticated method.

The plan of the paper is as follows. In § 2 we state our main results. Theorem 2.1 is an existence and uniqueness result for a global center stable or center unstable invariant manifold of a $C_{\text {Lip }}^{3}$ map in a Banach space. Corollary 2.2 contains the corresponding smoothness result for $C^{k}(k \geqq 4)$ and $C_{\text {Lip }}^{k}(k \geqq 3)$ maps. In Remark 2.3 we list certain modifications and generalizations of these results. Finally, §§ 3 and 4 contain the proofs of Theorem 2.1 and Corollary 2.2.
2. Formulation of the problem and results. Let $X$ and $Y$ be Banach spaces. The product space is denoted by $X \times Y$ and equipped with the sup-norm. The Banach space of $k$-linear continuous maps from $X$ to $Y$ equipped with the usual norm induced by the norms of $X$ and $Y$ is denoted by $\mathscr{L}^{k}(X, Y)$, and we let $\mathscr{L}^{k}(X, X)=\mathscr{L}^{k}(X)$.

Also we introduce the Banach space $C^{k}(V, Y)$ of $k$-times continuously differentiable maps $f$ from an open subset $V \subset X$ into $Y$, equipped with the norm

$$
\|f\|_{k}=\sup _{\substack{x \in V \\ 0 \leqq i \leqq k}}\left\|D^{i} f(x)\right\|
$$

where $D^{i} f$ denotes the $i$ th derivative of $f$. Similar to the above, we set $C^{k}(X, X)=$ $C^{k}(X)$. The linear subspace of those elements of $C^{k}(V, Y)$ for which the $k$ th derivative
is Lipschitz continuous in $V$ is denoted by $C_{\text {Lip }}^{k}(V, Y)$. Furthermore, we introduce the notation $C_{L}^{k}(V, Y)$ for the closed subset of elements of $C^{k}(V, Y)$ which satisfy a Lipschitz condition in $V$ with a particular Lipschitz constant $L$.

Open balls in Banach spaces are denoted by $B_{r}(\cdot)$, where $r$ is the radius and the point stands for the center of the ball. The closure of a set $V$ is written as $\operatorname{cl}(V)$.

Let us consider a map

$$
T: X \times Y \rightarrow X \times Y, \quad(x, y) \mapsto\left(\phi_{1}(x, y), \phi_{2}(x, y)\right)
$$

given by

$$
\phi_{1}(x, y)=A x+f(x, y), \quad \phi_{2}(x, y)=B y+g(x, y),
$$

where $A \in \mathscr{L}(X), B \in \mathscr{L}(Y)$, and $f$ and $g$ are (nonlinear) perturbations. We consider the following hypotheses, for $\delta \in \mathbb{R}^{+}$and $k$ an integer:
$(\mathrm{L} 1)_{k} \quad\left\|B^{-1}\right\|\left\|A^{j}\right\|<1 \quad$ for $0 \leqq j \leqq k$.
$(\mathrm{L} 2)_{k} \quad\|B\|\left\|A^{-j}\right\|<1 \quad$ for $0 \leqq j \leqq k$.
$(\mathrm{N} 1)_{\delta} f \in C_{\text {Lip }}^{3}(X \times U, X)$, and $g \in C_{\text {Lip }}^{3}(X \times U, Y)$ where $U$ is some neighborhood of 0 in $Y$;
$\|f\|_{1}<\delta$ and $\|g\|_{1}<\delta$.

$$
\begin{equation*}
f(0,0)=0, \quad g(0,0)=0 . \tag{N2}
\end{equation*}
$$

(N3) $\quad D_{x} g(0,0)=0$.
Note that ( 0,0 ) is a fixed point of $T$ when ( N 2 ) holds.
We shall prove the following theorem about a so-called center stable or center unstable manifold.

Theorem 2.1. Let the assumption ( L 1$)_{4}$ or $(\mathrm{L} 2)_{4}$, and $(\mathrm{N} 1)_{\delta}$ hold, where $\delta>0$ is sufficiently small. Then there is a map $h \in C_{\text {Lip }}^{3}(X, Y)$ with $\|h\|_{1}=O(\delta)$ as $\delta \rightarrow 0$, such that the manifold

$$
M=\{(x, y) \in X \times Y \mid y=h(x)\}
$$

is invariant under the iteration of the map T, i.e., $(x, y) \in M$ implies $T(x, y) \in M$; the map $h$ is unique in $C_{L}(X, Y)$, where $L=O(1 / \delta)$ as $\delta \rightarrow 0$.

If in addition ( N 2 ) (resp. ( N 2 ) and ( N 3$)$ ) hold, then $h(0)=0(r e s p . ~ h(0)=0$ and $\left.D_{x} h(0)=0\right)$.

Corollary 2.2. Assume that $f$ and $g$ are of class $C_{\text {Lip }}^{k-1}\left(\right.$ resp. $\left.C^{k}\right)$ for some $k \geqq 4$. Furthermore, let $(\mathrm{L} 1)_{k}$ or $(\mathrm{L} 2)_{k}$, and $(\mathrm{N} 1)_{\delta}$ hold. Then $h$ is of class $C_{\text {Lip }}^{k-1}\left(\right.$ resp. $\left.C^{k}\right)$ provided that $\delta$ is sufficiently small. (In general $\delta$ depends on $k$ for given $A$ and B.)

In the following remark we state some generalizations and modifications of the above results, which are obvious from the proofs in the next sections.

Remarks 2.3. (i) If $B$ decomposes into two parts $B_{1}$ and $B_{2}$ such that $B_{1}$ satisfies (L1) ${ }_{k}$ and $B_{2}$ satisfies (L2) ${ }_{k}$ for some $k \geqq 4$, then the above assertions remain true. In this case $M$ is called a center manifold.
(ii) If $\left\|B^{-1}\right\|<1$ and $\|A\|<1$ (resp. $\|B\|<1$ and $\left\|A^{-1}\right\|<1$ ), then $M$ is called the stable (resp. unstable) invariant manifold. In this case $M$ is a $C^{\infty}$ manifold if $f$ and $g$ are of class $C^{\infty}$. (Here $\delta$ does not depend on $k$.) Moreover, in this case $M$ is even analytic for analytic maps $f$ and $g$. For the stable manifold this follows by using spaces of complex analytic functions instead of $C_{\text {Lip }}^{1}$ functions in the existence proof. The unstable manifold case is reduced to the stable one just by considering the map $T^{-1}$ instead of $T$, provided that it exists.
(iii) If the assumptions are only fulfilled when $x$ is restricted to some neighborhood of 0 in $X$, then one can use a cut-off function $\chi: X \rightarrow \mathbb{R}$ to extend $f$ and $g$ to the domain $X \times U$. This is a $C^{\infty}$ function with the property $\chi(x)=1$ for $\|x\| \leqq \frac{1}{2}$ and $\chi(x)=0$ for $\|x\| \geqq 1$. Such a function always exists if $X$ is finite-dimensional. The extensions are given by $\tilde{f}(x, y)=f(\chi(\mu x) x, y)$ and $\tilde{g}(x, y)=g(\chi(\mu x) x, y)$ with an appropriate constant $\mu>0$. Applying our results for $\tilde{f}$ and $\tilde{g}$ then yields a local invariant manifold for the original map $T$ by restricting $h$ to the ball $\|x\|<\mu^{-1} / 2$.

This cut-off procedure destroys uniqueness and analyticity for the local case. On the other hand, we do not need the cut-off procedure for the local theory when $\|A\|<1$ (or $\left\|A^{-1}\right\|<1$ ). In that case we can directly work with spaces of maps which are defined only in some ball around $x=0$. This yields local results for general spaces $X$ and, in particular, analyticity. Hence, local stable (unstable) invariant manifolds are analytic if $f$ and $g$ are analytic. Furthermore, under the additional hypothesis that $f$ and $g$ together with all partial derivatives of $g$ with respect to $x$ up through order $l-1$ vanish at $(0,0)$, the local results still hold when $\|A\|<1$ (or $\left\|A^{-1}\right\|<1$ ) and the inequalities in (L1) $)_{k}\left((\mathrm{~L} 2)_{k}\right)$ only hold for $l \leqq j \leqq k$ for some $l \geqq 1$. In this case one has to work with functions $h$ and $H=D_{x} h$ which have the properties $\|h(x)\| \leqq C_{1}\|x\|^{l},\|D h(x)\| \leqq$ $C_{2}\|x\|^{l-1},\|H(x)\| \leqq C_{3}\|x\|^{l-1}$ and $\|D H(x)\| \leqq C_{4}\|x\|^{l-2}$ in some ball around $x=0$ with certain constants $C_{j}$. It finally follows that $\left\|D^{j} h(x)\right\| \leqq C_{j}\|x\|^{l-j}$ for $0 \leqq j \leqq l-1$. Note that strong, stable (or unstable) invariant manifolds, where $l=1$, and also certain weak stable (or unstable) invariant manifolds are included in this local theory.
(iv) To obtain a smoothness result for $M$ with respect to a parameter $\lambda \in \Lambda$, where $\Lambda$ is some Banach space, we can consider $\lambda$ as a component of $x$ by adding the trivial component $\lambda \mapsto \lambda$ to the original map $T$ (cf., [15]).
(v) Theorem 2.1 and Corollary 2.2 remain true if, in the definition of $T$, the terms $A x$ and $B y$ are replaced by any maps $A(x): X \rightarrow X$ and $B(x) y: X \times Y \rightarrow Y$ which are as smooth as $f$ and $g$ and satisfy the following assumptions:

$$
\begin{array}{ll}
\left\|B(x)^{-1}\right\|\left\|D A(x)^{j}\right\|<1 & \text { for } 0 \leqq j \leqq k,  \tag{L}\\
\|B(x)\|\left\|D A^{-1}(x)^{j}\right\|<1 & \text { for } 0 \leqq j \leqq k .
\end{array}
$$

For example, this generalization is relevant when one deals with a suspension of a nonautonomous system in the extended phase space which is the product of the (discrete) time axis and the original phase space.
(vi) Finally, we remark that it suffices to require $\left\|D_{x} f\right\|<\delta$ instead of $\|D f\|<\delta$ to prove the above results.
3. Proof of Theorem 2.1. We begin with the existence part. First we outline the basic ideas of our proof in a more or less formal way. Afterwards we shall justify each step by means of a series of lemmas.

We consider the following one-parameter family of maps:

$$
T_{\varepsilon}: X \times Y \rightarrow X \times Y, \quad(x, y) \mapsto\left(\phi_{1}(\varepsilon, x, y), \phi_{2}(\varepsilon, x, y)\right)
$$

given by

$$
\begin{equation*}
\phi_{1}(\varepsilon, x, y)=A x+\varepsilon f(x, y), \quad \phi_{2}(\varepsilon, x, y)=B y+\varepsilon g(x, y), \tag{3.1}
\end{equation*}
$$

for $\varepsilon$ a real number. Obviously $T_{\varepsilon}$ defines a homotopy between the linear map

$$
T_{0}:(x, y) \mapsto(A x, B y) \quad \text { and } \quad T_{1}=T .
$$

For each $T_{\varepsilon}$ we are looking for an invariant manifold $M_{\varepsilon}$ of the form $y=h_{\varepsilon}(x)$, where the map $h_{\varepsilon}: X \rightarrow Y$ depends smoothly on $\varepsilon$. The invariance property leads to
the equation

$$
\begin{equation*}
h_{\varepsilon}\left(\phi_{1}\left(\varepsilon, x, h_{\varepsilon}(x)\right)\right)=\phi_{2}\left(\varepsilon, x, h_{\varepsilon}(x)\right) . \tag{3.2}
\end{equation*}
$$

Moreover, we require

$$
\begin{equation*}
h_{0}(x)=0 \quad \text { for } x \in X, \tag{3.3}
\end{equation*}
$$

since $y=0$ is an invariant manifold of $T_{0}$. Thus, we aim to solve the system of equations (3.2) and (3.3) for $h_{\varepsilon}(x)$.

The main idea now is to derive a first order differential equation for the function $\varepsilon \mapsto h_{\varepsilon}$ and to integrate this in the interval $0 \leqq \varepsilon \leqq 1$ with (3.3) as an initial condition. Actually, we shall consider a differential system for the function $\varepsilon \mapsto\left(h_{\varepsilon}, H_{\varepsilon}\right)$, where

$$
\begin{equation*}
H_{\varepsilon}(x)=D_{x} h_{\varepsilon}(x) \in \mathscr{L}(X, Y) . \tag{3.4}
\end{equation*}
$$

Thus we get a linear equation for the corresponding vector field which can be solved explicitly. Subsequently the arguments of $\phi_{1}, \phi_{2}$ and all their derivatives are $\left(\varepsilon, \cdot, h_{\varepsilon}(\cdot)\right)$, if not indicated otherwise. A dot above a symbol for a map denotes the partial derivative with respect to $\varepsilon$.

First we differentiate equation (3.2) with respect to $\varepsilon$, which yields

$$
\begin{equation*}
\dot{h}_{\varepsilon}\left(\phi_{1}\right)-\mathscr{B} \dot{h}_{\varepsilon}=\mathscr{F}_{1}, \tag{3.5}
\end{equation*}
$$

where

$$
\mathscr{B}=\mathscr{B}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)=D_{y} \phi_{2}-H_{\varepsilon}\left(\phi_{1}\right) D_{y} \phi_{1}
$$

is a map from $X$ to $\mathscr{L}(Y)$ and

$$
\mathscr{F}_{1}=\mathscr{F}_{1}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)=\dot{\phi}_{2}-H_{\varepsilon}\left(\phi_{1}\right) \dot{\phi}_{1}
$$

is a map from $X$ to $Y$. An equation for $H_{\varepsilon}$ is obtained by differentiating (3.2) with respect to $x$. Thus we obtain

$$
\begin{equation*}
H_{\varepsilon}\left(\phi_{1}\right) \mathscr{A}-D_{y} \phi_{2} H_{\varepsilon}=D_{x} \phi_{2} \tag{3.6}
\end{equation*}
$$

where

$$
\mathscr{A}=\mathscr{A}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)=D_{x} \phi_{1}+D_{y} \phi_{1} H_{\varepsilon}
$$

is a map from $X$ to $\mathscr{L}(X, Y)$. Since this equation is still nonlinear, we again differentiate it with respect to $\varepsilon$. Setting

$$
\begin{equation*}
G_{\varepsilon}(x)=D_{x} H_{\varepsilon}(x) \in \mathscr{L}^{2}(X, Y) \tag{3.7}
\end{equation*}
$$

we thus get

$$
\begin{equation*}
\dot{H}_{\varepsilon}\left(\phi_{1}\right) \mathscr{A}-\mathscr{B} \dot{H}_{\varepsilon}+\mathscr{C} \dot{h}_{\varepsilon}=\mathscr{F}_{2} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{C} \dot{h}_{\varepsilon}= & \mathscr{C}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}, G_{\varepsilon}\right) \dot{h}_{\varepsilon} \\
= & G_{\varepsilon}\left(\phi_{1}\right)\left(\mathscr{A}, D_{y} \phi_{1} \dot{\dot{\varepsilon}}_{\varepsilon}\right)+H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x y}^{2} \phi_{1} \dot{h}_{\varepsilon}+D_{y y}^{2} \phi_{1}\left(H_{\varepsilon}, \dot{h}_{\varepsilon}\right)\right) \\
& -D_{x y}^{2} \phi_{2}\left(\cdot, \dot{h_{\varepsilon}}\right)-D_{y y}^{2} \phi_{2}\left(H_{\varepsilon}, \dot{h}_{\varepsilon}\right),
\end{aligned}
$$

$$
\begin{aligned}
\mathscr{F}_{2} & =\mathscr{F}_{2}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}, G_{\varepsilon}\right) \\
& =D_{x} \dot{\phi}_{2}+D_{y} \dot{\phi}_{2} H_{\varepsilon}-G_{\varepsilon}\left(\phi_{1}\right)\left(\mathscr{A}, \dot{\phi}_{1}\right)-H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x} \dot{\phi}_{1}+D_{y} \dot{\phi}_{1} H_{\varepsilon}\right)
\end{aligned}
$$

are maps from $X$ to $\mathscr{L}(X, Y)$. A linear equation for $G_{\varepsilon}$ is obtained by differentiating (3.6) with respect to $x$ and using (3.4) again

$$
\begin{equation*}
G_{\varepsilon}\left(\phi_{1}\right)(\mathscr{A}, \mathscr{A})-\mathscr{B} G_{\varepsilon}=\mathscr{F}_{3} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{F}_{3}=\mathscr{F}_{3}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)=D_{x x}^{2} \phi_{2} & +2 D_{x y}^{2} \phi_{2}\left(\cdot, H_{\varepsilon}\right)+D_{y y}^{2} \phi_{2}\left(H_{\varepsilon}, H_{\varepsilon}\right) \\
& -H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x x}^{2} \phi_{1}+2 D_{x y}^{2} \phi_{1}\left(\cdot, H_{\varepsilon}\right)+D_{y y}^{2} \phi_{2}\left(H_{\varepsilon}, H_{\varepsilon}\right)\right)
\end{aligned}
$$

is a map from $X$ to $\mathscr{L}^{2}(X, Y)$.
Now we proceed as follows. For each fixed real $\varepsilon$ and for each fixed pair of maps $h_{\varepsilon}: X \rightarrow Y$ and $H_{\varepsilon}: X \rightarrow \mathscr{L}(X, Y)$, we solve (3.9) for $G_{\varepsilon}$. The solution is written in the form

$$
\begin{equation*}
G_{\varepsilon}=\mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right) \tag{3.10}
\end{equation*}
$$

where $\mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)$ is a map from $X$ to $\mathscr{L}^{2}(X, Y)$. Inserting this expression into (3.8), we obtain

$$
\begin{equation*}
\dot{H}_{\varepsilon}\left(\phi_{1}\right) \mathscr{A}-\mathscr{B} \dot{H}_{\varepsilon}+\mathscr{C}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}, \mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)\right) \dot{\dot{q}}_{\varepsilon}=\mathscr{F}_{2}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}, \mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)\right) . \tag{3.11}
\end{equation*}
$$

This relation together with (3.5) is linear equation for $\left(\dot{h}_{\varepsilon}, \dot{H}_{\varepsilon}\right)$, which we write as

$$
\begin{equation*}
\binom{\dot{h}_{\varepsilon}}{\dot{H}_{\varepsilon}}=\mathscr{H}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right) \tag{3.12}
\end{equation*}
$$

where the right-hand side is a map from $X$ to $Y \times \mathscr{L}(X, Y)$. This is the desired differential equation.

By the derivation of this equation, every two times continuously differentiable function $h_{\varepsilon}(x)$ which satisfies (3.2), together with its partial derivative $H_{\varepsilon}(x)=D_{x} h_{\varepsilon}(x)$, is a solution. To show that vice versa a solution $\left(h_{\varepsilon}(x), H_{\varepsilon}(x)\right)$ of (3.12) such that (3.3) and

$$
\begin{equation*}
H_{0}(x)=0 \quad \text { for } x \in X \tag{3.13}
\end{equation*}
$$

are satisfied yields a solution of (3.2), we show that $H_{\varepsilon}$ is actually the partial derivative of $h_{\varepsilon}$ with respect to $x$, i.e., (3.4) is satisfied. Inserting (3.4) into (3.5) and integrating with respect to $\varepsilon$, we then get relation (3.2). Here we use the fact that by (3.3), $\boldsymbol{h}_{\varepsilon}(x)$ solves (3.2) for $\varepsilon=0$.

To prove (3.4), we differentiate (3.5) and (3.8) with respect to $x$, which gives

$$
\begin{align*}
& \dot{p}_{j}\left(\phi_{1}\right) \mathscr{A}\left(\varepsilon, h_{\varepsilon}, p_{j}\right)-\mathscr{B} \dot{p}_{j}=\mathscr{F}_{4}\left(\varepsilon, p_{j}, q_{j}\right), \\
& \dot{q}_{j}\left(\phi_{1}\right)\left(\mathscr{A}\left(\varepsilon, h_{\varepsilon}, p_{j}\right), \mathscr{A}\right)-\mathscr{B} \dot{q}_{j}+\mathscr{C} \dot{p}_{j}=\mathscr{F}_{5}\left(\varepsilon, p_{j}, q_{j}, q_{l(j)}\right), \tag{3.14}
\end{align*}
$$

for $j=1$, where

$$
l(1)=2, \quad p_{1}=D_{x} h_{\varepsilon}, \quad q_{1}=D_{x} H_{\varepsilon}, \quad q_{2}=G_{\varepsilon}
$$

$$
\begin{aligned}
\mathscr{F}_{4}\left(\varepsilon, p_{j}, q_{j}\right)=D_{x} \dot{\phi}_{2} & +D_{y} \dot{\phi}_{2} p_{j}+D_{y x}^{2} \phi_{2}\left(\dot{h}_{\varepsilon}, \cdot\right)+D_{y y}^{2} \phi_{2}\left(p_{j}, \dot{h}_{\varepsilon}\right) \\
& -q_{j}\left(\phi_{1}\right)\left(\mathscr{A}\left(\varepsilon, h_{\varepsilon}, p_{j}\right),\left(\dot{\phi}_{1}+D_{y} \phi_{1} \dot{\epsilon}_{\varepsilon}\right)\right) \\
& -H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x} \dot{\phi}_{1}+D_{y} \dot{\phi}_{1} p_{j}+D_{y x}^{2} \phi_{1}\left(\dot{h}_{\varepsilon}, \cdot\right)+D_{y y}^{2} \phi_{1}\left(\dot{h}_{\varepsilon}, p_{j}\right)\right)
\end{aligned}
$$

is a map from $X$ to $\mathscr{L}(X, Y)$ and

$$
\begin{aligned}
& \mathscr{F}_{5}\left(\varepsilon, p_{j}, q_{j}, q_{l(j)}\right)=D_{x x}^{2} \dot{\phi}_{2}+D_{x y}^{2} \dot{\phi}_{2}\left(\cdot, p_{j}+H_{\varepsilon}\right)+D_{x x y}^{3} \phi_{2}\left(\cdot, \cdot, \dot{h}_{\varepsilon}\right) \\
& +D_{x y y}^{3} \phi_{2}\left(\cdot, \dot{h}_{\varepsilon}, H_{\varepsilon}+p_{j}\right)+D_{y y}^{2} \dot{\phi}_{2}\left(p_{j}, H_{\varepsilon}\right)+D_{y} \dot{\phi}_{2} q_{j} \\
& +D_{y y y}^{3} \phi_{2}\left(\dot{h}_{\varepsilon}, H_{\varepsilon}, p_{j}\right)+D_{y y}^{2} \phi_{2}\left(\dot{h}_{\varepsilon}, q_{j}\right)+D_{y x}^{2} \phi_{2}\left(\dot{H}_{\varepsilon}, \cdot\right) \\
& +D_{y y}^{2} \phi_{2}\left(\dot{H}_{\varepsilon}, p_{j}\right) \\
& -H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x x}^{2} \phi_{1}+D_{x y}^{2} \phi_{1}\left(\cdot, p_{j}+H_{\varepsilon}\right)\right. \\
& +D_{y y}^{2} \phi_{2}\left(H_{\varepsilon}, p_{j}\right)+D_{y} \phi_{1} q_{j}-D_{x} G_{\varepsilon}\left(\phi_{1}\right)\left(\mathscr{A}\left(\varepsilon, h_{\varepsilon}, p_{j}\right), \mathscr{A}, \dot{\phi}_{1}\right. \\
& \left.+D_{y} \phi_{1} \dot{h}_{\varepsilon}\right) \\
& -G_{\varepsilon}\left(\phi_{1}\right)\left(\mathscr{A}, D_{x} \dot{\phi}_{1}+D_{y} \dot{\phi}_{1} p_{j}+D_{y x}^{2} \phi_{1} \dot{h}_{\varepsilon}+D_{y y}^{2} \phi_{1}\left(\dot{h}_{\varepsilon}, p_{j}\right)\right) \\
& -q_{l(j)}\left(\phi_{1}\right)\left(\dot{\phi}_{1}+D_{y} \phi_{1} \dot{h}_{\varepsilon}, D_{x x}^{2} \phi_{1}\right. \\
& \left.+D_{x y}^{2} \phi_{1}\left(\cdot, p_{j}+H_{\varepsilon}\right)+D_{y y}^{2} \phi\left(p_{j}, H_{\varepsilon}\right)+D_{y} \phi_{1} q_{j}\right) \\
& -q_{j}\left(\phi_{1}\right)\left(\mathscr{A}\left(\varepsilon, h_{\varepsilon}, p_{j}\right), D_{x} \dot{\phi}_{1}+D_{x y}^{2} \phi_{1}\left(\cdot, \dot{h_{\varepsilon}}\right)+D_{y} \dot{\phi}_{1} H_{\varepsilon}\right. \\
& \left.+D_{y y}^{2} \phi_{1}\left(\dot{h}_{\varepsilon}, H_{\varepsilon}\right)+D_{y} \phi_{1} \dot{H}_{\varepsilon}\right) \\
& -H_{\varepsilon}\left(\phi_{1}\right)\left(D_{x x}^{2} \dot{\phi}_{1}+D_{x y}^{2} \dot{\phi}_{1}\left(\cdot, p_{j}+H_{\varepsilon}\right)+D_{x x y}^{3} \phi_{1}\left(\cdot, \cdot, \dot{h}_{\varepsilon}\right)\right. \\
& +D_{x y y}^{3} \phi_{1}\left(\cdot, \dot{h}_{\varepsilon}, p_{j}+H_{\varepsilon}\right)+D_{y y}^{2} \dot{\phi}_{1}\left(p_{j}, H_{\varepsilon}\right)+D_{y} \dot{\phi}_{1} q_{j} \\
& +D_{y y y}^{3} \phi_{1}\left(p_{j}, \dot{h_{\varepsilon}}, H_{\varepsilon}\right)+D_{y y}^{2} \phi_{1}\left(\dot{h_{\varepsilon}}, q_{j}\right)+D_{y x}^{2} \phi_{1}\left(\dot{H}_{\varepsilon}, \cdot\right) \\
& \left.+D_{y y}^{2} \phi_{1}\left(p_{j}, \dot{H}_{\varepsilon}\right)\right)
\end{aligned}
$$

is a map from $X$ to $\mathscr{L}^{2}(X, Y)$. Furthermore, taking relation (3.8) as it stands and differentiating (3.9) with respect to $\varepsilon$, we obtain the relations (3.14) $)_{2}$, where

$$
l(2)=1 \quad \text { and } \quad p_{2}=H_{\varepsilon} .
$$

Note, that here we need the assumption that $f$ and $g$ are of class $C^{3}$.
We shall show that the subspace given by $p_{1}=p_{2}$ and $q_{1}=q_{2}$ is invariant under the flow defined by the system of equations (3.14) ${ }_{1}$ and (3.14) $)_{2}$ in $\left(p_{1}, q_{1}, p_{2}, q_{2}\right)$-space. Thus, the identities (3.4) and (3.7) follow, when they are satisfied for $\varepsilon=0$. But this will be a consequence of the initial conditions (3.3) and (3.13).

To summarize, so far we have argued that the problem (3.2) is formally equivalent to an initial-value problem for the differential equation (3.12). Now we are going to justify this argument step by step and to solve the initial-value problem.

We introduce the following notation:

$$
\begin{gathered}
I=\left[-\varepsilon_{0}, \varepsilon_{0}\right] \\
\mathscr{D}(r, L, M)=\left\{(h, H) \in C_{L}^{1}(X, Y) \times C_{M}^{1}(X, \mathscr{L}(X, Y)) \mid\|h\|_{1} \leqq r,\|H\|_{0} \leqq r,\|H\|_{1} \leqq L\right\}
\end{gathered}
$$

where $\varepsilon_{0}$ is an arbitrary real number greater than one, and $r, L$, and $M$ are positive constants which are specified later.

Lemma 3.1. Assume that the conditions of Theorem 2.1 are satisfied and let $\left(h_{\varepsilon}, H_{\varepsilon}\right)=(h, H)$ be any element of $\mathscr{D}(r, L, M)$ where $\operatorname{cl}\left(B_{r}(0)\right) \subset U$. Then, for any $\varepsilon$ in $I$, the equation (3.5) has a unique solution $h_{\varepsilon}=\mathscr{H}_{1}=\mathscr{H}_{1}(\varepsilon, h, H)$ with the following properties:

$$
\begin{equation*}
\mathscr{H}_{1} \in C_{K_{1}}^{1}(X, Y) \tag{i}
\end{equation*}
$$

where the constant $K_{1}$ can be chosen independently of $L$ and $M$. Furthermore $\left\|\mathscr{H}_{1}\right\|_{0} \leqq r_{1}$ and $\left\|\mathscr{H}_{1}\right\|_{1} \leqq r_{2}$, where

$$
r_{1} \leqq K_{2}\left(\|g\|_{0}+\|f\|_{0}\right), \quad r_{2} \leqq K_{3}\left(\|f\|_{1}+\|g\|_{1}\right),
$$

with some positive constants $K_{2}$ and $K_{3} ; K_{2}$ does not depend on $L$ and M. Moreover, $\mathscr{H}_{1}(0)=0\left(\mathscr{H}_{1}(0)=0\right.$ and $\left.D_{x} \mathscr{H}_{1}(0)=0\right)$, provided that $(\mathrm{N} 2)$ and $h(0)=0((\mathrm{~N} 2),(\mathrm{N} 3)$, $h(0)=0, D h(0)=0$, and $H(0)=0)$ hold.
(ii) The map $(\varepsilon, h, H) \mapsto \mathscr{H}_{1}(\varepsilon, h, H): I \times \mathscr{D}(r, L, M) \rightarrow C^{1}(X, Y)$ is continuous and satisfies a Lipschitz condition with respect to ( $h, H$ ) with constant $K_{4}$.

Proof. The unique solution of (3.5) is given by

$$
\begin{equation*}
\mathscr{H}_{1}=-\sum_{j=0}^{\infty}\left(\prod_{i=0}^{j} \mathscr{B}^{-1}\left(\phi_{1}^{i}\right)\right) \mathscr{F}_{1}\left(\phi_{1}^{j}\right) \tag{3.15}
\end{equation*}
$$

if $(\mathrm{L} 1)_{4}$ holds, and by

$$
\begin{equation*}
\mathscr{H}_{1}=\sum_{j=0}^{\infty}\left(\prod_{i=1}^{j} \mathscr{B}\left(\phi_{1}^{-i}\right)\right) \mathscr{F}_{1}\left(\phi_{1}^{-j-1}\right) \tag{3.16}
\end{equation*}
$$

if (L2) ${ }_{4}$ holds. Here we use the estimates $\|\mathscr{A}(\varepsilon, h, D h)-A\|_{0}=O(\delta)$ and $\|\mathscr{B}-B\|_{0}=$ $O(\delta)$ as $\delta \rightarrow 0$. It follows that for sufficiently small $\delta>0$ the map

$$
\mathscr{B}(x): Y \rightarrow Y \quad(\text { where } x \in X) \quad\left(\phi_{1}(\varepsilon, \cdot, h(\cdot)): X \rightarrow X\right)
$$

can be inverted and the estimate $\left\|\mathscr{B}^{-1}-B^{-1}\right\|_{0}=O(\delta)\left(\left\|D_{x} \phi_{1}(\varepsilon, \cdot, h(\cdot))^{-1}-A^{-1}\right\|_{0}=\right.$ $O(\delta)$ ) holds. Hence,

$$
\left\|\mathscr{B}^{-1}\right\|_{0}\left\|D_{x} \phi_{1}(\varepsilon, \cdot, h(\cdot))\right\|_{0}^{j}<1 \quad\left(\|\mathscr{B}\|_{0}\left\|D_{x} \phi_{1}(\varepsilon, \cdot, h(\cdot))^{-1}\right\|_{0}^{j}<1\right)
$$

for all $0 \leqq j \leqq 4$. A straightforward computation shows that the series in (3.15) ((3.16)) converges in $C^{1}(X, Y)$ and represents a solution of (3.5) for $\dot{h_{\varepsilon}}$. Uniqueness is easily seen by an a priori $C^{0}$ estimate.

The remaining properties of $\mathscr{H}_{1}$ which are stated in the lemma, are easily seen by inspection of the formulas in (3.15) and (3.16). We simply note that $\left\|\mathscr{F}_{1}\right\|_{0} \leqq$ $\tilde{K}_{2}\left(\|g\|_{0}+r\|f\|_{0}\right)$ and $\left\|D_{x} \mathscr{F}_{1}\right\|_{0} \leqq \tilde{K}_{3}\left(\|f\|_{1}+\|g\|_{1}\right)$ holds with some constants $\tilde{K}_{2}$ and $\tilde{K}_{3}$, where $\tilde{K}_{2}$ does not depend on $L$ and $M$. Moreover, $\mathscr{F}_{1}(0)=0$ (resp. $\mathscr{F}_{1}(0)=0$ and $\left.D_{x} \mathscr{F}_{1}(0)=0\right)$ provided that (N2) and $h(0)=0($ resp. (N2), (N3), $h(0)=0, D h(0)=0$, and $H(0)=0$ ) holds. We also remark that Lipschitz constants can be estimated by the sup-norm of derivatives. Since the Lipschitz constant of $D_{x} \mathscr{F}_{1}$ is close to

$$
\left\|D_{x x}^{2} g\right\|_{0}+2\left\|D_{x y}^{2} g\right\|_{0} r+\left\|D_{y y}^{2} g\right\|_{0} r^{2}+\left\|D_{x x}^{2} f\right\|_{0} r^{2}+2\left\|D_{x y}^{2} f\right\|_{0} r^{2}+\left\|D_{y y}^{2} f\right\|_{0} r^{3}
$$

where $\delta$ is sufficiently small, $K_{1}$ can be chosen independently of $L$ and $M$.
To prove continuity of the map in (ii), one uses the fact that each member of the series in (3.15) (resp. (3.16)) has this property and that the convergence is uniform with respect to $(\varepsilon, h, H) \in I \times \mathscr{D}(r, L, M)$.

Lemma 3.2. Suppose that the assumptions of Lemma 3.1 are valid. Then (3.9) has a unique solution $G_{\varepsilon}=\mathscr{G}=\mathscr{G}(\varepsilon, h, H)$ with the following properties:

$$
\begin{equation*}
\mathscr{G} \in C_{K_{5}}^{1}\left(X, \mathscr{L}^{2}(X, Y)\right) \tag{i}
\end{equation*}
$$

$\|\mathscr{G}\|_{0} \leqq K_{6}$, and $\|\mathscr{G}\|_{1} \leqq K_{7}$, where $K_{5}, K_{6}$ and $K_{7}$ are certain constants; $K_{6}$ does not depend on $L$ and $M$. Furthermore, $\mathscr{G}(0,0,0)=0$.
(ii) The map $(\varepsilon, h, H) \mapsto \mathscr{G}(\varepsilon, h, H): I \times \mathscr{D}(r, L, M) \rightarrow C^{1}\left(X, \mathscr{L}^{2}(X, Y)\right)$ is continuous and satisfies a Lipschitz condition with respect to $(h, H)$ with constant $K_{8}$. Moreover, with $C^{0}\left(X, \mathscr{L}^{2}(X, Y)\right)$ as range, it is continuously differentiable.

Proof. As in the previous proof, the unique solution of (3.9) is given by

$$
\begin{equation*}
\mathscr{G}=-\sum_{j=0}^{\infty}\left(\prod_{i=0}^{j} \mathscr{B}^{-1}\left(\phi_{1}^{i}\right)\right) \mathscr{F}_{3}\left(\phi_{1}^{j}\right)\left(\prod_{i=j-1}^{0} \mathscr{A}\left(\phi_{1}^{i}\right), \prod_{i=j-1}^{0} \mathscr{A}\left(\phi_{1}^{i}\right)\right) \tag{3.17}
\end{equation*}
$$

if $(\mathrm{L} 1)_{4}$ holds, and by

$$
\begin{equation*}
\mathscr{G}=\sum_{j=0}^{\infty}\left(\prod_{i=1}^{j} \mathscr{B}\left(\phi_{1}^{-1}\right)\right) \mathscr{F}_{3}\left(\phi_{1}^{-j-1}\right)\left(\prod_{i=j+1}^{1} \mathscr{A}^{-1}\left(\phi_{1}^{-i}\right), \prod_{i=j+1}^{1} \mathscr{A}^{-1}\left(\phi_{1}^{-i}\right)\right) \tag{3.18}
\end{equation*}
$$

if (L2) ${ }_{4}$ holds. Again, all properties of $\mathscr{G}$ which are stated easily follow from these formulae. Note that $\mathscr{F}_{3}(0,0,0)=0$. To see that $K_{6}$ does not depend on $L$ and $M$ we note that

$$
\begin{aligned}
&\left\|\mathscr{F}_{3}\right\|_{0} \leqq|\varepsilon|\left(\left\|D_{x x}^{2} g\right\|_{0}+2\left\|D_{x y}^{2} g\right\|_{0} r+\left\|D_{y y}^{2} g\right\|_{0} r^{2}\right. \\
&\left.\quad+\left\|D_{x x}^{2} f\right\|_{0} r+2\left\|D_{x y}^{2} f\right\|_{0} r^{2}+\left\|D_{y y}^{2} f\right\|_{0} r^{3}\right) .
\end{aligned}
$$

Lemma 3.3. Suppose that the assumptions of the above lemmas hold. Then (3.11), with $\dot{h}_{\varepsilon}=\mathscr{H}_{1}$ from Lemma 3.1 and $\mathscr{G}$ from Lemma 3.2, has a unique solution $H_{\varepsilon}=\mathscr{H}_{2}=$ $\mathscr{H}_{2}(\varepsilon, h, H)$ which has the following properties:

$$
\begin{equation*}
\mathscr{H}_{2} \in C_{K_{9}}^{1}(X, \mathscr{L}(X, Y)), \quad\left\|\mathscr{H}_{2}\right\|_{0} \leqq r_{3}, \quad\left\|\mathscr{H}_{2}\right\|_{1} \leqq K_{10} \tag{i}
\end{equation*}
$$

where $r_{3} \leqq K_{11}\left(\|f\|_{1}+\|g\|_{1}\right)$ and $K_{9}, K_{10}, K_{11}$ are certain positive constants; $K_{9}$ can be chosen independently of $M$ and $K_{10}$ independently of $L$ and $M$. Moreover, $\mathscr{H}_{2}(0)=0$ provided that ( N 2$),(\mathrm{N} 3), h(0)=0$, and $H(0)=0$ hold.
(ii) The map $(\varepsilon, h, H) \mapsto \mathscr{H}_{2}(\varepsilon, h, H): I \times \mathscr{D}(r, L, M) \rightarrow C^{1}(X, \mathscr{L}(X, Y))$ is continuous and satisfies a Lipschitz condition with respect to $(h, H)$ with some constant $K_{12}$.

Proof. Set

$$
\mathscr{F}_{6}=\mathscr{F}_{6}(\varepsilon, h, H)=\mathscr{F}_{2}(\varepsilon, h, H, \mathscr{G})-\mathscr{C}(\varepsilon, h, H, \mathscr{G}) \mathscr{H}_{1} .
$$

Then the equation which is considered in Lemma 3.3 has a unique solution given by

$$
\begin{equation*}
\mathscr{H}_{2}=\sum_{j=0}^{\infty}\left(\prod_{i=0}^{j} \mathscr{B}^{-1}\left(\phi^{i}\right) \mathscr{F}_{6}\left(\phi_{1}\right) \prod_{i=j-1}^{0} \mathscr{A}\left(\phi_{1}^{i}\right)\right) \tag{3.19}
\end{equation*}
$$

if (L1) ${ }_{4}$ holds, and by

$$
\begin{equation*}
\mathscr{H}_{2}=\sum_{j=0}^{\infty}\left(\prod_{i=1}^{j} \mathscr{B}\left(\phi^{-i}\right) \mathscr{F}_{6}\left(\phi^{-j-1}\right) \prod_{i=j+1}^{1} \mathscr{A}^{-1}\left(\phi_{1}^{-i}\right)\right) \tag{3.20}
\end{equation*}
$$

if (L2) ${ }_{4}$ holds. To prove its stated properties, we note that

$$
\left\|\mathscr{F}_{6}\right\|_{0} \leqq \tilde{K}_{11}\left(\|f\|_{1}+\|g\|_{1}\right)
$$

holds with some constant $\tilde{K}_{11}$. Furthermore,

$$
\begin{aligned}
\left\|D_{x} \mathscr{F}_{6}\right\|_{0} \leqq & \left\|D_{x x}^{2} g\right\|_{0}+2\left\|D_{x y}^{2} g\right\|_{0} r+\left\|D_{y y}^{2} g\right\|_{0} r \\
& +\left\|D_{x x}^{2} f\right\|_{0} r+\left\|D_{x y}^{2} f\right\|_{0} r^{2}+\left\|D_{y y}^{2} f\right\|_{0}+O(\delta),
\end{aligned}
$$

the Lipschitz constant of $D_{x} \mathscr{F}_{6}$ with respect to $x$ is smaller than

$$
\begin{aligned}
\left\|D_{x x x}^{3} g\right\|_{0} & +3 r\left\|D_{x x y}^{3} g\right\|_{0}+3 r^{2}\left\|D_{x y y}^{3} g\right\|_{0}+r^{3}\left\|D_{y y y}^{3} g\right\|_{0} \\
& +r\left(3 L+|\varepsilon| K_{1}\right)\left\|D_{y y}^{2} g\right\|_{0}+\left(3 L+|\varepsilon| K_{1}\right)\left\|D_{x y}^{2} g\right\|_{0}+r\left\|D_{x x x}^{3} f\right\|_{0} \\
& +3 r^{2}\left\|D_{x x y}^{3} f\right\|_{0}+3 r^{3}\left\|D_{x y y}^{3} f\right\|_{0}+r^{4}\left\|D_{y y y}^{3} f\right\|
\end{aligned}
$$

$$
\begin{aligned}
& +r^{2}\left(4 L+\left(L+K_{6}\right)\|\mathscr{A}(\varepsilon, h, H)\|_{0}+|\varepsilon| K_{1}\right)\left\|D_{y y}^{2} f\right\|_{0} \\
& +r\left(5 L+2\left(L+K_{6}\right)\|\mathscr{A}(\varepsilon, h, H)\|_{0}+|\varepsilon| K_{1}\right)\left\|D_{y x}^{2} f\right\|_{0} \\
& +\left(L+\left(L+K_{6}\right)\|\mathscr{A}(\varepsilon, h, H)\|_{0}\right)\left\|D_{x x}^{2} f\right\|_{0}+O(\delta), \\
& \left\|D_{x} \mathscr{A}\right\|_{0} \leqq|\varepsilon|\left(\left\|D_{x x}^{2} f\right\|_{0}+2\left\|D_{x y}^{2} f\right\|_{0} r+\left\|D_{y y}^{2} f\right\|_{0} r^{2}\right)+O(\delta)
\end{aligned}
$$

and

$$
\left\|D_{x} \mathscr{B}\right\|_{0} \leqq|\varepsilon|\left(\left\|D_{x y}^{2} g\right\|_{0}+\left\|D_{y y}^{2} g\right\|_{0} r+\left\|D_{x y}^{2} f\right\|_{0} r+\left\|D_{y y}^{2} f\right\|_{0} r^{2}\right)+O(\delta) \quad \text { as } \delta \rightarrow 0 .
$$

Therefore, $K_{10}$ can be chosen independently of $L$ and $M$, and $K_{9}$ independently of M. Moreover, $\mathscr{F}_{6}(0)=0$, provided that (N2), (N3), $h(0)=0$ and $H(0)=0$ holds. But this implies $\mathscr{H}_{2}(0)=0$. The rest of the proof is similar to the previous proofs.

By Lemma 3.1 and Lemma 3.3, the right-hand side of the differential equation (3.12) is given by

$$
\mathscr{H}(\varepsilon, h, H)=\binom{\mathscr{H}_{1}(\varepsilon, h, H)}{\mathscr{H}_{2}(\varepsilon, h, H)} .
$$

It is uniquely determined by the stated properties. Next we are going to solve this equation with initial values $h=0$ and $H=0$ at $\varepsilon=0$. To this end we select $r, L$ and $M$ such that

$$
\begin{equation*}
\mathrm{cl}\left(B_{r}(0)\right) \subset U, L \geqq \varepsilon_{0} \max \left(K_{1}, K_{10}\right) \quad \text { and } \quad M \geqq \varepsilon_{0} K_{9}(L) . \tag{I1}
\end{equation*}
$$

We also assume that the conditions

$$
\begin{equation*}
r_{i} \leqq \frac{r}{\varepsilon_{0}} \quad(i=1,2,3) \tag{I2}
\end{equation*}
$$

are valid. This is achieved by requiring $\delta$ to be sufficiently small since $r_{i}=O(\delta)$ as $\delta \rightarrow 0$. Note that $r$ has been chosen independently of $\delta$. On the other hand we point out that $\mathrm{cl}\left(B_{\varepsilon_{0} r_{1}}(0)\right) \subset U$ has to be true, but not necessarily $\mathrm{cl}\left(B_{r}(0)\right) \subset U$. Hence, under certain circumstances one can shrink $U$ to make $\delta$ sufficiently small and work with functions $h$ such that $h(x) \in U$ for all $x \in X$.

Lemma 3.4. Let the assumptions of Theorem 2.1 be true. Furthermore, suppose that the constants $r, L, M$ and $\delta$ are chosen such that the conditions (I1) and (I2) are fulfilled. Then the differential equation (3.12) has a unique solution $\varepsilon \mapsto\left(h_{\varepsilon}(x), H_{\varepsilon}(x)\right)$ in the interval $I$, which has the following properties:
(i) $\varepsilon \mapsto h_{\varepsilon} \in C^{1}\left(I, C_{L}^{1}(X, Y)\right), \varepsilon \mapsto H_{\varepsilon} \in C^{1}\left(I, C^{1}(X, \mathscr{L}(X, Y))\right)$, where $\left(h_{\varepsilon}, H_{\varepsilon}\right) \in$ $\mathscr{D}(r, L, M)$ holds for all $\varepsilon$ in $I$, and $h_{0}(x)=0, H_{0}(x)=0$ for all $x \in X$. Moreover, $h_{\varepsilon}(0)=0$ $\left(h_{\varepsilon}(0)=0, D_{x} h_{\varepsilon}(0)=0\right.$ and $\left.H_{\varepsilon}(0)=0\right)$ for all $\varepsilon$ in I, provided that $(\mathrm{N} 2)((\mathrm{N} 2)$ and (N3)) holds.
(ii) $D_{x} h_{\varepsilon}=H_{\varepsilon}, D_{x} H_{\varepsilon}=G_{\varepsilon}=\mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)$.

Proof. The proof of part (i) follows the lines of the proof of the usual PicardLindelöf theorem for ordinary differential equations. We look for a continuous solution $\varepsilon \mapsto\left(h_{\varepsilon}, H_{\varepsilon}\right)$ of the integral equation

$$
\begin{equation*}
\binom{h_{\varepsilon}}{H_{\varepsilon}}=\int_{0}^{\varepsilon} \mathscr{H}\left(\sigma, h_{\sigma}, H_{\sigma}\right) d \sigma \quad(\varepsilon \in I) . \tag{3.21}
\end{equation*}
$$

This problem is equivalent to solving the initial-value problem (3.12), (3.3), and (3.13). In particular, a continuous solution of (3.21) is continuously differentiable. According
to the previous lemmas, the right-hand side of (3.21) defines a contraction map $\mathscr{T}$ of the metric space

$$
\begin{aligned}
S= & \left\{\varepsilon \mapsto\left(h_{\varepsilon}, H_{\varepsilon}\right) \in C^{0}\left(I, C_{L}^{1}(X, Y)\right)\right. \\
& \left.\times C^{0}\left(I, C_{M}^{1}(X, \mathscr{L}(X, Y))\right) \mid\left(h_{\varepsilon}, H_{\varepsilon}\right) \in \mathscr{D}(r, L, M) \text { for all } \varepsilon \in I\right\}
\end{aligned}
$$

into itself, where the metric is given by the norm defined by

$$
\sup _{\varepsilon \in I}\left(e^{\gamma|\varepsilon|}\left\|h_{\varepsilon}\right\|_{1}, e^{\gamma|\varepsilon|}\left\|H_{\varepsilon}\right\|_{1}\right)
$$

with

$$
\gamma>\max \left(K_{2}, K_{12}\right) .
$$

Obviously, with this metric $S$ is complete. Therefore $\mathscr{T}$ has a unique fixed point in $S$, which is the desired solution. Moreover, the set

$$
S_{0}=\left\{\varepsilon \mapsto\left(h_{\varepsilon}, H_{\varepsilon}\right) \in S \mid h_{\varepsilon}(0)=0 \text { for all } \varepsilon \in I\right\}
$$

or $S_{1}=\left\{\varepsilon \mapsto\left(h_{\varepsilon}, H_{\varepsilon}\right) \in S \mid h_{\varepsilon}(0)=0, D_{x} h_{\varepsilon}(0)=0\right.$ and $\left.H_{\varepsilon}(0)=0\right\}$ for all $\varepsilon \in I$ is closed and invariant under the map $\mathscr{T}$, provided that (N2) (resp. (N2) and (N3)) holds. Hence, the unique fixed point of $\mathscr{T}$ in $S$ lies in $S_{0}\left(S_{1}\right)$. Thus, part (i) is proved.

To prove (ii), let ( $h_{\varepsilon}, H_{\varepsilon}$ ) be given by the solution of (3.21) constructed above and define $G_{\varepsilon}$ to be $\mathscr{G}\left(\varepsilon, h_{\varepsilon}, H_{\varepsilon}\right)$ for $\varepsilon$ in $I$. Note that $p_{1}(\varepsilon)=D_{x} h_{\varepsilon}, q_{1}(\varepsilon)=D_{x} H_{\varepsilon}$, $p_{2}(\varepsilon)=H_{\varepsilon}$ and $q_{2}(\varepsilon)=G_{\varepsilon}$ defines a solution of the system of equations in (3.14) ${ }_{1}$ and (3.14) ${ }_{2}$. These relations are fulfilled in the space $\left(C^{0}\left(I, C^{0}(X, \mathscr{L}(X, Y))\right) \times\right.$ $\left.C^{0}\left(I, C^{0}\left(X, \mathscr{L}^{2}(X, Y)\right)\right)\right)^{2}$. Furthermore, by (3.3), (3.13) and $\mathscr{G}(0,0,0)=0$,

$$
\begin{equation*}
p_{1}(0)=p_{2}(0)=0, \quad q_{1}(0)=q_{2}(0)=0 \tag{3.22}
\end{equation*}
$$

holds for this solution. Therefore it remains to show that this implies $p_{1}(\varepsilon)=p_{2}(\varepsilon)$ and $q_{1}(\varepsilon)=q_{2}(\varepsilon)$ for all $\varepsilon \in I$.

Using the formulas (3.19) (resp. (3.20)) and (3.17) (resp. (3.18)), we can rewrite the relations in $(3.14)_{j}(j=1,2)$ in the form

$$
\begin{equation*}
\dot{p}_{j}(\varepsilon)=\mathscr{H}_{3}\left(\varepsilon, p_{j}(\varepsilon), q_{j}(\varepsilon)\right), \quad q_{j}(\varepsilon)=\mathscr{H}_{4}\left(\varepsilon, p_{j}(\varepsilon), q_{j}(\varepsilon), q_{l(j)}(\varepsilon)\right) \tag{3.23}
\end{equation*}
$$

where the maps $\varepsilon \mapsto \mathscr{H}_{3}\left(\varepsilon, p_{j}(\varepsilon), q_{j}(\varepsilon)\right): I \rightarrow C^{0}(X, \mathscr{L}(X, Y))$ and $\varepsilon \rightarrow \mathscr{H}_{4}\left(\varepsilon, p_{j}(\varepsilon)\right.$, $\left.q_{j}(\varepsilon), q_{l(j)}(\varepsilon)\right)$ are continuous, and

$$
\begin{aligned}
& \left\|\mathscr{H}_{3}\left(\varepsilon, p_{1}(\varepsilon), q_{1}(\varepsilon)\right)-\mathscr{H}_{3}\left(\varepsilon, p_{2}(\varepsilon), q_{2}(\varepsilon)\right)\right\|_{0} \leqq K_{13} \alpha(\varepsilon), \\
& \left\|\mathscr{H}_{4}\left(\varepsilon, p_{1}(\varepsilon), q_{1}(\varepsilon), q_{2}(\varepsilon)\right)-\mathscr{H}_{4}\left(\varepsilon, p_{2}(\varepsilon), q_{2}(\varepsilon), q_{1}(\varepsilon)\right)\right\|_{0} \leqq K_{13} \alpha(\varepsilon),
\end{aligned}
$$

holds for all $\varepsilon$ in $I$ with some positive constant $K_{13}$ and

$$
\alpha(\varepsilon)=\sup \left(\left\|p_{1}(\varepsilon)-p_{2}(\varepsilon)\right\|_{0},\left\|q_{1}(\varepsilon)-q_{2}(\varepsilon)\right\|_{0}\right) .
$$

Integrating the equations in (3.23) from 0 to $\varepsilon$, subtracting the integral relations which are obtained for $j=1$ and $j=2$ and using (3.22), we get the following estimate

$$
\alpha(\varepsilon) \leqq\left|\int_{0}^{\varepsilon} K_{13} \alpha(\sigma) d \sigma\right| \quad(\varepsilon \in I) .
$$

Gronwall's lemma yields $\alpha(\varepsilon)=0$ for all $\varepsilon$ in $I$, i.e., $p_{1}(\varepsilon)=p_{2}(\varepsilon)$ and $q_{1}(\varepsilon)=q_{2}(\varepsilon)$.
Taking the map $h_{\varepsilon}$ which has been constructed in Lemma 3.4 and setting $\varepsilon=1$, the existence part of Theorem 2.1 follows according to the discussion previous to the above lemmas.

The proof also yields uniqueness, but only within the class of families of maps $h_{\varepsilon}$ (where $\varepsilon \in I$ ) which have the properties stated in Lemma 3.4. To prove the uniqueness assertion of Theorem 2.1 we therefore have to give a different argument. Here we can even weaken our assumptions considerably.

Lemma 3.5. Suppose the maps $f \in C^{0}(X \times U, X)$ and $g \in C^{0}(X \times U, Y)$ satisfy a Lipschitz condition with respect to $y$ with constant $\delta>0$. Furthermore, assume that $\left\|B^{-1}\right\|<1$ (resp. $\|B\|<1$ )) holds. Then for each $\varepsilon$ in $I$, (3.2) has at most one solution $h_{\varepsilon}=h \in C_{L}^{0}(X, Y)\left(\right.$ resp. such that the map $x \mapsto \phi_{1}(\varepsilon, x, h(x)): X \rightarrow X$ is surjective $)$, where

$$
L<\left(\left\|B^{-1}\right\|^{-1}-1-\delta \varepsilon\right) /(\delta \varepsilon) \quad(\text { resp. } L<(1-\|B\|-\delta \varepsilon) /(\delta \varepsilon)) .
$$

Proof. Assume that $h$ and $\tilde{h}$ are two such solutions of equation (3.2). Then,

$$
h-\tilde{h}=B^{-1}\left(h\left(\phi_{1}\right)-\tilde{h}\left(\phi_{1}\right)+\tilde{h}\left(\phi_{1}\right)-\tilde{h}\left(\phi_{1}(\varepsilon, \cdot, \tilde{h}(\cdot))\right)+\varepsilon g(\cdot, \tilde{h}(\cdot))-\varepsilon g(\cdot, h(\cdot))\right)
$$

$\left(\operatorname{resp} . h\left(\phi_{1}\right)-\tilde{h}\left(\phi_{1}\right)=B(h-\tilde{h})+\tilde{h}\left(\phi_{1}(\varepsilon, \cdot, \tilde{h}(\cdot))\right)-\tilde{h}\left(\phi_{1}\right)+\varepsilon g(\cdot, h(\cdot))-\varepsilon g(\cdot, \tilde{h}(\cdot))\right)$,
in which we use our standing convention that $\phi_{1}=\phi_{1}(\varepsilon, \cdot, h(\cdot))$. Thus by the assumptions

$$
\begin{aligned}
& \|h-\tilde{h}\|_{0} \leqq\left\|B^{-1}\right\|(1+\delta \varepsilon L+\delta \varepsilon)\|h-\tilde{h}\|_{0}<\|h-\tilde{h}\|_{0} \\
& \left(\text { resp. }\|h-\tilde{h}\|_{0} \leqq(\|B\|+\delta \varepsilon L+\delta \varepsilon)\|h-\tilde{h}\|_{0}<\|h-\tilde{h}\|_{0}\right)
\end{aligned}
$$

follows, which implies $h=\tilde{h}$.
Remark 3.6. The initial-value problem (3.12), (3.3) and (3.13) also has a unique solution in a ball around the origin in the space $C_{L}^{0}(X, Y) \times C_{M}^{0}(X, \mathscr{L}(X, Y))$ with appropriate constants $L$ and $M$, even under the weaker assumptions that $f$ and $g$ are of class $C_{\text {Lip }}^{2}$ and that $(\mathrm{L} 1)_{3}$ or $(\mathrm{L} 2)_{3}$ holds. However, it is not obvious how to show $D_{x} h_{\varepsilon}=H_{\varepsilon}$, to make sure that the solution actually yields a solution of (3.2).

On the other hand, one can still use the deformation principle to prove existence of a $C_{\text {Lip }}^{2}$ invariant manifold under the weaker assumptions mentioned above. This requires the solution of the nonlinear equation (3.6) for $H_{\varepsilon}$ in some space $C_{M}^{1}(X, \mathscr{L}(X, Y))$ as a Lipschitz continuous function of $\varepsilon$ in $I$ and $h_{\varepsilon} \in C_{L}^{1}(X, Y)$. Here the identity $D_{x} h_{\varepsilon}=H_{\varepsilon}$ follows from the fact that $D_{x} h_{\varepsilon}$ as well as $H_{\varepsilon}$ are solutions of the first equation in (3.14) ${ }_{j}$ for $p_{j}$, if we set $q_{j}=D_{x} H_{\varepsilon}$. In general, one does not have an explicit representation for the solution of (3.6); one can, however, use the contraction mapping principle to solve it. Thus, this method is a combination of the usual fixed point method to construct invariant manifolds [15] and the pure deformation method which we have proposed in the present paper.
4. Proof of Corollary 2.2. Corollary 2.2 is a consequence of Theorem 2.1 together with the following lemma; a bootstrapping argument accomplishes our purpose.

Lemma 4.1. (a) Assume that $f \in C^{k}(X \times U, X)$ and $g \in C^{k}(X \times U, Y)$ holds for some $k \geqq 3$. Furthermore, let (L1) ${ }_{k}$ or $(\mathrm{L} 2)_{k},\|f\|_{1}<\delta$, and $\|g\|_{1}<\delta$ hold. Suppose that for fixed $\varepsilon, h_{\varepsilon}=h \in C^{k-1}(X, Y)$ is a solution of (3.2). Then $h \in C^{k}(X, Y)$ if $\delta$ is sufficiently small, generally depending on $k$ and $\|h\|_{1}$ for fixed $A$ and $B$.
(b) If $f$ and $g$ are of class $C_{\text {Lip }}^{k}$ for some $k \geqq 2$ and (L1) $)_{k+1}$ or (L2) ${ }_{k+1},\|f\|_{1}<\delta$, and $\|g\|_{1}<\delta$ holds, then any $C^{k}$ solution of (3.2) is contained in $C_{\text {Lip }}^{k}(X, Y)$ for sufficiently small $\delta>0$.

Proof. Since $h$ is at least of class $C^{2}$ and a solution of (3.3), by uniqueness of the solution of (3.9) we have $D_{x x}^{2} h=\mathscr{G}\left(\varepsilon, h, D_{x} h\right)$ with $\mathscr{G}$ given either by (3.17) or by (3.18). Hence, it remains to show that $h \in C^{k-1}(X, Y)$ implies $\mathscr{G}\left(\varepsilon, h, D_{x} h\right) \in$ $C^{k-2}\left(X, \mathscr{L}^{2}(X, Y)\right)$ in case (a), and $h \in C^{k}(X, Y)$ implies $\mathscr{G}\left(\varepsilon, h, D_{x} h\right) \in$ $C_{\text {Lip }}^{k-2}\left(X, \mathscr{L}^{2}(X, Y)\right)$ in case (b).

If $f$ and $g$ are of class $C^{k}$ and $h \in C^{k-1}(X, Y)$ for some $k \geqq 2$, then the $(k-2)$ nd derivative of each term in the series (3.17) (resp. (3.18)) exists and is continuous. It is easily proved by induction with respect to $k$ that these derivatives are of the form ( $j=0,1,2, \cdots$ )

$$
\begin{align*}
\sum_{\Sigma \alpha=k-2} & \left(\prod_{i=0}^{j} D_{x}^{\alpha} \mathscr{B}^{-1}\left(\phi_{1}^{i}\right) \mathscr{P}_{\alpha i}\right) D_{x}^{\alpha} \mathscr{F}_{3}\left(\phi_{1}^{j}\right) \mathscr{P}_{\alpha j}  \tag{4.1}\\
& \cdot\left(\prod_{i=j-1}^{0} D_{x}^{\alpha} \mathscr{A}\left(\phi_{1}^{i}\right) \mathscr{P}_{\alpha i}, \prod_{i=j-1}^{0} D_{x}^{\alpha} \mathscr{A}\left(\phi_{1}^{-i}\right) \mathscr{P}_{\alpha i}\right)
\end{align*}
$$

or

$$
\begin{align*}
& \sum_{\Sigma \alpha=k-2}\left(\prod_{i=1}^{j} D_{x}^{\alpha} \mathscr{B}\left(\phi_{1}^{-i}\right) \mathscr{P}_{\alpha i}\right) D_{x}^{\alpha} \mathscr{F}_{3}\left(\phi^{-j-1}\right) \mathscr{P}_{\alpha(j+1)} \\
& \cdot\left(\prod_{i=j+1}^{1} D_{x}^{\alpha} \mathscr{A}^{-1}\left(\phi_{1}^{-i}\right) \mathscr{P}_{\alpha i}, \prod_{i=j+1}^{1} D_{x}^{\alpha} \mathscr{A}^{-1}\left(\phi_{1}^{-i}\right) \mathscr{P}_{\alpha i}\right) \tag{4.2}
\end{align*}
$$

where

$$
\mathscr{B}=\mathscr{B}\left(\varepsilon, h, D_{x} h\right), \quad \mathscr{F}_{3}=\mathscr{F}_{3}\left(\varepsilon, h, D_{x} h\right), \quad \mathscr{A}=\mathscr{A}\left(\varepsilon, h, D_{x} h\right),
$$

and $\mathscr{P}_{\alpha i}$ is an $\alpha$-tuple of products with $i$ factors of the form

$$
\begin{aligned}
& D_{x}^{\alpha} \mathscr{A}\left(\phi_{1}^{n}\right) \mathscr{P}_{\alpha n} \quad(0 \leqq n \leqq i-1) \\
& \left(\text { resp. } D_{x}^{\alpha} \mathscr{A}^{-1}\left(\phi_{1}^{-n}\right) \mathscr{P}_{\alpha n} \quad(1 \leqq n \leqq i)\right) .
\end{aligned}
$$

These sums have less than $\frac{1}{2} k!(j+1)^{k-2}$ terms, each of which is a "product" of less than $(k+1) j+2$ (resp. $(k+1)(j+1)$ ) factors, with at least $j-k+3$ (resp. $j-k+2$ ) factors $\mathscr{B}^{-1}$ (resp. $\left.\mathscr{B}\right)$, at most $k j($ resp. $k(j+1))$ factors $\mathscr{A}\left(\right.$ resp. $\left.\mathscr{A}^{-1}\right)$. Besides these factors there are at most $k-2$ factors which are derivatives of such factors, or of $\mathscr{F}_{3}$ of order less than or equal to $k-2$. Of course, $\mathscr{F}_{3}$ is itself a factor if no derivative of it is contained in the product.

Now assume that

$$
\begin{equation*}
\left\|\mathscr{B}^{-1}\right\|_{0}\|\mathscr{A}\|_{0}^{i}<q<1 \quad\left(\text { resp. }\|\mathscr{B}\|_{0}\left\|\mathscr{A}^{-1}\right\|_{0}^{i}<q<1\right) \quad(0 \leqq i \leqq k) \tag{4.3}
\end{equation*}
$$

holds, where $q$ is some real number which does not depend on $i$. Then

$$
K_{14}(j+1)^{k-2} q^{j-k+3} \quad(j>k-3) \quad\left(\text { resp. } K_{14}(j+1)^{k-2} q^{j-k+2}(j>k-2)\right)
$$

is an upper bound for the $C^{0}$ norm of the sum in (4.1) (resp. (4.2)), where the constant $K_{14}$ depends on $k$. Consequently, the series of these sums over $j$ converges uniformly with respect to $x$ and represents the $(k-2)$ nd derivative of $\mathscr{G}\left(\varepsilon, h, D_{x} h\right)$. But, by (L1) ${ }_{k}$ (resp. (L2) $)_{k}$ ), (4.3) ${ }_{k}$ is satisfied for some number $q$, provided that $\delta$ is sufficiently small. Thus, part (a) of Lemma 4.1 follows.

Under the assumptions of part (b) the sum in (4.1) (resp. (4.2)) is contained in $C_{\text {Lip }}^{0}\left(X, \mathscr{L}^{k}(X, Y)\right)$ for each $j$. Furthermore, if $(4.3)_{k+1}$ holds, by the above information about this sum, its Lipschitz constant $L_{j}$ can be estimated from above by

$$
K_{15}(j+1)^{k-1} q^{j-k+2} \quad(j>k-2) \quad\left(\text { resp. } K_{15}(j+1)^{k-1} q^{j-k+1}(j>k-1)\right)
$$

with some constant $K_{15}$ that depends on $k$. But by (L1) $)_{k+1}$ (resp. (L2) $)_{k+1}$ ), the condition $(4.3)_{k+1}$ is satisfied for sufficiently small $\delta>0$. It follows that $D_{x}^{k-2} \mathscr{G}\left(\varepsilon, h, D_{x} h\right) \in$ $C_{\text {Lip }}^{0}\left(X, \mathscr{L}^{k}(X, Y)\right)$, since $\sum_{j=0}^{\infty} L_{j}<\infty$. Thus, part (b) of Lemma 4.1 holds.

Remark 4.2. In case of center manifolds, the $C_{\text {Lip }}^{k}$ result, even for $k=0$ and $k=1$, is the usual result which is obtained by a fixed point argument ([15], [18]). For $k=0$ one assumes that (L1) or (L2) holds and that $\|f\|_{0},\|g\|_{0}$, and the Lipschitz constants for $f$ and $g$ are sufficiently small. For $k \geqq 1$ the assumptions are analogous to those of Theorem 2.1. For $k=2$, see also Remark 3.6.

The $C_{\text {Lip }}^{2}$ center-manifold theorem together with Lemma 4.1(a) now yields the center manifold theorem in $C^{k}$ spaces for any $k \geqq 3$.

Moreover, observe that for fixed $h_{\varepsilon}$ in $C^{1}(X, Y)$, (3.6) can be solved for $H_{\varepsilon}$ in the space $C^{1}(X, \mathscr{L}(X, Y))$, provided that $f$ and $g$ are of class $C^{2},\|f\|_{1}$ and $\|g\|_{1}$ are sufficiently small, and (L1) $)_{2}$ or (L2) ${ }_{2}$ holds (cf., Remark 3.6). Thus it follows that the $C_{\text {Lip }}^{1}$ center manifold is actually contained in the class $C^{2}$ in this case; but this is the $C^{2}$ center manifold theorem.
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# GLOBAL APPROXIMATION OF PERTURBED HAMILTONIAN DIFFERENTIAL EQUATIONS WITH SEVERAL TURNING POINTS* 
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#### Abstract

Given a perturbed Hamiltonian system (E) $i \varepsilon V^{\prime}=\left[H_{0}(x)+\varepsilon H_{1}(x, \varepsilon)\right] V$, where $H_{0}(x)$ is a Hermitian matrix analytic on an interval I. Any two eigenvalues of $H_{0}(x)$ are allowed to coalesce finitely many times in the interval $I$ (however, no two of them are identical on $I$ ). Assume that $H_{1}(x, \varepsilon) \in C^{1}\left(I \times \bar{S}_{c}\right)$ with $S_{c}=(0, c]$. Let $U(x)$ be the unitary matrix such that $D(x)=U^{-1}(x) H_{0}(x) U(x)$ is diagonal. Assume that the entries of $U^{-1} H_{1} U-i U^{-1} U^{\prime}$ are bounded on $I \times S_{c}$, absolutely integrable over $I$. Then, (E) is shown to have a fundamental matrix of the form $V=U(x) Y\left(I_{n}+P(x, \varepsilon)\right)$ where $Y$ is the exponential of a diagonal matrix, $I_{n}$ is the $n$-dimensional unit matrix and $P(x, \varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$. This result is applied to prove an adiabatic approximation theorem in quantum mechanics and provide a criterion measuring the phenomenon of degeneracy by the orders of coalescing of eigenvalues. Two examples are given.
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1. Introduction. When dealing with a system of differential equations depending in a singular way on a parameter, it is not usually possible to obtain one global asymptotic expression to approximate the solution. This is so for a linear system even though the global existence of its solution is theoretically guaranteed. For example, if we are dealing with a singularly perturbed system $\varepsilon y^{\prime}=A(x) y$ on an interval $[a, b]$ where all eigenvalues of $A(x)$ are distinct, but for some eigenvalues of $A(x)$, the real part of some of their differences change sign on [ $a, b$ ], the asymptotic solutions are obtained only for subintervals. In order to investigate the solution on an entire interval [ $a, b$ ], one needs so-called connection formulas (e.g. see W. Wasow [22], [26]).

However, there are certain singular differential systems for which it is possible to obtain global asymptotic formulas on an entire interval. This is so even if the coefficient matrix possesses eigenvalues which coalesce finitely many times on that interval. Such points are commonly called turning points of the differential equations.

The presence of symmetry properties in a physical system is of interest to a physicist. Given a Hamiltonian system in quantum mechanics, some of its symmetry properties are manifested in certain degeneracies of its energy levels. When the Hamiltonian is time-dependent, the appearance of symmetries can show up as coalescence of certain energy eigenvalues. In other words, this is equivalent to the presence of turning, or transition, points of the system. This is our motivation to study a Hamiltonian system with one or several turning points of any (finite) order. As a matter of fact, we will study systems which are slightly more general than a Hamiltonian system.

Consider the following $n$-dimensional matrix differential system:

$$
\begin{equation*}
i \varepsilon V^{\prime}=\left[H_{0}(x)+\varepsilon H_{1}(x, \varepsilon)\right] V, \quad,=\frac{d}{d x} \tag{1.1}
\end{equation*}
$$

where $H_{0}(x)$ is a Hermitian matrix, analytic and no two eigenvalues are identical on $I=[a, b]$, and $H_{1}(x, \varepsilon)$ is in the class of $C^{1}\left(I \times \bar{S}_{c}\right)$ with $S_{c}=(0, c]$. Here $a$ may be

[^106]$-\infty$ and $b$ may be $+\infty$. By a theorem of linear algebra due to F. Rellich [17] there exists a unitary matrix $U(x)$, analytic on $I$ such that
\[

$$
\begin{align*}
D_{1}(x) & =U^{-1}(x) H_{0}(x) U(x)  \tag{1.2}\\
& =\operatorname{diag}\left\{\lambda_{1}(x), \lambda_{2}(x), \cdots, \lambda_{n}(x)\right\}
\end{align*}
$$
\]

where $\left\{\lambda_{j}(x) \mid j=1,2, \cdots, n\right\}$ are the eigenvalues of $H_{0}(x)$, which are known to be real and analytic on $I$. Let

$$
\begin{equation*}
Y=U^{-1}(x) V . \tag{1.3}
\end{equation*}
$$

Then, the $n$ by $n$ matrix $Y$ satisfies a differential equation

$$
\begin{equation*}
i \varepsilon Y^{\prime}=\left[D_{1}(x)+\varepsilon R_{1}(x, \varepsilon)\right] Y \tag{1.4}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{1}(x, \varepsilon)=U^{-1}(x) H_{1}(x, \varepsilon) U(x)-i U^{-1}(x) U^{\prime}(x) \tag{1.5}
\end{equation*}
$$

Let

$$
\begin{equation*}
D(x, \varepsilon)=D_{1}(x)+\varepsilon \operatorname{diag} R_{1}(x, \varepsilon), \quad R(x, \varepsilon)=R_{1}(x, \varepsilon)-\operatorname{diag} R_{1}(x, \varepsilon) . \tag{1.6}
\end{equation*}
$$

Also, let

$$
\begin{align*}
& R_{0}(x, \varepsilon)=\operatorname{diag} R_{1}=\operatorname{diag}\left\{r_{1}^{0}, r_{2}^{0}, \cdots, r_{n}^{0}\right\}, \\
& R(x, \varepsilon)=\left(r_{j k}\right), \quad j, k=1,2, \cdots, n . \tag{1.7}
\end{align*}
$$

Then $r_{j j} \equiv 0$ and (1.4) becomes

$$
\begin{equation*}
i \varepsilon Y^{\prime}=[D(x, \varepsilon)+\varepsilon R(x, \varepsilon)] Y \text {. } \tag{1.8}
\end{equation*}
$$

Assume that

$$
\begin{align*}
& \lambda_{j}(x)-\lambda_{k}(x) \not \equiv 0 \quad \text { for } x \in I \quad(j \neq k ; j, k=1,2, \cdots, n),  \tag{1.9}\\
& \left\|H_{1}(x, \varepsilon)\right\| \leqq k, \quad x \in I, \varepsilon \in S_{c} \quad(j, k=1,2, \cdots, n) \tag{1.10}
\end{align*}
$$

where $k$ is a constant independent of $(x, \varepsilon)$ and $\|\|$ is a suitable norm of a matrix, and that

$$
\begin{align*}
& \int_{a}^{b}\left\|H_{1}(x, \varepsilon)\right\| d x \text { is uniformly bounded for } \varepsilon \in S_{c}  \tag{1.11}\\
& \int_{a}^{b}\left\|H_{1}^{\prime}(x, \varepsilon)\right\| d x \text { is uniformly bounded for } \varepsilon \in S_{c} \tag{1.12}
\end{align*}
$$

We shall prove the following.
Theorem 1. Under the assumptions (1.9)-(1.12), the fundamental matrix of (1.8) can be expressed as

$$
\begin{equation*}
Y=Z(x, \alpha, \varepsilon)\left(I_{n}+P(x, \varepsilon)\right), \quad I_{n}: n \times n \text { identity matrix } \tag{1.13}
\end{equation*}
$$

where $Z(x, \alpha, \varepsilon)$ is a fundamental matrix of

$$
\begin{equation*}
i \varepsilon Z^{\prime}=D(x, \varepsilon) Z, \quad Z(\alpha, \alpha, \varepsilon)=I_{n}, \tag{1.14}
\end{equation*}
$$

with $\alpha \in I$, and $P(x, \varepsilon)$ is an $n$ by $n$ matrix in the class $C^{1}\left(I \times S_{\hat{c}}\right),(0<\hat{c} \leqq c),\|P(x, \varepsilon)\|=$ $O\left(\varepsilon^{d}\right)$, with $d>0$, uniformly on I as $\varepsilon \rightarrow 0^{+}$, satisfying $P(\alpha, \varepsilon)=0$.

If the transformation (1.13) is taken to be $Y=\left(I_{n}+P\right) Z$, then the resulting equation for $P$ is longer and requires more complicated computation to find its solutions.

The points $x_{0} \in I$ where $\lambda_{j}\left(x_{0}\right)=\lambda_{k}\left(x_{0}\right)$ for certain $j, k(j \neq k ; j, k=1,2, \cdots, n)$ are called the turning points of (1.8).

An immediate result of Theorem 1 is that the system (1.1) has a fundamental solution

$$
\begin{equation*}
V(x, \varepsilon)=U(x) \exp \left\{-i \varepsilon^{-1} \int_{\alpha}^{x} D(t, \varepsilon) d t\right\}\left(I_{n}+P(x, \varepsilon)\right) \tag{1.15}
\end{equation*}
$$

which is uniformly valid on $I$. As the interval $I$ contains one or more turning points of the differential equation, i.e., points where some of $\left\{\lambda_{j}(x)\right\}$ coalesce, (1.15) may be considered a central connection formula valid at all turning points of $I$. (It is called "two point connection formula" by H. Turrittin [20] when there are only two singularities present.) As pointed out by H. Turrittin [20] and J. A. M. McHugh [14], the lateral connection formulas (or sectorial connection formulas in [20]) follow from central connection formulas; thus it is important to have (1.15).

Furthermore, when $a=-\infty$ and/or $b=+\infty$, (1.15) not only gives the asymptotic approximation of the solutions of (1.1) for $\varepsilon \rightarrow 0^{+}$, it also provides the asymptotic approximation of the solutions in terms of $x$ as $x$ tends to $a=-\infty$ and/or $b=+\infty$. In this case $P(-\infty, \varepsilon)$ or $P(\infty, \varepsilon)$ may be chosen to be zero. This is why it is called the doubly asymptotic formulas for the solutions of (1.1) (cf. W. Wasow [26]).

Similar to [8], a differential system of the form (1.8) which is taken into (1.14) by (1.13) with a matrix $P(x, \varepsilon)$ satisfying the properties described in Theorem 1 may be called a globally almost diagonal system. An entirely different method is used in [8] to prove results similar to Theorem 1 for a system without the factor $i$ in the left-hand side of the equation.

Theorem 1 will be used in $\S 9$ to prove an adiabatic approximation theorem in quantum mechanics for an $n$-dimensional slowly varying time-dependent Hamiltonian system with degenerate energy levels. This theorem was first proved by M. Born and V. Fock [2] and also studied later in the general setting by T. Kato [10] (also see R. L. Liboff [13] and A. Messiah [15]), even though the case of degenerate energy levels caused by crossing of eigenvalues is not rigorously studied in the general setting. However, a rigorous comprehensive asymptotic decomposition for the solutions of the Hamiltonian system in the presence of multidegenerate energy levels is yet to be derived (cf. W. Wasow [24], [25]). A special degeneracy of a special two-dimensional system was studied by K. O. Friedrich [3], [4]. Recently, H. Gingold [6], [7] provided a comprehensive asymptotic decomposition method for a two-dimensional system with general degeneracy. We will illustrate in this paper that his method can be generalized to an $n$-dimensional system.

Using the principle of superposition (e.g. see R. L. Liboff [13]) a criterion equivalent to the adiabatic approximation theorem will be established, which enables us to measure quantitatively the qualitative phenomenon of degeneracy (or symmetry) by the order of degeneracy of eigenvalues in a slowly varying time-dependent Hamiltonian system.

In § 10, two examples of Theorem 1 will be given, one for bounded and the other for unbounded $I$.

The method of taking the system (1.8) into (1.14) is an essential tool in the study of singularly perturbed differential equations. For instance, W. Wasow [23] used it to
calculate an adiabatic invariant of a second order equation with a simple turning point and A. Leung and K. Meyer [11] used it to study that for Hamiltonian systems with distinct and purely imaginary eigenvalues.

If $H_{0}+\varepsilon H_{1}$ in (1.1) is an infinite (or a general Hamiltonian) matrix, we cannot expect Theorem 1 to hold. However, if the "orders" of all turning points of this infinite system are bounded, then an analogue of Theorem 1 is expected to hold under fairly general conditions.

The requirement that $H_{0}$ is analytic can be relaxed considerably if we apply the methods in H . Gingold [5].
2. Preliminary reduction. From equations (1.8), (1.13) and (1.14), we have

$$
\begin{equation*}
i P^{\prime}=Z^{-1}(x, \alpha, \varepsilon) R Z(x, \alpha, \varepsilon)\left(I_{n}+P\right), \quad P(\alpha, \varepsilon)=0, \quad \alpha \in I \tag{2.1}
\end{equation*}
$$

Equation (2.1) can be written equivalently as

$$
\begin{equation*}
P(x, \varepsilon)=-i \int_{\alpha}^{x} Z^{-1}(t, \alpha, \varepsilon) R(t, \varepsilon) Z(t, \alpha, \varepsilon)\left(I_{n}+P(t, \varepsilon)\right) d t \tag{2.2}
\end{equation*}
$$

Put

$$
\begin{equation*}
L P=-i \int_{\alpha}^{x} Z^{-1} R Z P d t \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{0}=L I_{n} . \tag{2.4}
\end{equation*}
$$

Then, (2.2) is expressible as

$$
\begin{equation*}
P=P_{0}+L P \tag{2.5}
\end{equation*}
$$

or,

$$
\begin{equation*}
P=P_{0}+L P_{0}+L^{2} P=L I_{n}+L^{2} I_{n}+L^{2} P \tag{2.6}
\end{equation*}
$$

From (1.14), since $D(x, \varepsilon)$ is diagonal,

$$
\begin{equation*}
Z(x, \alpha, \varepsilon)=\exp \left\{-i \varepsilon^{-1} \int_{\alpha}^{x} D(t, \varepsilon) d t\right\} . \tag{2.7}
\end{equation*}
$$

Thus,

$$
\begin{align*}
L^{2} P= & \int_{\alpha}^{x} Z^{-1}(s, \alpha, \varepsilon) R(s, \varepsilon) Z(s, \alpha, \varepsilon) \\
& \cdot\left\{\int_{\alpha}^{s} Z^{-1}(t, \alpha, \varepsilon) R(t, \varepsilon) Z(t, \alpha, \varepsilon) P(t, \varepsilon) d t\right\} d s \tag{2.8}
\end{align*}
$$

or, by changing the order of integration,

$$
\begin{align*}
L^{2} P= & \int_{\alpha}^{x}\left\{\int_{t}^{x} Z^{-1}(s, \alpha, \varepsilon) R(s, \varepsilon) Z(s, \alpha, \varepsilon) d s\right\}  \tag{2.9}\\
& \cdot Z^{-1}(t, \alpha, \varepsilon) R(t, \varepsilon) Z(t, \alpha, \varepsilon) P(t, \varepsilon) d t .
\end{align*}
$$

Put

$$
\begin{equation*}
D(x, \varepsilon)=\operatorname{diag}\left\{d_{1}(x, \varepsilon), d_{2}(x, \varepsilon), \cdots, d_{n}(x, \varepsilon)\right\} \tag{2.10}
\end{equation*}
$$

Then, by (1.6) and (1.7),

$$
\begin{equation*}
d_{j}(x, \varepsilon)=\lambda_{j}(x)+\varepsilon r_{j}^{0}(x, \varepsilon), \quad j=1,2, \cdots, n \tag{2.11}
\end{equation*}
$$

Put

$$
\begin{equation*}
L^{2} P=\left(A_{j k}\right) \quad \text { and } \quad P=\left(p_{j k}\right), \quad j, k=1,2, \cdots, n . \tag{2.12}
\end{equation*}
$$

By (1.7), (2.7) and (2.10), we have

$$
\begin{align*}
& \left(Z^{-1}(s, \alpha, \varepsilon) R(s, \varepsilon) Z(s, \alpha, \varepsilon)\right)_{j k}  \tag{2.13}\\
& \quad=\left\{\begin{array}{l}
r_{j k}(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s}\left[d_{j}(\eta, \varepsilon)-d_{k}(\eta, \varepsilon)\right] d \eta\right\} \text { if } j \neq k \\
0 \quad \text { if } j=k
\end{array}\right.
\end{align*}
$$

Then,

$$
\begin{array}{r}
A_{j k}=\int_{\alpha}^{x} \sum_{l=1}^{n}\left[\sum_{h=1}^{n}\left(\int_{t}^{x} r_{j h}(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s}\left(d_{j}(\eta, \varepsilon)-d_{h}(\eta, \varepsilon)\right) d \eta\right\} d s\right)\right. \\
\left.\cdot r_{h l}(t, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{t}\left(d_{h}(\eta, \varepsilon)-d_{l}(\eta, \varepsilon)\right) d \eta\right\}\right] p_{l k}(t, \varepsilon) d t . \tag{2.14}
\end{array}
$$

In order to prove Theorem 1, we have to establish that

$$
\begin{equation*}
\left\|L^{2} P\right\| \leqq L(\varepsilon)\|P\| \tag{2.15}
\end{equation*}
$$

for a suitable norm ||| ||| of a matrix, where $L(\varepsilon)$ is a quantity which depends only on $\varepsilon$ and tends to 0 as $\varepsilon \rightarrow 0^{+}$. We will introduce an alternate stationary phase method for several turning points, in several steps, in §§ 3-7.

The method used in the proof of Theorem 1 is different from those employed by W. A. Harris, Jr. and D. A. Lutz [9], N. Levinson [12], Y. Sibuya [18] and W. Wasow [22], [26]. The integral operator $L$ given by (2.3) depends on the fundamental matrix $Z(x, s, \varepsilon)$ of (1.14), given by (2.7), but (2.6) is linear in P. Thus, it is possible to find $P(x, \varepsilon)$ uniformly valid on $I$, even though it contains one or more turning points of (1.8). Therefore, the tedious construction of the connection formulas can be avoided.
3. Alternative to stationary phase method. Consider

$$
\begin{equation*}
J(a, b, \alpha)=\int_{a}^{b} r(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} p(\eta, \varepsilon) d \eta\right\} d s, \quad a \leqq \alpha \leqq b \tag{3.1}
\end{equation*}
$$

where $r(x, \varepsilon)$ is in $C^{1}\left(I \times \bar{S}_{c}\right)$, and $p(x, \varepsilon)$ is real analytic on $I \times \bar{S}_{c}$. Assume that the following conditions are satisfied:
(i) $p(x, 0)$ vanishes at some points of $I$, but is not identically zero on $I$;
(ii) There exists a positive constant $g_{1}$ such that

$$
\begin{equation*}
\left|p^{\prime}(x, \varepsilon)\right| \leqq g_{1} \quad \text { for } x \in I, \quad \varepsilon \in S_{c} \tag{3.2}
\end{equation*}
$$

(iii) There exist two positive constants $m_{1}$ and $m_{2}$ such that

$$
\begin{gather*}
|r(x, \varepsilon)| \leqq m_{1} \quad \text { for } x \in I, \quad \varepsilon \in S_{c},  \tag{3.3}\\
\int_{a}^{b}|r(s, \varepsilon)| d s \leqq m_{2}, \quad \int_{a}^{b}\left|r^{\prime}(s, \varepsilon)\right| d s \leqq m_{2} \quad \text { for } \varepsilon \in S_{c} . \tag{3.4}
\end{gather*}
$$

The zeros of $p(x, 0)$ are called the "turning points" of the integral $J(a, b, \alpha)$.

First note that, by integration by parts, (3.1) is expressible as

$$
\begin{align*}
J(a, b, \alpha)= & {\left[-i \varepsilon r(s, \varepsilon) \frac{1}{p(s, \varepsilon)} \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} p(\eta, \varepsilon) d \eta\right\}\right]_{a}^{b} } \\
& +i \varepsilon \int_{a}^{b} \frac{r^{\prime}(s, \varepsilon) p(s, \varepsilon)-r(s, \varepsilon) p^{\prime}(s, \varepsilon)}{[p(s, \varepsilon)]^{2}} \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} p(\eta, \varepsilon) d \eta\right\} d s \tag{3.5}
\end{align*}
$$

We shall use (3.5) to estimate the integral $J(a, b, \alpha)$ as $\varepsilon \rightarrow 0^{+}$in several steps, each proved as a lemma.

Lemma 1. For $\alpha, \beta, t \in[a, b], J(a, b, \alpha)$ satisfies

$$
\begin{equation*}
J(a, b, \alpha)=J(a, t, \alpha)+J(t, b, \beta) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{\beta} p(\eta, \varepsilon) d \eta\right\} . \tag{3.6}
\end{equation*}
$$

Consequently, $|J(a, b, \alpha)|$ is independent of $\alpha$ and

$$
\begin{equation*}
|J(a, b, \alpha)| \leqq|J(a, t, \alpha)|+|J(t, b, \beta)| \quad \text { for all } \alpha, \beta, t \in[a, b] . \tag{3.7}
\end{equation*}
$$

Lemma 2. Suppose that $a$ is finite, $p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible as

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=(x-a)^{\nu_{a}} \hat{p}(x) \tag{3.8}
\end{equation*}
$$

where $\nu_{a}$ is a positive integer, $\hat{p}(x)$ is real analytic on I and satisfying

$$
\begin{equation*}
0<g_{2} \leqq|\hat{p}(x)| \quad \text { for } x \in I \tag{3.9}
\end{equation*}
$$

with $g_{2}$ a positive constant. Assume that the conditions (3.3) and (3.4) hold. Then, there exist three positive constants $K_{a}, l_{a}$ and $c_{a}$ satisfying $0<\nu_{a} l_{a}<1,0<c_{a} \leqq c$ such that

$$
\begin{equation*}
\left|J\left(a+\varepsilon^{l_{a}}, t, \alpha\right)\right| \leqq K_{a} \varepsilon^{1-\nu_{a} l_{a}} \tag{3.10}
\end{equation*}
$$

for $a+\varepsilon^{l_{a}} \leqq t, \alpha \leqq b, \varepsilon \in S_{c_{a}}$.
Lemma 2A. Suppose that $a=-\infty, p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible as

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=x^{-\nu_{a}} \hat{p}(x) \tag{3.11}
\end{equation*}
$$

where $\nu_{a}$ is a positive integer, $\hat{p}(x)$ is real analytic on I and satisfying (3.9). Assume that (3.3) and (3.4) hold. Furthermore, assume that $r(x, \varepsilon)$ is expressible as

$$
\begin{equation*}
r(x, \varepsilon)=x^{-2} \hat{r}(x, \varepsilon) \tag{3.12}
\end{equation*}
$$

for $x \in(-\infty,-q), \varepsilon \in S_{c}$, where $q$ is a suitable positive constant, and

$$
\begin{equation*}
|\hat{r}(x, \varepsilon)| \leqq m_{3} \tag{3.13}
\end{equation*}
$$

for $s \in(-\infty,-q)$ and $\varepsilon \in S_{c}$ with $m_{3}$ a positive constant. Then, there exist three positive constants $K_{a}, d_{a}$, and $c_{a}$ with $0<d_{a}<1,0<c_{a} \leqq c$ such that

$$
\begin{equation*}
|J(-\infty, t, \alpha)| \leqq K_{a} \varepsilon^{d_{a}} \tag{3.14}
\end{equation*}
$$

for $-\infty<t, \alpha \leqq b, \varepsilon \in S_{c_{a}}$.
Lemma 3. Suppose that $b$ is finite, $p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible as

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=(x-b)^{\nu}{ }^{\nu} \hat{p}(x) \tag{3.15}
\end{equation*}
$$

where $\nu_{b}$ is a positive integer, $\hat{p}(s)$ is real analytic on I and satisfies (3.9). Under the conditions (3.3) and (3.4), there exist three positive constants $K_{b}, l_{b}$ and $c_{b}$ satisfying $0<\nu_{b} l_{b}<1$ and $0<c_{b} \leqq c$ such that

$$
\begin{equation*}
\left|J\left(t, b-\varepsilon^{l_{b}}, \alpha\right)\right| \leqq K_{b} \varepsilon^{1-\nu_{b} l_{b}} \tag{3.16}
\end{equation*}
$$

for $a \leqq t, \alpha \leqq b-\varepsilon^{l_{b}}, \varepsilon \in S_{c_{b}}$.

Lemma 3A. Suppose that $b=+\infty, p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible as

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=x^{-\nu_{b}} \hat{p}(x) \tag{3.17}
\end{equation*}
$$

where $\nu_{b}$ is a positive integer, $\hat{p}(s)$ is real analytic on I and satisfying (3.9). Assume that (3.3) and (3.4) hold. Furthermore, assume that $r(x, \varepsilon)$ is expressible as in (3.12) and satisfies (3.13) for $x \in(q,+\infty), \varepsilon \in S_{c}$ where $q$ is a suitable positive constant. Then, there exist three positive constants $K_{b}, d_{b}$, and $c_{b}$ with $0<d_{b}<1,0<c_{b} \leqq c$ such that

$$
\begin{equation*}
|J(t,+\infty, \alpha)| \leqq K_{b} \varepsilon^{d_{b}} \tag{3.18}
\end{equation*}
$$

for $a \leqq t, \alpha<+\infty, \varepsilon \in S_{c_{b}}$.
Lemma 4. Suppose that $a$ and $b$ are both finite, $p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible in the form

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=(x-a)^{\nu_{a}}(x-b)^{\nu} \hat{p}(x) \tag{3.19}
\end{equation*}
$$

where $\nu_{a}$ and $\nu_{b}$ are positive integers. Under the conditions (3.3), (3.4) and (3.9), there exist five positive constants $K_{a b}, l_{a}, l_{b}, d_{a b}$ and $c_{a b}$, with $0<\nu_{a} l_{a}<1,0<\nu_{b} l_{b}<1,0<d_{a b}<1$ and $0<c_{a b} \leqq c$, such that

$$
\begin{equation*}
\left|J\left(a+\varepsilon^{l_{a}}, b-\varepsilon^{l_{b}}, \alpha\right)\right| \leqq K_{a b} \varepsilon^{d_{a b}} \tag{3.20}
\end{equation*}
$$

for $a \leqq \alpha \leqq b, \varepsilon \in S_{c_{a b}}$.
Lemma 5. Suppose that $p(x, \varepsilon)$ is independent of $\varepsilon$ and expressible in the form

$$
\begin{equation*}
p(x, \varepsilon) \equiv p(x)=\left[\prod_{j=1}^{m}\left(x-\alpha_{j}\right)^{\nu_{j}}\right] \hat{p}(x) \tag{3.21}
\end{equation*}
$$

where $a \leqq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{m-1}<\alpha_{m} \leqq b$ (equality may hold only when $a \neq-\infty, b \neq \infty$ ), and $\nu_{j}(j=1,2, \cdots, m)$ are positive constants. Under the assumptions (3.3), (3.4) and (3.9), there exist positive constants $K_{1}, d_{1}$ and $c_{1}\left(0<d_{1}<1,0<c_{1} \leqq c\right)$ such that

$$
\begin{equation*}
|J(a, b, \alpha)| \leqq K_{1} \varepsilon^{d_{1}} \quad \text { for } a \leqq \alpha \leqq b, \quad \varepsilon \in S_{c_{1}} . \tag{3.22}
\end{equation*}
$$

Lemma 1 follows easily from (3.1). As a matter of fact,

$$
\begin{aligned}
& J(a, t, \alpha)+J(t, b, \beta) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{\beta} p(\eta, \varepsilon) d \eta\right\} \\
&= \int_{a}^{t} r(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} p(\eta, \varepsilon) d \eta\right\} d s \\
&+\int_{t}^{b} r(s, \varepsilon) \exp \left\{i \varepsilon^{-1}\left[\int_{\beta}^{s} p(\eta, \varepsilon) d \eta+\int_{\alpha}^{\beta} p(\eta, \varepsilon) d \eta\right]\right\} d s \\
&=\left(\int_{a}^{t}+\int_{t}^{b}\right) r(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} p(\eta, \varepsilon) d \eta\right\} d s=J(a, b, \alpha) .
\end{aligned}
$$

Remarks. (1) The points $b$ in Lemmas 2, 2A and 5 may be $+\infty$ and $a$ in Lemma $3,3 \mathrm{~A}$ and 5 may be $-\infty$.
(2) If $l_{a}$ is chosen to be $l_{a}=\left(1+\nu_{a}\right)^{-1}$, then

$$
\begin{equation*}
1-\nu_{a} l_{a}=\left(1+\nu_{a}\right)^{-1}=l_{a} . \tag{3.23}
\end{equation*}
$$

Then (3.10) agrees with the estimate obtained by the traditional stationary phase method (e.g. see F. W. J. Olver [16, p. 101]). The estimate for (3.16) can be treated similarly. Thus, our method contains the traditional stationary phase method as a special case, but does not need to utilize the integration in the complex plane.
(3) If $p(x, 0)$ is in the form of (3.21), $x=\alpha_{j}(j=1,2, \cdots, m)$ are called "turning points" of $J(a, b, \alpha)$ of order $\nu_{j}$, respectively. If $p(x, 0)$ is in the form of (3.17), the order of the turning point $x=+\infty$ is

$$
\begin{equation*}
\nu_{\infty}=\nu_{b}-2 . \tag{3.24}
\end{equation*}
$$

Similarly, if $p(x, 0)$ is in the form of (3.11), the order of the turning point $x=-\infty$ is

$$
\begin{equation*}
v_{-\infty}=v_{\mathrm{a}}-2 \tag{3.25}
\end{equation*}
$$

(4) For the system (1.8), if $x=x_{0}$ is a turning point arised in more than one entries of $A_{j k}$ (cf. (2.14)), the highest order is taken to be the order of the system at this turning point.
(5) To avoid cumbersome notation, the subscript $h$ for $\nu_{h}, l_{h}, K_{h}$ and $d_{h}$, in this paper, is to denote either a point on $[a, b]$ or an index of the points on $[a, b]$. As it is clear from the text, we utilize both notation without warning.
(6) N. Bleistein [1] and F. Ursell [21] studied the asymptotic expansions of $J(a, b, \alpha)$ in fractional powers when several zeros of $p(x, \varepsilon)$ are nearly coincident at $x=0$. Their methods differ from ours as they employ transformations of variables and special functions. Their method is more in the spirit of the method of steepest descent, while ours is a straightforward alternative to the stationary phase method.
4. Proof of Lemmas 2 and 3. Let us prove Lemma 2 and consider first the case when $b$ is finite. By (3.3), (3.8) and (3.9), we have

$$
\begin{equation*}
\left|\frac{r(t, \varepsilon)}{p(t)}\right|+\left|\frac{r\left(a+\varepsilon^{l_{a}}, \varepsilon\right)}{p\left(a+\varepsilon^{l_{a}}\right)}\right| \leqq \frac{2 m_{1}}{g_{2}} \varepsilon^{-\nu_{a} l_{a}} \tag{4.1}
\end{equation*}
$$

for $a+\varepsilon^{l_{a}} \leqq t \leqq b$.
In order to estimate the second term of (3.5), note that, since $\hat{p}(x)$ is analytic on $I$, there exists a positive constant $g_{3}$ such that

$$
\begin{equation*}
\left|\hat{p}^{\prime}(x)\right| \leqq g_{3} \quad \text { for } x \in I . \tag{4.2}
\end{equation*}
$$

By (3.4), (3.8) and (3.9), we have

$$
\begin{equation*}
\int_{a+\varepsilon^{\prime} a}^{t}\left|\frac{r^{\prime}(s, \varepsilon)}{p(s)}\right| d s \leqq \frac{m_{2}}{g_{2}} \varepsilon^{-\nu_{a} I_{a}} . \tag{4.3}
\end{equation*}
$$

(i) If $\nu_{a}>1$, by (3.3) and (3.8), we have
$\int_{a+\varepsilon^{\prime} a}^{t}\left|\frac{r(s, \varepsilon) p^{\prime}(s)}{[p(s)]^{2}}\right| d s \leqq m_{1} \int_{a+\varepsilon^{\prime} a}^{t}\left|\frac{\nu_{a}}{(s-a)^{\nu_{a}+1} \hat{p}(s)}+\frac{\hat{p}^{\prime}(s)}{(s-a)^{\nu_{a}}[\hat{p}(s)]^{2}}\right| d s$ $\leqq m_{1}\left\{\frac{\nu_{a}}{g_{2}} \int_{a+\varepsilon^{\prime} a}^{t} \frac{d s}{(s-a)^{\nu_{a}+1}}+\frac{g_{3}}{g_{2}^{2}} \int_{a+\varepsilon^{\prime} a}^{t} \frac{d s}{(s-a)^{\nu_{a}}}\right\}$

$$
\begin{equation*}
\leqq m_{1}\left\{\frac{\nu_{a}}{g_{2}}\left(\frac{1}{\varepsilon^{\nu_{a} I_{a}}}-\frac{1}{(t-a)^{\nu_{a}}}\right)\right. \tag{4.4}
\end{equation*}
$$

$$
\left.+\frac{g_{3}}{g_{2}^{2}}\left(\frac{1}{\left(\nu_{a}-1\right) \varepsilon^{\left(\nu_{a}-1\right) l_{a}}}-\frac{1}{\left(\nu_{a}-1\right)(t-a)^{\nu_{a}-1}}\right)\right\}
$$

$$
\leqq m_{1}\left\{\frac{\nu_{a}}{g_{2}} \frac{1}{\varepsilon^{\nu_{a} I_{a}}}+\frac{g_{3}}{g_{2}^{2}} \frac{1}{\left(\nu_{a}-1\right) \varepsilon^{\left(\nu_{a}-1\right)_{a}}}\right\}
$$

$$
=\frac{m_{1}}{\varepsilon^{\nu_{a} l_{a}} g_{2}}\left\{\nu_{a}+\frac{g_{3}}{g_{2}\left(\nu_{a}-1\right)} \varepsilon^{l_{a}}\right\}
$$

$$
=K_{1} \varepsilon^{-\nu_{a} I_{a}} \quad \text { for } \varepsilon \in S_{c_{a}}
$$

where $K_{1}=\left(m_{1} / g_{2}\right)\left\{\nu_{a}+\left(g_{3} /\left(g_{2}\left(\nu_{a}-1\right)\right)\right) c_{a}^{l_{a}}\right\}$ with $c_{a}$ to be specified.
(ii) If $\nu_{a}=1$, then $p^{\prime}(s)=\hat{p}(s)+(s-a) \hat{p}^{\prime}(s)$ and

$$
\begin{aligned}
\int_{a+\varepsilon^{\prime} a}^{t}\left|\frac{r(s, \varepsilon) p^{\prime}(s)}{[p(s)]^{2}}\right| d s & \leqq m_{1}\left\{\int_{a+\varepsilon^{\prime} a}^{t}\left|\frac{1}{(s-a)^{2} \hat{p}(s)}+\frac{\hat{p}^{\prime}(s)}{(s-a) \hat{p}(s)^{2}}\right| d s\right\} \\
& \leqq m_{1}\left\{\frac{1}{g_{2}} \int_{a+\varepsilon^{\prime} a}^{t} \frac{d s}{(s-a)^{2}}+\frac{g_{3}}{g_{2}^{2}} \int_{a+\varepsilon_{a}^{\prime} a}^{t} \frac{d s}{(s-a)}\right\} \\
& \leqq m_{1}\left\{\frac{1}{g_{2}}\left(\frac{1}{\varepsilon^{l_{a}}}-\frac{1}{t-a}\right)+\frac{g_{3}}{g_{2}^{2}}\left(|\log (t-a)|+\left|\log \varepsilon^{l_{a}}\right|\right)\right\} \\
& \leqq \frac{m_{1}}{g_{2}}\left\{\frac{1}{\left.\varepsilon^{l_{a}}+\frac{2 g_{3}}{g_{2}}\left|\log \varepsilon^{l_{a}}\right|\right\} \leqq K_{2} \varepsilon^{-\nu_{a} l_{a}}}\right.
\end{aligned}
$$

if $0<\varepsilon<\min \left\{1,(b-a)^{1 / I_{a}},(b-a)^{-1 / l_{a}}\right\}$, where

$$
K_{2}=\frac{m_{1}}{g_{2}}\left\{1+\frac{2 g_{3}}{e g_{2}}\right\} .
$$

Here we use the fact that $0>x^{l} \log x>-e^{-1}$ for $0<x<1$ and positive constant $l$. Thus, in either case, if

$$
\begin{equation*}
c_{a}=\min \left\{c, 1,(b-a)^{1 / l_{a}},(b-a)^{-1 / l_{a}}\right\}, \tag{4.6}
\end{equation*}
$$

there exists a positive constant $K_{a}$ such that (3.10) is satisfied for $\varepsilon \in S_{c}$.
If $b=\infty$, and $t \rightarrow \infty$, (4.1) and (4.3) hold also. Instead of using (4.4) or (4.5), observe that

$$
\begin{align*}
\left|\int_{a+\varepsilon^{\prime} a}^{\infty} \frac{r(s, \varepsilon) p^{\prime}(s)}{[p(s)]^{2}} d s\right| & \leqq m_{1}\left|\int_{a+\varepsilon^{\prime} a}^{\infty} \frac{p^{\prime}(s)}{[p(s)]^{2}} d s\right| . \\
& =m_{1}\left|\left[\frac{1}{p(s)}\right]_{a+\varepsilon^{\prime} a}^{\infty}\right| \leqq \frac{m_{1}}{g_{2}} \varepsilon^{-\nu_{a} l_{a}}, \tag{4.7}
\end{align*}
$$

for $\varepsilon \in S_{c_{a}}$ since $p(\infty)=\infty$ in this case. In this case $c_{a}=\min \{c, 1\}$.
Similarly, Lemma 3 is proved for both finite $a$ and $a=-\infty$.
Remark. The condition (4.2) is used, instead of (3.2), when $p(x)$ is in the form of (3.8). The same is true for the situations given in Lemmas 2A-5.
5. Proof of Lemmas 2 A and 3A. Let us prove Lemma 2 A and consider first the case that $b$ is finite. Let

$$
\gamma_{a}= \begin{cases}-\infty & \text { if } b \geqq 0,  \tag{5.1}\\ b^{-1} & \text { if } b<0,\end{cases}
$$

and $l_{a}$ be a positive constant satisfying $0<\nu_{a} l_{a}<1$. Note that $|J(a, b, \alpha)|$ is independent of $\alpha$. Then, by (3.7), we have

$$
\begin{equation*}
|J(-\infty, b, \alpha)| \leqq\left|J\left(-\infty,-\varepsilon^{-l_{a}}, \alpha\right)\right|+\left|J\left(-\varepsilon^{-l_{a}}, \gamma_{a}^{-1}, \beta\right)\right|+\left|J\left(\gamma_{a}^{-1}, b, \gamma\right)\right|, \tag{5.2}
\end{equation*}
$$

for $-\infty<\alpha, \beta, \gamma \leqq b$.

By (3.5), (3.3) and (3.4), as $p(s)$ is analytic, nonzero for $\gamma_{a}^{-1} \leqq s \leqq b$, there is a nonnegative constant $K_{1}$ such that

$$
\begin{equation*}
\left|J\left(\gamma_{a}^{-1}, b, \gamma\right)\right| \leqq K_{1} \varepsilon \quad \text { for }-\infty<\gamma \leqq b, \quad \varepsilon \in S_{c} \tag{5.3}
\end{equation*}
$$

In order to estimate $\left|J\left(-\infty,-\varepsilon^{-l_{a}}, \alpha\right)\right|$ and $\left|J\left(-\varepsilon^{-l_{a}}, \gamma_{a}^{-1}, \beta\right)\right|$, put

$$
\begin{equation*}
s=z^{-1} \tag{5.4}
\end{equation*}
$$

Then, by (3.1), (5.4), (3.11), (3.12) and (3.13), we have

$$
\begin{align*}
\left|J\left(-\infty,-\varepsilon^{-l_{a}}, \alpha\right)\right| & =\left|\int_{0}^{-\varepsilon^{\prime} a} \hat{r}\left(\frac{1}{z}, \varepsilon\right) z^{2} \exp \left\{i \varepsilon^{-1} \int_{\alpha^{-1}}^{z} p\left(\frac{1}{\eta}\right)\left(-\frac{d \eta}{\eta^{2}}\right)\right\}\left(-\frac{d z}{z^{2}}\right)\right|  \tag{5.5}\\
& \leqq m_{3} \varepsilon^{l_{a}}
\end{align*}
$$

for $\varepsilon \in S_{c_{a}}$, where $-\varepsilon^{l_{a}}<\alpha^{-1}<0$ and

$$
\begin{equation*}
c_{a}=\min \left\{1, c, q^{-1 / l_{a}},(-b)^{-1 / l_{a}}\right\} \tag{5.6}
\end{equation*}
$$

Also, from (3.5), we have

$$
\begin{align*}
\left|J\left(-\varepsilon^{-l_{a}}, \gamma_{a}^{-1}, \beta\right)\right| \leqq & \leqq\left|\left[r\left(\frac{1}{z}, \varepsilon\right) \frac{1}{z^{\nu_{a}} \hat{p}(1 / z)}\right]_{-\varepsilon^{\prime} a}^{\gamma_{a}}\right| \\
& +\varepsilon \int_{\gamma_{a}}^{-\varepsilon^{\prime} a}\left|\frac{(d r / d z)(1 / z, \varepsilon) p(1 / z)-r(1 / z, \varepsilon)(d p / d z)(1 / z)}{[p(1 / z)]^{2}}\right| d z \tag{5.7}
\end{align*}
$$

By (3.3), (3.11) and (5.6)

$$
\begin{equation*}
\left|\frac{r\left(\gamma_{a}^{-1}, \varepsilon\right)}{\gamma_{a}^{\nu_{a}} \hat{p}\left(\gamma_{a}^{-1}\right)}\right|+\left\lvert\, \frac{r\left(-\varepsilon^{-I_{a}}, \varepsilon\right)}{\left(-\varepsilon_{a}^{\left.l_{a}\right)^{\nu_{a}} \hat{p}\left(-\varepsilon^{-l_{a}}\right)} \left\lvert\, \leqq \frac{2 m_{1}}{g_{2}} \varepsilon^{-\nu_{a} I_{a}}\right., ~\right. \text { and }}\right. \tag{5.8}
\end{equation*}
$$

for $\varepsilon \in S_{c_{a}}$. By (3.4), (3.11) and (5.6), we have

$$
\begin{equation*}
\int_{\gamma_{a}}^{-\varepsilon_{a}^{\prime} a}\left|\frac{(d r / d z)(1 / z, \varepsilon)}{z^{\nu} a \hat{p}(1 / z)}\right| d z \leqq \frac{m_{2}}{\varepsilon^{\nu} l_{a} g_{2}} \tag{5.9}
\end{equation*}
$$

for $\varepsilon \in S_{c_{a}}$. Also, similar to (4.4) and (4.5), there exists a positive constant $K_{4}$ such that

$$
\begin{equation*}
\int_{\gamma_{a}}^{-\varepsilon^{\prime} a}\left|\frac{r(1 / z, \varepsilon)(d p / d z)(1 / z)}{[p(1 / z)]^{2}}\right| d z \leqq K_{4} \varepsilon^{-\nu_{a} l_{a}} \tag{5.10}
\end{equation*}
$$

for $\varepsilon \in S_{c_{a}}$.
Thus, by (5.3), (5.5), (5.7), (5.8), (5.9) and (5.10), we have (3.14) for a suitable positive constant $K_{a}$, and

$$
\begin{equation*}
d_{a}=\min \left\{l_{a}, 1-\nu_{a} l_{a}\right\} . \tag{5.11}
\end{equation*}
$$

If $b=+\infty$, then, by (3.7), we can apply

$$
\begin{equation*}
|J(-\infty, \infty, \alpha)| \leqq|J(-\infty, \hat{\alpha}, \alpha)|+|J(\hat{\alpha}, \hat{\beta}, \beta)|+|J(\hat{\beta}, \infty, \gamma)| \tag{5.12}
\end{equation*}
$$

for suitable finite constants $\hat{\alpha}, \hat{\beta}, \alpha, \beta$ and $\gamma(\hat{\alpha} \leqq \hat{\beta})$. The estimate of the first is shown above, that of the last term can be obtained in a similar fashion, and that of the middle term can be obtained by Lemma 2, or repeatedly using Lemma 2, similar to the proof of Lemma 4, if necessary. Thus, Lemma 2A is proved.

In a similar way, Lemma 3 A is proved.
6. Proof of Lemma 4. For $p(x)$ in the form of (3.19), let $0<\nu_{a} l_{a}<1,0<\nu_{b} l_{b}<1$ and

$$
\begin{equation*}
c_{a b}=\min \left\{c, 1,\left(\frac{b-a}{4}\right)^{1 / l_{a}},\left(\frac{b-a}{4}\right)^{1 / l_{b}},\left(\frac{b-a}{4}\right)^{-1 / l_{a}},\left(\frac{b-a}{4}\right)^{-1 / l_{b}}\right\} . \tag{6.1}
\end{equation*}
$$

Here, $a$ and $b$ are both finite. Then, by Lemma 2 and Lemma 3, there are two positive constants $K_{1 a}$ and $K_{1 b}$ such that

$$
\begin{align*}
& \left|J\left(a+\varepsilon^{l_{a}}, \frac{a+b}{2}, \alpha\right)\right| \leqq K_{1 a} \varepsilon^{1-\nu_{a} l_{a}}, \\
& \left|J\left(\frac{a+b}{2}, b-\varepsilon^{l_{b}}, \beta\right)\right| \leqq K_{1 b} \varepsilon^{1-\nu_{b} l_{b}}, \tag{6.2}
\end{align*}
$$

for $\alpha, \beta \in[a, b], \varepsilon \in S_{c_{a b}}$. Let

$$
\begin{equation*}
d_{a b}=\min \left\{1-\nu_{a} l_{a}, 1-\nu_{b} l_{b}\right\} . \tag{6.3}
\end{equation*}
$$

Then, by Lemma 2, there exists a suitable positive constant $K_{a b}$ such that

$$
\begin{equation*}
\left|J\left(a+\varepsilon^{l_{a}}, b-\varepsilon^{l_{b}}, \alpha\right)\right| \leqq K_{a b} \varepsilon_{a b}^{d_{a b}} \tag{6.4}
\end{equation*}
$$

for $\alpha \in[a, b], \varepsilon \in S_{c_{a b}}$. Thus Lemma 4 is proved.
7. Proof of Lemma 5. For $p(x)$ in the form of (3.21) first choose $m$ constants $l_{1}$, $l_{2}, \cdots, l_{m}$ satisfying

$$
\begin{equation*}
0<\nu_{j} l_{j}<1, \quad j=1,2, \cdots, m \tag{7.1}
\end{equation*}
$$

Let

$$
\begin{align*}
& \varepsilon_{a}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{1}=a, \\
\min \left\{\left(\frac{\alpha_{1}-a}{2}\right)^{1 / l_{a}},\left(\frac{\alpha_{1}-a}{2}\right)^{-1 / l_{a}}\right\}
\end{array} \quad \text { if } a<\alpha_{1},\right. \\
& \varepsilon_{b}= \begin{cases}1 & \text { if } \alpha_{m}=b, \\
\min \left\{\left(\frac{b-\alpha_{m}}{2}\right)^{1 / l_{m}},\left(\frac{b-\alpha_{m}}{2}\right)^{-1 / l_{m}}\right\} \quad \text { if } \alpha_{m}<b,\end{cases} \tag{7.2}
\end{align*}
$$

and

$$
\begin{align*}
& c_{1}=\min \left\{c, 1, \varepsilon_{a}, \varepsilon_{b},\left(\frac{\alpha_{j+1}-\alpha_{j}}{4}\right)^{1 / l_{j}},\left(\frac{\alpha_{j+1}-\alpha_{j}}{4}\right)^{-1 / l_{j}},\right. \\
&\left.\left(\frac{\alpha_{j+1}-\alpha_{j}}{4}\right)^{1 / l_{j+1}}, \left.\left(\frac{\alpha_{j+1}-\alpha_{j}}{4}\right)^{-1 / l_{j+1}} \right\rvert\, j=1,2, \cdots, m-1\right\} . \tag{7.3}
\end{align*}
$$

Also, let

$$
\begin{equation*}
\delta_{j}=\varepsilon^{l_{j}}, \quad j=1,2, \cdots, m, \tag{7.4}
\end{equation*}
$$

and

$$
\delta_{a}=\left\{\begin{array}{ll}
0 & \text { if } \alpha_{1}=a,  \tag{7.5}\\
\delta_{1} & \text { if } a<\alpha_{1},
\end{array} \quad \delta_{b}= \begin{cases}0 & \text { if } \alpha_{m}=b, \\
\delta_{m} & \text { if } \alpha_{m}<b .\end{cases}\right.
$$

Consider

$$
\begin{gather*}
I_{1}=\left[\alpha_{1}-\delta_{a}, \alpha_{1}\right] \cup\left[\alpha_{1}, \alpha_{1}+\delta_{1}\right]\left\{\bigcup_{j=2}^{m-1}\left[\alpha_{j}-\delta_{j}, \alpha_{j}+\delta_{j}\right]\right\} \\
\cup\left[\alpha_{m}-\delta_{m}, \alpha_{m}\right] \cup\left[\alpha_{m}, \alpha_{m}+\delta_{b}\right] \tag{7.6}
\end{gather*}
$$

and

$$
\begin{equation*}
I_{2}=[a, b]-\operatorname{Int}\left(I_{1}\right) . \tag{7.7}
\end{equation*}
$$

By Lemma $1,|J(a, b, \alpha)|$ is decomposed into

$$
\begin{equation*}
|J(a, b, \alpha)| \leqq J_{1}+J_{2} \tag{7.8}
\end{equation*}
$$

where $J_{1}$ is the sum of absolute values of the integrals over each subinterval of $I_{1}$ and $J_{2}$ is the sum of those over each subinterval of $I_{2}$.

To estimate each term in $J_{1}$, using (3.1) and (3.3), we can find a suitable positive constant $\hat{K}_{1}$ such that

$$
\begin{equation*}
J_{1}=\int_{I_{1}}|r(s, \varepsilon)| d s \leqq 2 m_{1} \sum_{j=1}^{m} \varepsilon^{l_{j}} \leqq \hat{K}_{1} \varepsilon^{\hat{d}} \tag{7.9}
\end{equation*}
$$

for $\varepsilon \in S_{c_{1}}$, where

$$
\begin{equation*}
\hat{d}=\min \left\{l_{1}, l_{2}, \cdots, l_{m}\right\} \tag{7.10}
\end{equation*}
$$

In order to estimate $J_{2}$, as $\hat{p}(x)$ satisfies (3.9), let

$$
\begin{align*}
& \hat{g}_{0}=\left(\inf _{a_{j} \leqq x \leqq \alpha_{1}} \prod_{j=2}^{m}\left|x-\alpha_{j}\right|^{\nu_{j}}\right) g_{2}, \\
& \hat{g}_{m}=\left(\inf _{\alpha_{m} \leqq x \leqq b} \prod_{j=1}^{m-1}\left|x-\alpha_{j}\right|^{\nu_{j}}\right) g_{2},  \tag{7.11}\\
& \hat{g}_{j}=\left(\inf _{\alpha_{j} \leqq x \leqq \alpha_{j+1}} \Pi_{j}^{\prime}\left|x-\alpha_{i}\right|^{\nu_{i}}\right) g_{2} \quad(j=1,2, \cdots, m-1)
\end{align*}
$$

where $\Pi_{j}^{\prime}$ is the product over all $i$ 's satisfying $1 \leqq i \leqq j-1, j+1 \leqq i \leqq m$. Then each $\hat{g}_{j}$ $(j=0,1,2, \cdots, m)$ is a positive constant. Note that $J_{2}$ is the sum

$$
\begin{equation*}
J_{2}=\left|\hat{J}\left(a, \alpha_{1}-\delta_{a}, \beta_{1}\right)\right|+\sum_{j=1}^{m-1}\left|J\left(\alpha_{j}+\delta_{j}, \alpha_{j+1}-\delta_{j+1}, \beta_{j}\right)\right|+\left|\hat{J}\left(\alpha_{m}+\delta_{m}, b, \beta_{m}\right)\right| \tag{7.12}
\end{equation*}
$$

where $\beta_{1}, \beta_{2}, \cdots, \beta_{m} \in[a, b]$. By (7.5)

$$
\begin{align*}
& \hat{J}\left(a, \alpha_{1}-\delta_{a}, \beta_{1}\right)= \begin{cases}0 & \text { if } a=\alpha_{1}, \\
J\left(a, \alpha_{1}-\delta_{1}, \beta_{1}\right) & \text { if } a<\alpha_{1},\end{cases}  \tag{7.13}\\
& \hat{J}\left(\alpha_{m}+\delta_{b}, b, \beta_{m}\right)= \begin{cases}0 & \text { if } \alpha_{m}=b, \\
J\left(\alpha_{m}+\delta_{m}, b, \beta_{m}\right) & \text { if } \alpha_{m}<b\end{cases}
\end{align*}
$$

By Lemma 3, using $\hat{g}_{0}$ for $g_{2}$ in (3.9), we have

$$
\begin{equation*}
\left|\hat{J}\left(a, \alpha_{1}-\delta_{a}, \beta_{1}\right)\right| \leqq \hat{K}_{0} \varepsilon^{1-\nu_{a} l_{a}} \quad \text { for } \beta_{1} \in[a, b], \quad \varepsilon \in S_{c_{1}} \tag{7.14}
\end{equation*}
$$

where $\hat{K}_{0}$ is zero if $a=\alpha_{1}$ and positive if $a<\alpha_{1}$. Similarly, by Lemma 2 and using $\hat{g}_{m}$ for $g_{2}$ in (3.9), we have

$$
\begin{equation*}
\left|\hat{J}\left(\alpha_{m}+\delta_{b}, b, \beta_{m}\right)\right| \leqq \hat{K}_{m} \varepsilon^{1-\nu_{b} l_{b}} \quad \text { for } \beta_{m} \in[a, b], \quad \varepsilon \in S_{c_{1}} \tag{7.15}
\end{equation*}
$$

where $\hat{K}_{m}$ is zero if $\alpha_{m}=b$, and positive if $\alpha_{m}<b$.

Also, by Lemma 4, using $\hat{g}_{j}$ for $g_{2}$ in (3.9), we have

$$
\begin{equation*}
\left|J\left(\alpha_{j}+\delta_{j}, \alpha_{j+1}-\delta_{j+1}, \beta_{j}\right)\right| \leqq \hat{K}_{j} \varepsilon^{\hat{a}_{j}}, \quad j=1,2, \cdots, m-1 \tag{7.16}
\end{equation*}
$$

for $\beta_{j} \in[a, b], \varepsilon \in S_{c_{1}}$, where $\hat{K}_{j}$ is a suitable positive constant, and

$$
\begin{equation*}
\hat{d}_{j}=\min \left(1-\nu_{j} l_{j}, 1-\nu_{j+1} l_{j+1}\right), \quad j=1,2, \cdots, m-1 . \tag{7.17}
\end{equation*}
$$

Let

$$
\begin{equation*}
d_{1}=\min \left(\hat{d}, 1-\nu_{1} l_{1}, 1-\nu_{2} l_{2}, \cdots, 1-\nu_{m} l_{m}\right) . \tag{7.18}
\end{equation*}
$$

Then, by (7.8), (7.9), (7.12), (7.14), (7.15) and (7.16), there is a positive constant $K_{1}$ such that (3.22) is satisfied. Thus, Lemma 5 is proved.

Remark. The value of $d_{1}$ may be actually larger if $r(x, 0)$ vanishes at the same point where $p(x, 0)$ vanishes, namely at the turning points of $J(a, b, \alpha)$.
8. Completion of proof of Theorem 1. Note first that, by the analyticity of $H_{0}, H_{1}$, $U$ and the conditions of (1.10)-(1.12), all the conditions of Lemmas 2-5 are satisfied. For $\alpha \in I$, let

$$
\begin{equation*}
\Delta_{j k}(x, \varepsilon):=d_{j}(x, \varepsilon)-d_{k}(x, \varepsilon)=q_{j k}(x)+\varepsilon \tilde{q}_{j k}(x, \varepsilon) \tag{8.1}
\end{equation*}
$$

and

$$
\begin{align*}
J_{j k}(a, b, \alpha) & :=\int_{a}^{b} r_{j k}(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} \Delta_{j k}(\eta, \varepsilon) d \eta\right\} d s,  \tag{8.2}\\
& =\int_{a}^{b} \hat{r}_{j k}(s, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{s} q_{j k}(\eta) d \eta\right\} d s, \\
& j, k=1,2, \cdots, n, \quad j \neq k,
\end{align*}
$$

where

$$
\hat{r}_{j k}(x, \varepsilon)=r_{j k}(x, \varepsilon) \exp \left\{i \int_{\alpha}^{x} \tilde{q}_{j k}(s, \varepsilon) d s\right\} .
$$

By (1.11) and (1.12), $\hat{r}_{j k}(x, \varepsilon)$ satisfies the conditions (3.3) and (3.4). We shall show first that there exists a function $G_{j k}(\varepsilon)$ such that

$$
\begin{equation*}
\left|J_{j k}(a, t, \alpha)\right| \leqq G_{j k}(\varepsilon) \quad \text { for } t \in I \tag{8.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{j k}(\varepsilon) \text { tends to } 0 \text { as } \varepsilon \rightarrow 0^{+} . \tag{8.4}
\end{equation*}
$$

(i) If all the turning points of $J_{j k}(a, b, \alpha)$ are finite in order and in number, then $q_{j k}(x)$ is expressible as

$$
\begin{equation*}
q_{j k}(x)=\left[\prod_{i=1}^{m_{j k}}\left(x-\alpha_{i}^{(j k)}\right)^{\nu_{i}^{(j k)}}\right] \hat{q}_{j k}(x) \tag{8.5}
\end{equation*}
$$

where $m_{j k}$ and $\nu_{i}^{(j k)}$ are positive integers, $\alpha_{i}^{(j k)} \in I\left(i=1,2, \cdots, m_{j k}\right)$, and $\hat{q}_{j k}(x)$ is real analytic on $I$ satisfying

$$
\begin{equation*}
0<g_{j k} \leqq\left|\hat{q}_{j k}(x)\right| \tag{8.6}
\end{equation*}
$$

for $x \in I$ with a positive constant $g_{j k}$. Then, by Lemma 5 , there exists $G_{j k}(\varepsilon)$ such that (8.3) and (8.4) are true. It is noteworthy that in this case, $a$ may be $-\infty$ and $b$ may be $+\infty$.
(ii) If $a=-\infty, b$ is finite and $a=-\infty$ is a turning point of $J_{j k}(a, b, \alpha)$, then there exists a positive integer $\nu_{0}^{(j k)}$ and a positive constant $\rho_{1},\left(-\rho_{1} \leqq b\right)$, such that $q_{j k}(x)$ is expressible as

$$
\begin{equation*}
q_{j k}(x)=x^{-\nu_{0}^{(j k)}} \hat{q}_{j k}^{0}(x) \tag{8.7}
\end{equation*}
$$

for $x \in\left(-\infty,-\rho_{1}\right)$, where $\hat{q}_{j k}^{0}(x)$ is real analytic and satisfies

$$
\begin{equation*}
0<g_{j k}^{0}<\left|\hat{q}_{j k}^{0}(x)\right| \tag{8.8}
\end{equation*}
$$

for $x \in\left(-\infty,-\rho_{1}\right)$ with $g_{j k}^{0}$ a positive constant. Since $U(x)$ is a real analytic unitary matrix on $I$, and $r_{j k}(x, \varepsilon)$ is an entry of $R_{1}(x, \varepsilon)$ given by (1.15), it satisfies (3.12) and (3.13) for $x \in\left(-\infty,-\rho_{2}\right)$ with certain positive constant $\rho_{2}$ satisfying $-\rho_{2} \leqq b$. Let

$$
\begin{equation*}
\rho=\max \left\{\rho_{1}, \rho_{2}\right\} \tag{8.9}
\end{equation*}
$$

Then, by Lemma 2A, $J_{j k}(-\infty,-\rho, \alpha)$ satisfies (3.14). Combine this with the method of step (i) and by (3.7) we have (8.3).

Similarly, if $b=+\infty, a$ is finite and $b=+\infty$ is a turning point of $J_{j k}(a, b, \alpha)$, by Lemma 3A, we have (8.3).

If $a=-\infty, b=+\infty$ and both are turning points of $J_{j k}(-\infty,+\infty, \alpha)$, apply above discussion to $J_{j k}(-\infty,-\rho, \alpha), J_{j k}(-\rho, \rho, \alpha), J_{j k}(\rho,+\infty, \alpha)$ and by (3.7), we have (8.3).

Thus, (8.3) is true for all situations.
Now, let $\|P(x, \varepsilon)\|$ be a suitable norm of $P$ and

$$
\begin{equation*}
\|P\|=\sup _{x \in I}\|P(x, \varepsilon)\| . \tag{8.10}
\end{equation*}
$$

Then, by (2.14), (1.10), (1.11) and (8.3),

$$
\begin{align*}
\left|A_{j k}\right| & \leqq \sum_{l=1}^{n}\left[\sum_{h=1}^{n} G_{j h}(\varepsilon)\left|\int_{\alpha}^{x} r_{h l}(t, \varepsilon) \exp \left\{i \varepsilon^{-1} \int_{\alpha}^{t} \Delta_{h l}(\eta, \varepsilon) d \eta\right\} d t\right|\right]\|P\| \|  \tag{8.11}\\
& \leqq\left[\sum_{l, h=1}^{n} G_{j h}(\varepsilon) \hat{G}_{h l}\right]\| \| P \|
\end{align*}
$$

where $\hat{G}_{h l}$ are suitable positive constants. Let

$$
\begin{equation*}
L(\varepsilon)=\max _{1 \leqq j \leqq n}\left\{\sum_{l, h=1}^{n} G_{j h}(\varepsilon) \hat{G}_{h l}\right\} . \tag{8.12}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\left\|L^{2} P\right\| \leqq L(\varepsilon)\|P\| \tag{8.13}
\end{equation*}
$$

where $L(\varepsilon)$ tends to 0 as $\varepsilon \rightarrow 0^{+}$.
Similarly, if we let

$$
\begin{equation*}
\hat{L}(\varepsilon)=\left\|\hat{G}_{j k}(\varepsilon)\right\| \tag{8.14}
\end{equation*}
$$

then, we have

$$
\begin{equation*}
\left\|P_{0}\right\|=\left\|L I_{n}\right\| \leqq \leqq \hat{L}(\varepsilon) \tag{8.15}
\end{equation*}
$$

with $\hat{L}(\varepsilon)$ tending to 0 as $\varepsilon \rightarrow 0^{+}$.
Furthermore, if we choose $c_{3}$ such that

$$
\begin{equation*}
0<L(\varepsilon)<1 \tag{8.16}
\end{equation*}
$$

for $\varepsilon \in S_{c_{3}}$, then (2.6) defines a contraction mapping and

$$
\begin{align*}
\|P\| \| & \leqq\left\|P_{0}\right\|+\left\|L^{2} I_{n}\right\|\|+\| L^{2} P \| \\
& \leqq \hat{L}(\varepsilon)+L(\varepsilon)\left\|I_{n}\right\|\|+L(\varepsilon)\| P \| . \tag{8.17}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\|P\| \| \leqq \frac{\hat{L}(\varepsilon)+L(\varepsilon)\left\|I_{n}\right\|}{1-L(\varepsilon)} \tag{8.18}
\end{equation*}
$$

for $x \in I, \varepsilon \in S_{\hat{c}}$, where $\hat{c}=\min \left\{c_{1}, c_{2}, c_{3}\right\}$. Thus, Theorem 1 is proved.
9. Adiabatic approximation theorem. In this section, we shall investigate an adiabatic approximation theorem for an $n$-dimensional Hamiltonian system with multidegenerate energy levels. This theorem was first proved by M. Born and V. Fock [2] in 1928, and later studied in a general setting by T. Kato [10]. Although some cases of crossing of energy levels were discussed, as pointed out by Wasow [24], [25], the rigorous proof of a general situation as in Theorem 1 was not previously given.

This adiabatic approximation theorem will be shown to be true by observing the asymptotic behavior of the probabilities that eigenstates of the system stay in their original states. A comprehensive study of the size of such probabilities for a multidegenerate system has not been done before. This asymptotic analysis also will allow the computing of adiabatic invariants in the presence of several turning points. Although this paper studies the Hamiltonian system of a general degeneracy, the case of most general degeneracy, such as the degeneracy of two identical eigenvalues or of an infinite system, is not yet included here.

Given a slowly varying Hamiltonian operator $H(\varepsilon t)$ which depends on $x=\varepsilon t$ for small but nonvanishing parameter $\varepsilon$, where $t \in[0, \infty], \varepsilon \in[0, c]$; namely $x \in[0, \infty]$. Given a state of the system $v(t, \varepsilon)$, an $n$-column vector, governed by Schrödinger equation

$$
\begin{equation*}
i \frac{d v}{d t}=H(\varepsilon t) v \tag{9.1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
i \varepsilon v^{\prime}=H(x) v, \quad \prime=\frac{d}{d x} . \tag{9.2}
\end{equation*}
$$

Lemma 6. Assume that $H(x)$ is analytic on $[0, \infty]$ and its eigenvalues coalesce finitely many times on $[0, \infty]$. Then, the fundamental matrix of (9.2) is

$$
\begin{equation*}
V(x, \varepsilon)=U(x) \exp \left\{-i \varepsilon^{-1} \int_{0}^{x} D(s, \varepsilon) d s\right\}\left(I_{n}+P(x, \varepsilon)\right) \tag{9.3}
\end{equation*}
$$

where $U(x)$ is a unitary matrix, $D(x, \varepsilon)$ is a diagonal matrix such that

$$
\begin{equation*}
D(x, 0)=\operatorname{diag}\left\{\lambda_{1}(x), \lambda_{2}(x), \cdots, \lambda_{n}(x)\right\} \tag{9.4}
\end{equation*}
$$

with $\left\{\lambda_{j}(x) \mid j=1,2, \cdots, n\right\}$ eigenvalues of $H(x)$, and $\|P(x, \varepsilon)\|=O\left(\varepsilon^{d}\right),(d>0)$, uniformly on $[0, \infty]$ as $\varepsilon \rightarrow 0^{+}$with $P(0, \varepsilon)=0$.

Before proceeding to prove this lemma, we first compare some terminologies in mathematics and physics. An eigenvalue of $H$ is referred as an energy level of the operator $H$, while the eigenvector of $H$ is referred as its eigenstate. A solution $v(t, \varepsilon)$ of the time-dependent system (9.1) is referred as a state of the system. The evolution of a state $v(t, \varepsilon)$ is the observation of how is the dependence of $v$ on $t$.

To show this lemma, let $U(x)$ be the unitary matrix such that

$$
\begin{equation*}
D_{1}(x)=U^{-1}(x) H(x) U(x)=\operatorname{diag}\left\{\lambda_{1}(x), \cdots, \lambda_{n}(x)\right\} . \tag{9.5}
\end{equation*}
$$

Put

$$
\begin{equation*}
y=U^{-1}(x) v . \tag{9.6}
\end{equation*}
$$

Then, (9.2) becomes

$$
\begin{equation*}
i \varepsilon y^{\prime}=\left[D_{1}(x)+\varepsilon R_{1}(x)\right] y \tag{9.7}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{1}(x)=-i U^{-1}(x) U^{\prime}(x) \tag{9.8}
\end{equation*}
$$

Let

$$
\begin{equation*}
D(x, \varepsilon)=D_{1}(x)+\varepsilon \operatorname{diag} R_{1}(x) \tag{9.9}
\end{equation*}
$$

Then, by Theorem 1, Lemma 6 follows immediately.
Now, let

$$
\begin{align*}
& U(x)=\left(u_{1}(x), u_{2}(x), \cdots, u_{n}(x)\right)  \tag{9.10}\\
& V(x, \varepsilon)=\left(v_{1}(x, \varepsilon), v_{2}(x, \varepsilon), \cdots, v_{n}(x, \varepsilon)\right) \tag{9.11}
\end{align*}
$$

Then, by (9.5), $u_{j}(x)$ is an eigenstate corresponding to $\lambda_{j}(x),(j=1,2, \cdots, n)$. Let $D(x, \varepsilon)$ given by (9.9) be

$$
\begin{equation*}
D(x, \varepsilon)=\operatorname{diag}\left\{\lambda_{j}(x)+\varepsilon r_{j}(x)\right\} \tag{9.12}
\end{equation*}
$$

let $\alpha$ in Theorem 1 be 0 , and

$$
\begin{equation*}
\lambda_{j}(x, \varepsilon)=\exp \left\{-i \varepsilon^{-1} \int_{0}^{x}\left[\lambda_{j}(s)+\varepsilon r_{j}(s)\right] d s\right\} \tag{9.13}
\end{equation*}
$$

Also, let $e_{j}$ denote the $j$ th unit vector of the standard basis of $R^{n}$. Then, by the notation for $P(x, \varepsilon)$ given by (2.12), we have

$$
\begin{aligned}
v_{j}(x, \varepsilon) & =U(x) \exp \left\{-i \varepsilon^{-1} \int_{0}^{x} D(s, \varepsilon) d s\right\}\left(I_{n}+P(x, \varepsilon)\right) e_{j} \\
& =U(x)\left(\begin{array}{ccc}
\hat{\lambda}_{1} & & \\
\\
& \hat{\lambda}_{2} & \\
\\
0 & & \\
& & \\
& & \\
\hat{\lambda}_{n}
\end{array}\right)\left(\begin{array}{c}
p_{1 j} \\
\vdots \\
p_{j-1, j} \\
1+p_{j j} \\
p_{j+1, j} \\
\vdots \\
p_{n j}
\end{array}\right) \\
& =\hat{\lambda}_{j}(x, \varepsilon) u_{j}(x)+U(x)\left(\begin{array}{c}
\hat{\lambda}_{1} p_{1 j} \\
\hat{\lambda}_{2} p_{2 j} \\
\vdots \\
\hat{\lambda}_{n} p_{n j}
\end{array}\right) \\
& =\hat{\lambda}_{j}(x, \varepsilon) u_{j}(x)+\sum_{k=1}^{n} \hat{\lambda}_{k}(x, \varepsilon) p_{k j}(x, \varepsilon) u_{k}(x) .
\end{aligned}
$$

Let $q_{k}^{(j)}$ be the probability of the state $v_{j}(x, \varepsilon)$ to be in the eigenstate $u_{k}(x)$. Note that $\hat{\lambda}_{j}(x, \varepsilon)=0(1),(j=1,2, \cdots, n)$; then, by the superposition principle (e.g. see R. L. Liboff [13, Chap. 5]),

$$
\begin{align*}
& q_{j}^{(j)}=\left|\hat{\lambda}_{j}\right|^{2}\left|1+p_{j j}\right|^{2} /\left\{\left|\hat{\lambda}_{j}\right|^{2}\left|1+p_{j j}\right|^{2}+\sum_{h=1}^{n}\left|\lambda_{n} P_{h j}\right|^{2}\right\}, \quad \sum^{\prime}: \text { sum over } h \neq j,  \tag{9.15}\\
& q_{k}^{(j)}=\left|\hat{\lambda}_{k} p_{k j}\right|^{2} /\left\{\left|\hat{\lambda}_{j}\right|^{2}\left|1+p_{j j}\right|^{2}+\sum_{h=1}^{n}\left|\lambda_{n} P_{h j}\right|^{2}\right\} \quad(k \neq j) \tag{9.16}
\end{align*}
$$

Since $\|P(x, \varepsilon)\|=O\left(\varepsilon^{d}\right),(d>0)$, uniformly on $[0, \infty]$ as $\varepsilon \rightarrow 0^{+}$, we have the following.

Lemma 7. The probabilities $q_{j}^{(j)}$ and $q_{k}^{(j)}(j, k=1,2,3, \cdots, n ; k \neq j)$ satisfy

$$
\begin{equation*}
q_{j}^{(j)}-1=O\left(\varepsilon^{2 d}\right), \quad q_{k}^{(j)}=O\left(\varepsilon^{2 d}\right) \tag{9.17}
\end{equation*}
$$

uniformly on $[0, \infty]$ as $\varepsilon \rightarrow 0^{+}$.
By (9.14), we have

$$
\begin{equation*}
v_{j}(0, \varepsilon)=U(0) e_{j}=u_{j}(0), \quad j=1,2, \cdots, n \tag{9.18}
\end{equation*}
$$

namely, $v_{j}(0, \varepsilon)$ is an eigenstate corresponding to the eigenvalue $\lambda_{j}(0)$. Thus, we have the following adiabatic approximation theorem.

Theorem 2. Suppose that the eigenvalues of $H(\varepsilon t)$, a slowly varying selfadjoint Hamiltonian operator, coalesce finitely many times for $x=\varepsilon t, t \in[0, \infty]$ and $\varepsilon \in(0, c]$ with $c$ a small positive constant. Assume that $H(x)$ is analytic for $x \in[0, \infty]$. If the system started to evolve at $t=0$ such that $v_{j}(0, \varepsilon)$ is an eigenvector (an eigenstate) of $H(0)$ corresponding to the eigenvalue (energy level) $\lambda_{j}(0)$, then $v_{j}(x, \varepsilon)$, the evolution of that state is approximately the eigenvector of $H(\varepsilon t)$ for $t \in[0, \infty]$, corresponding to the eigenvalue $\lambda_{j}(\varepsilon t)$, while $\varepsilon \rightarrow 0^{+}(j=1,2, \cdots, n)$.

As pointed out in Remark 2 in §3, if we use the estimate that could be provided by the traditional stationary phase method, then, by the proof of Theorem 1, we have, for each difference of eigenvalues $\lambda_{j}(x)-\lambda_{k}(x),(j \neq k)$,

$$
\begin{equation*}
d_{j k}=\min \left\{l_{h}, l_{\infty}\right\} \tag{9.19}
\end{equation*}
$$

where

$$
\begin{align*}
& l_{h}=\left(\nu_{h}+1\right)^{-1}, \nu_{h}: \text { order of finite turning point } x=x_{h}, \\
& l_{\infty}= \begin{cases}\left(\nu_{\infty}+3\right)^{-1} & \text { if } x=\infty \text { is a turning point with order } \nu_{\infty}, \\
+\infty & \text { if } x=\infty \text { is not a turning point. }\end{cases} \tag{9.20}
\end{align*}
$$

Then, $d$ in (9.17) is given by

$$
\begin{equation*}
d=\min \left\{d_{j k} \mid 1 \leqq j, k \leqq n, j \neq k\right\} \tag{9.21}
\end{equation*}
$$

From (9.17) we can see that $q_{j}^{(j)}$ is closer to 1 and $q_{k}^{(j)}(k \neq j)$ are closer to 0 if $d$ is larger, i.e., $\nu_{h}$ and/or $\nu_{\infty}$ are smaller. Thus, we can measure the qualitative phenomenon of degeneracy (or symmetry) quantitatively by the order of the degeneracy of eigenvalues (energy levels) in a slowly varying time dependent Hamiltonian system.

Therefore, it is tempting to speculate that the following criterion is valid in quantum mechanical systems.

Criterion. In a slowly varying time-dependent Hamiltonian system (9.1), if a state of the system starts to evolve from an eigenstate, the less the order of degeneracy (symmetry), the closer is (in an asymptotic sense as $\varepsilon \rightarrow 0^{+}$) the state to its initial eigenstate.
10. Examples. To illustrate Theorem 1, consider the following two examples.

Example 1. Given the following three-dimensional system:

$$
i \varepsilon Y^{\prime}=\left[\left(\begin{array}{ccc}
x^{q+2} & 0 & 0  \tag{10.1}\\
0 & x^{q}(2 x-1) & 0 \\
0 & 0 & 3 x^{q}(2 x-3)
\end{array}\right)+\varepsilon\left(\begin{array}{ccc}
0 & r_{12} & r_{13} \\
r_{21} & 0 & r_{23} \\
r_{31} & r_{32} & 0
\end{array}\right)\right] Y
$$

for $x \in[0,5]$, where $q$ is a positive integer, $r_{j k}=r_{j k}(x, \varepsilon)(j, k=1,2,3 ; j \neq k)$ satisfy (1.10)-(1.12) for $x \in[0,5], \varepsilon \in S$. Denote

$$
\begin{equation*}
\lambda_{1}(x)=x^{q+2}, \quad \lambda_{2}(x)=x^{q}(2 x-1), \quad \lambda_{3}(x)=3 x^{q}(2 x-3), \tag{10.2}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{1}(x)=\operatorname{diag}\left\{\lambda_{1}(x), \lambda_{2}(x), \lambda_{3}(x)\right\} . \tag{10.3}
\end{equation*}
$$

Then,

$$
\begin{gather*}
\lambda_{1}(x)-\lambda_{2}(x)=x^{q}(x-1)^{2}, \quad \lambda_{1}(x)-\lambda_{3}(x)=x^{q}(x-3)^{2},  \tag{10.4}\\
\lambda_{2}(x)-\lambda_{3}(x)=-4 x^{q}(x-2) .
\end{gather*}
$$

Thus, $x=0, x=1, x=2$ and $x=3$ are turning points of orders $q, 2,1$ and 2 , respectively. By Theorem 1, (10.1) has a fundamental solution

$$
\begin{equation*}
Y(x, \varepsilon)=\exp \left\{-i \varepsilon^{-1} \int_{\alpha}^{x} D_{1}(s) d s\right\}\left(I_{3}+P(x, \varepsilon)\right) \tag{10.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\|P(x, \varepsilon)\| \leqq K \varepsilon^{d}, \tag{10.6}
\end{equation*}
$$

uniformly on [0,5] for $\varepsilon \in S_{\hat{c}}$. Here $K, d$ and $\hat{c}$ are suitable positive constants. As each obtained by the traditional stationary phase method, for $\lambda_{1}(x)-\lambda_{2}(x), l_{0}=1 /(1+q)$, $l_{1}=\frac{1}{3}$; for $\lambda_{1}(x)-\lambda_{3}(x), l_{0}=1 /(1+q), l_{3}=\frac{1}{3}$; and for $\lambda_{2}(x)-\lambda_{3}(x), l_{0}=1 /(1+q), l_{2}=\frac{1}{2}$. Then, by (7.10) and (7.18) $d=\min \left(1 /(1+q), \frac{1}{3}, \frac{1}{2}\right)$.

Example 2. Given

$$
i \varepsilon Y^{\prime}=\left[\left(\begin{array}{ccc}
1 & 0 & 0  \tag{10.7}\\
0 & 2 x /\left(x^{2}+1\right) & 0 \\
0 & 0 & -2 x /\left(x^{2}+1\right)
\end{array}\right)+\varepsilon\left(\begin{array}{ccc}
0 & r_{12} & r_{13} \\
r_{21} & 0 & r_{23} \\
r_{31} & r_{32} & 0
\end{array}\right)\right] Y
$$

for $x \in(-\infty, \infty)$ where $r_{j k}(x, \varepsilon)(j, k=1,2,3 ; j \neq k)$ satisfy (1.10)-(1.12) for $x \in(-\infty, \infty)$, $\varepsilon \in S_{c}$. In this case,

$$
\begin{equation*}
\lambda_{1}(x)-\lambda_{2}(x)=\frac{(x-1)^{2}}{x^{2}+1}, \quad \lambda_{1}(x)-\lambda_{3}(x)=\frac{(x+1)^{2}}{x^{2}+1}, \quad \lambda_{2}(x)-\lambda_{3}(x)=\frac{4 x}{x^{2}+1} . \tag{10.8}
\end{equation*}
$$

Thus, $x=0, \pm 1$ are turning points of order 1 and 2 , respectively, while $x= \pm \infty$ are turning points of order -2 for $\lambda_{1}(x)-\lambda_{2}(x)$ and $\lambda_{1}(x)-\lambda_{3}(x)$, and of order -1 for $\lambda_{2}(x)-\lambda_{3}(x)$. Then, by Theorem 1 and the estimates obtained in Lemmas 2-5, (10.7) has a fundamental solution (10.5) satisfying (10.6) uniformly on $[-\infty, \infty]$ for $\varepsilon \in S_{\hat{c}}$, with suitable positive constants $K, d$ and $\hat{c}$. Then, by (7.10) and (7.18), $d=\frac{1}{3}$.
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# TIME DEPENDENT NONLINEAR OSCILLATIONS WITH MANY PERIODIC SOLUTIONS* 

JAMES DAMON $\dagger$


#### Abstract

We investigate the local structure of nonlinear operators defining time dependent nonlinear oscillations. We explicitly describe the local structure of such operators using as models stable mappings between finite-dimensional spaces. This structure theorem allows us to prove the existence of many periodic solutions for such nonlinear oscillations. We determine the maximum number of such periodic solutions occurring near equilibrium. As one consequence we deduce that there exist oscillations with polynomial nonlinear terms of degree $2 n$ for which there exist $(n+1)^{2}$ periodic solutions.


Key words. nonlinear oscillations, periodic solutions, infinitesimal stability, Lyapunov-Schmidt reduction, local algebras, nonlinear Fredholm mappings
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Introduction. The goal of this paper is to derive results concerning the number of small amplitude periodic solutions of the equation

$$
\begin{equation*}
x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t\right)=q(t) \tag{*}
\end{equation*}
$$

for $q(t)$ near 0 . We assume that $P$ and $q$ are periodic in $t$ of period $\lambda^{\prime}=2 \pi / \lambda$ and that $P(0,0, t)=0$, so that $x(t) \equiv 0$ is an equilibrium solution to $(*)$ when $q=0$. Our method is to explicitly determine the local structure near 0 of the operator

$$
\begin{equation*}
F(x(t))=x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t\right) \tag{**}
\end{equation*}
$$

where $F: C_{\lambda^{\prime}}^{2} \rightarrow C_{\lambda^{\prime}}^{0}$ and $C_{\lambda^{\prime}}^{k}$ denotes the $C^{k}$-periodic functions of period $\lambda^{\prime}=2 \pi / \lambda$ defined on $\mathbb{R}$. In this formulation, solutions of $F(x(t))=q(t)$ correspond to small amplitude periodic solutions to ( $*$ ).

First of all, the results state that for a generic choice of $P$ (in a sense to be made precise) the operator $F$ is infinitesimally stable, and any such infinitesimally stable operator is locally equivalent as a mapping to $f_{0} \times$ id, for $f_{0}$ an infinitesimally stable mapping between finite dimensional spaces (id denotes the identity mapping on a Banach space). Moreover, for any infinitesimally stable $f_{0}: \mathbb{R}^{k}, 0 \rightarrow \mathbb{R}^{k}, 0$ with $\operatorname{dim} \operatorname{ker} d f_{0}(0)=2$, there is an operator $F$ of the form ( $\left.* *\right)$ locally equivalent to $f_{0} \times$ id. This infinitesimal stability has several main consequences:
(1) Since $\operatorname{dim} \operatorname{ker}(d F(0))=2$, the maximum number of small amplitude periodic solutions to $(*)$ which do occur for some small $q(t)$ is given by the dimension of a certain local algebra associated to $F$ (this follows from the above decomposition together with results in [DG] giving explicitly the maximum number of solutions to $f(x)=y$ near 0 for $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$ an infinitesimally stable germ).
(2) The maximum number of small periodic solutions remains constant under small perturbations $P$ (and the periodic solutions themselves persist under small perturbations of $P$ and $q$ ).

[^107](3) This maximum number can be determined from a finite part of the Taylor expansion of $P$.

For the special case of $P$ polynomial in $x$ and $x^{\prime}$ (with coefficients depending on $t$ ), these results imply that there exists such a $P$ of degree $2 n$ and an appropriate (open set of) $q(t)$ for which (*) has $(n+1)^{2}$ periodic solutions.

These results can be contrasted with the results previously obtained for the case where $P$ does not depend on $t$ and $q=0$. Then (*) can be converted to a first-order system and the number of periodic solutions of (*) for $P$ and its perturbations was studied in the context of (degenerate) Hopf bifurcation by Takens [T] and Golubitsky and Langford [GL]. Here periodic solutions are created by perturbation of some basic $P$. As such the case is treated as a bifurcation problem. In contrast, infinitesimal stability implies that the local structure of the operator does not change under small perturbations. This corresponds to the difference between using the Lyapunov-Schmidt reduction to study the bifurcations of $F^{-1}(0)$ under perturbation by a finite number of external parameters, and using it to determine that all possible deformations of the operator itself already occur along the "internal directions" of the eigenfunctions.

For the polynomial case of deg $2 n$, the number of periodic solutions we obtain exceeds by a factor of $n+1$ the number obtained by Takens and others, e.g. [CH], [S1] and [LMP]. However, even the number of periodic solutions we give is not generally the best possible for $P$ of degree $n$. For $n=2$ or 3 the methods of this paper allow us to construct $P$ of degree $n$ with $n^{2}$ periodic solutions for (*). Very likely this holds for all $n$, although technical details have prevented the verification of the more general results. Beyond the examples of degree 2 and 3 which we explicitly give in § 8, we have not been able to explicitly give $P$ of degree $2 n-2$ with $n^{2}$-periodic solutions. However, we are able to give very explicitly the form of a polynomial $P$ of degree $n$ and a $q(t)$ such that (*) has $2 n$-periodic solutions.

It seems likely that the methods used here are applicable to some other nonlinear problems. The main feature of nonlinear oscillations which is used is that the eigenfunctions of the linearized operator form an algebra whose complexification is the algebra of finite Laurent series. Thus, similar results should hold for other nonlinear operators whose linearization is selfadjoint with eigenfunctions forming an algebra possessing appropriate analogous properties.

1. Infinitesimally stable germs and operators. Since the questions which we shall consider are local, we shall consider two mappings to be equivalent at a point $x_{0}$ if they agree in a neighborhood of $x_{0}$. Such an equivalence class is referred to as a germ of a mapping. Furthermore, by translation we may assume $x_{0}=0$ and $f(0)=0$; then $f: E, 0 \rightarrow F, 0$ will be used to denote the germ of $f$ at 0 . Here, $E$ and $F$ may denote finite- or infinite-dimensional spaces, depending on the circumstances.

For a smooth germ $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$, let $\pi: T \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ denote the projection of the tangent bundle. Then, a germ of a smooth vector field along $f$ is a smooth germ $\zeta: \mathbb{R}^{n}$, $0 \rightarrow T \mathbb{R}^{p}$ such that $\pi \circ \zeta=f$. Then, $f$ is infinitesimally stable (as defined by Mather [M2]) if given $\zeta$, there are smooth germs of vector fields $\xi$ on $\mathbb{R}^{n}$ and $\eta$ on $\mathbb{R}^{p}$ so that $\zeta=\xi(f)+\eta \circ f$ (here $\xi(f)$ denotes the directional derivative of $f$ with respect to $\xi$ ). Next, suppose that $E$ and $F$ are Frechet spaces with $E=E_{1} \oplus G, F=F_{1} \oplus G$ with $\operatorname{dim}_{\mathbb{R}} E_{1}, F_{1},<\infty$. Suppose $f: E, 0 \rightarrow F, 0$ is a smooth germ of the form $f(x, u)=$ ( $\bar{f}(x, u), u)$ with $x \in E_{1}, u \in G$. If there is a finite-dimensional subspace $G_{1} \subset G$ such that the germ $f_{1}=\left(f \mid E_{1} \oplus G_{1}\right): E_{1} \oplus G_{1}, 0 \rightarrow F_{1} \oplus G_{1}, 0$ is infinitesimally stable, then we shall say that $f$ is infinitesimally stable. Here and in what follows, "smooth" will mean "smooth in the Gateaux differentiable sense." More generally, a smooth germ
$g: E, 0 \rightarrow F, 0$ will be said to be infinitesimally stable if it is locally equivalent to an infinitesimally stable $f$ above by $f=\psi \circ g \circ \varphi$ for $\psi$ and $\varphi$ germs of local diffeomorphisms of $E$ and $F$.

Ambrosetti and Prodi [AP] and Berger, Church and Timourian [BC], [BCT] have determined the structure of certain nonlinear operators using infinite-dimensional versions of folds and cusps. Quite generally, the local structure of smooth infinitesimally stable germs can be given using a slight modification of Mather's theorem "Infinitesimal stability implies stability." This is given in [D1].

Theorem 1.1. With the above notation, if $f: E, 0 \rightarrow F, 0$ is infinitesimally stable, then $f$ is locally equivalent to $f_{1} \times \mathrm{id}_{G_{2}}$ (where $G_{2}$ is a closed complement to $G_{1}$ in $G$ ).

A corollary follows.
Corollary 1.2. Suppose $E, F$ and $H$ are Banach spaces, $f: E, 0 \rightarrow F, 0$ is infinitesimally stable, and $h: E \oplus H, 0 \rightarrow F \oplus H, 0$ has the form $h(x, u)=(\bar{h}(x, u), u)$ with $\bar{h}(x, 0)=f(x)$ for $x \in E, u \in H$. Then, $h$ is locally equivalent to $f \times \mathrm{id}_{H}$.

To use these results, we recall several fundamental properties of infinitesimally stable germs due to Mather. If we apply the finite-dimensional analogue of the Lyapunov-Schmidt procedure to a germ $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$, then we may choose local coordinates $\left(x_{1}, \cdots, x_{s}, u_{1}, \cdots, u_{q}\right)$ for $\mathbb{R}^{n}$ and $\left(y_{1}, \cdots, y_{t}, u_{1}, \cdots, u_{q}\right)$ for $\mathbb{R}^{p}$ so that $f$ has the form $f(x, u)=(\bar{f}(x, u), u)$, with $\bar{f}(x, 0)\left(=f_{0}(x)\right)$ having rank 0 at 0 . In the terminology of singularity theory, such an $f$ is called an unfolding of $f_{0}$ and the $u_{i}$ are the unfolding parameters. With $f$ in this form it now becomes a formal calculation to verify infinitesimal stability.

Let $\mathscr{E}_{s}$ denote the ring of smooth germs $g: \mathbb{R}^{s}, 0 \rightarrow \mathbb{R}$; it has a maximal ideal $m_{s}$ consisting of germs vanishing at 0 . In $\left(\mathscr{C}_{s}\right)^{(t)}=\mathscr{E}_{s} \oplus \mathscr{C}_{s} \cdots \oplus \mathscr{C}_{s}$ ( $t$ copies), which we can view as an $\mathscr{C}_{s}$-module, we consider the submodule $L$ generated by $\partial f_{0} / \partial x_{1}, \cdots, \partial f_{0} / \partial x_{s}$, and the submodule $\left(I\left(f_{0}\right)\right)^{(t)}$ ( $t$-copies of $I\left(f_{0}\right)=$ ideal in $\mathscr{E}_{s}$ generated by the coordinate functions of $f_{0},\left\{y_{i} \circ f_{0}, 1 \leqq i \leqq t\right\}$ ). By $m_{s}^{k}$ we mean the ideal of $\mathscr{C}_{s}$ generated by monomials of degree $=k$. Then, the quotient $\mathscr{C}_{s} / m_{s}^{k}$ is a finite-dimensional vector space with basis given by the monomials of degree $<k$. Last, letting $v=\left(v_{1}, \cdots, v_{q}\right), \partial f /\left.\partial v_{i}\right|_{v=0}$ is a germ on $\mathbb{R}^{s}$, and hence via its coordinate functions can be viewed as an element of $\left(\mathscr{C}_{s}\right)^{(t)}$, in fact, of $\left(m_{s}\right)^{(t)}$. Then Proposition 1.8 of [M4] can be applied.

Theorem 1.3 (Verification criterion). fis infinitesimally stable iff $\partial \bar{f} /\left.\partial v_{1}\right|_{v=0}, \cdots$, $\partial \bar{f} /\left.\partial v_{q}\right|_{v=0}$ span the quotient space

$$
N\left(f_{0}\right)=\left(m_{s}\right)^{(t)} /\left(L+I\left(f_{0}\right)^{(t)}+\left(m_{s}^{p+1}\right)^{(t)}\right) .
$$

As this space is finite-dimensional, this becomes a very computable criterion using part of the Taylor series of $f$.

An important invariant of a germ is its local algebra. For $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$, we define the local algebra $Q(f)=\mathscr{C}_{n} / I(f)$, where, just as earlier, $I(f)$ is the ideal generated by the coordinate functions of $f$. If $f$ is an unfolding of $f_{0}$ as above, then $I(f)=$ $I\left(f_{0}\right)+m_{q} \cdot \mathscr{E}_{n}$; hence $Q(f) \xrightarrow{\hookrightarrow} Q\left(f_{0}\right)$. Furthermore, for infinitesimally stable germs there is the very fundamental classification theorem of Mather [M4, Thm. A].

Theorem 1.4 (Classification by local algebras). If $f, g: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$ are infinitesimally stable germs with isomorphic local algebras then $f$ and $g$ are locally equivalent at 0 .

Furthermore, given an algebra $Q$ satisfying certain conditions it is possible to construct an infinitesimally stable germ $f$, with $Q(f) \simeq Q$. For example, consider $Q \simeq \mathscr{E}_{s} / I$ with $I \subset m_{s}^{2}$ generated by $f_{01}, \cdots, f_{0 t}$ and suppose for simplicity that $\operatorname{dim}_{\mathbb{R}} Q<\infty$. Then, we use the $f_{0 i}$ as coordinate functions to define $f_{0}: \mathbb{R}^{s}, 0 \rightarrow \mathbb{R}^{t}, 0$.

Then, $N\left(f_{0}\right)$ is a subspace of a quotient of $(Q)^{(t)} \xrightarrow[\rightarrow]{\left(Q\left(f_{0}\right)\right)^{(t)} \text {. Hence, there are }}$ $\varphi_{1}, \cdots, \varphi_{q} \in\left(m_{s}\right)^{(t)}$ which project to a basis for $N\left(f_{0}\right)$. Then, $f: \mathbb{R}^{s+q}, 0 \rightarrow \mathbb{R}^{t+q}, 0$ defined by

$$
\begin{equation*}
f\left(x_{1}, \cdots, x_{s}, v_{1}, \cdots, v_{q}\right)=\left(f_{0}(x)+\sum_{i=1}^{q} v_{i} \varphi_{i}, v_{1}, \cdots, v_{q}\right) \tag{1.5}
\end{equation*}
$$

is infinitesimally stable by Theorem 1.1 and has a local algebra $Q(f) \xrightarrow{\sim} Q\left(f_{0}\right) \sim \sim$.
This leads to the third property.
Theorem 1.6 (Normal form for infinitesimally stable germs). Given an algebra $Q$ satisfying certain conditions (which include the case $\operatorname{dim}_{\mathbb{R}} Q<\infty$ ) (see [M4, Thm. B]), then there is an infinitesimally stable germ fof the form (1.5) with local algebra $Q(f) \xrightarrow[\rightarrow]{ } Q$.

These three results allow one to begin with an infinitesimally stable germ $g$, compute its local algebra $Q(g)$, construct a normal form $f$ with local algebra $Q(f) \xrightarrow{\hookrightarrow} Q(g)$. Then, by the classification theorem, $f$ and $g$ are locally equivalent, so the specifically given germ $f$ can be used instead to study the local structure of $g$.

One consequence of these results is the following:
If $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$ is infinitesimally stable and $n \leqq p$ then by Mather [M4] $\operatorname{dim}_{\mathbb{R}} Q(f)<\infty$. Let $N$ be the smallest integer so that $m_{n}^{N} \cdot Q(f)=0$.

Corollary 1.7. In the above situation if $h: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$ with $h=\left(h_{1}, \cdots, h_{p}\right)$ and $h_{j} \in m_{n}^{N+1}, 1 \leqq j \leqq p$, then $f_{1}=f+h$ is locally equivalent to $f$.

Proof. By the classification theorem it is sufficient to show that $f+h$ is infinitesimally stable and $Q(f+h) \xrightarrow{\rightarrow} Q(f)$. We may assume that we have chosen coordinates for $\mathbb{R}^{n}$ and $\mathbb{R}^{p}$ so that $f$ has the form $f(x, u)=(\bar{f}(x, u), u)$ with $d \bar{f}(0)=0$. We must further change coordinates to put $f_{1}=f+h$ in this form; however, this will only change the coordinate functions of $f$ by terms in $m_{n}^{N+1}$. Thus, $f_{1}$ has the form $\left(\bar{f}_{1}(x, u), u\right)=(\bar{f}(x, u)+g(x, u), u)$ with $g=\left(g_{1}, \cdots, g_{t}\right)$ and $g_{i} \in m_{n}^{N+1}$. Then, by the conditions on $g$,

$$
I(f)=I\left(f_{1}\right)+m_{n}^{N+1} \quad \text { or } \quad I(f)=I\left(f_{1}\right)+m_{n} \cdot I(f) .
$$

By Nakayama's Lemma, $I(f)=I\left(f_{1}\right)$.
Second, with $v_{i}$ denoting $x_{i}$ or $u_{i}$,

$$
\frac{\partial(\bar{f}+g)}{\partial v_{i}} \equiv \frac{\partial \bar{f}}{\partial v_{i}} \bmod m_{n}^{N} .
$$

Thus, in the verification criterion

$$
N(\bar{f}(x, 0))=N\left(\bar{f}_{1}(x, 0)\right)
$$

and

$$
\left.\frac{\partial \bar{f}}{\partial u_{i}}\right|_{u=0}=\left.\frac{\partial f_{1}}{\partial u_{i}}\right|_{u=0} \quad \text { in } N\left(\bar{f}_{1}(x, 0)\right)
$$

Thus, $f_{1}$ is infinitesimally stable and since $I\left(f_{1}\right)=I(f), Q\left(f_{i}\right) \xrightarrow{\rightarrow} Q(f)$.
One consequence of the infinitesimal stability of a germ $f: \mathbb{R}^{n}, 0 \rightarrow \mathbb{R}^{p}, 0$ with $n \leqq p$ occurs when we wish to count solutions $x$ near 0 to the equation $f(x)=y$ for $y$ near 0 . We define the real multiplicity of $f$ :
$m(f) \stackrel{\text { def }}{=} \max \left\{k\right.$ : for all sufficiently small open neighborhoods $V$ of 0 in $\mathbb{R}^{p}$ and $U$ of 0 in $\mathbb{R}^{n}$, there is a $y \in V$ so that $\left.\operatorname{card}\left(f^{-1}(y) \cap U\right)=k\right\}$.
For infinitesimally stable germs, $m(f)$ has several important properties summarized in the following theorem (see [DG] or [D2]).

Theorem 1.8. For infinitesimally stable $f$
(1) $m(f)$ only depends on $Q(f)$, i.e., it will be the same for different infinitesimally stable $f$ between different dimensional spaces as long as they have isomorphic local algebras.
(2) In the case that $\operatorname{dim}_{R} \operatorname{ker}(d f(0)) \leqq 2$ or $Q(f)$ satisfies other conditions in [DG] then

$$
m(f)=\delta(f) \stackrel{\text { def }}{=} \operatorname{dim}_{\mathbb{R}} Q(f)
$$

(3) Even if $f$ is not infinitesimally stable at 0 but $\delta(f)<\infty$, then $m(f) \leqq \delta(f)$ (see [GG]).

We conclude this section by deducing from Theorem 1.1 and Corollary 1.2 consequences for germs of smooth Fredholm mappings $f: E, 0 \rightarrow F, 0$ between Banach spaces $E$ and $F$. By the Lyapunov-Schmidt procedure, we may assume $f$ has the form $\bar{f}(x, u)=(\bar{f}(x, u), u)$ for $u \in G, x \in E_{1}$ and $E \xrightarrow[\rightarrow]{\sim} E_{1} \oplus G, F \underset{\rightarrow}{\sim} F_{1} \oplus G$. Then, $f_{0}(x)=$ $\bar{f}(x, 0): E_{1}, 0 \rightarrow F_{1}, 0$ is a smooth mapping between finite-dimensional spaces and so has a well-defined local algebra $Q\left(f_{0}\right)$.

Lemma 1.9. If $Q\left(f_{0}\right)$ is isomorphic to an algebra of an infinitesimally stable germ, then the algebra obtained by carrying out the Lyapunov-Schmidt procedure in a different way is still isomorphic to $Q\left(f_{0}\right)$.

Thus, the algebra is an invariant of $f$ and so, for such an $f$, we may denote the algebra by $Q(f)$ and call it the local algebra of the smooth germ of a Fredholm mapping $f$.

Note. In the case that $f$ is Fredholm of index $\leqq 0$, then the condition on $Q\left(f_{0}\right)$ is equivalent to $\operatorname{dim}_{\mathbb{R}} Q\left(f_{0}\right)<\infty$ by another result of Mather [M4].

Proof. There is a germ $g: E \oplus \mathbb{R}^{k}, 0 \rightarrow F \oplus \mathbb{R}^{k}, 0$ defined by $g(x, u, v)=$ $\left(\bar{f}(x, u)+\sum_{i=1}^{k} v_{i} \varphi_{i}, u, v\right)$, where $f_{1}(x, v)=\left(f_{0}(x)+\sum_{i=1}^{n} v_{i} \varphi_{i}, v\right)$ is a normal form for an infinitesimally stable germ with algebra $Q\left(f_{0}\right)$. Then, by Theorem $1.1, g$ is locally equivalent to $f_{1} \times \mathrm{id}_{G}$ by $g=\Psi \circ\left(f_{1} \times \mathrm{id}_{G}\right) \circ \Phi$ with $\Psi, \Phi$ germs of diffeomorphisms satisfying $\Psi\left|F_{1} \oplus \mathbb{R}^{n}=\mathrm{id}, \Phi\right| E_{1} \oplus \mathbb{R}^{n}=\mathrm{id}$.

If a Lyapunov-Schmidt procedure were applied using different local coordinates then in place of $E_{1}$ and $F_{1}$ we would obtain finite-dimensional submanifolds $E_{1}^{\prime}$ and $F_{1}^{\prime}$ such that $T_{0} E_{1}^{\prime}=E_{1}$ and $T_{0} F_{1}^{\prime} \oplus G=F$. Then, $f_{0}^{\prime}: E_{1}^{\prime}, 0 \rightarrow F_{1}^{\prime}, 0$ would be obtained as the restriction of $g$ to $E_{1}^{\prime}$. Hence, if $E_{1}^{\prime \prime}$ and $F_{1}^{\prime \prime}$ denote the images of $E_{1}^{\prime}$ and $F_{1}^{\prime}$ via $\Phi^{-1}$ and $\Psi^{-1}$, then $f_{0}^{\prime}$ is locally equivalent to $f_{0}^{\prime \prime}: E_{1}^{\prime \prime}, 0 \rightarrow F_{1}^{\prime \prime}, 0$ with $f_{0}^{\prime \prime}$ the restriction of $f_{1} \times \mathrm{id}_{G}$ to $E_{1}^{\prime \prime}$. By the properties of $\Phi$ and $\Psi$, if $p_{1}$ and $p_{2}$ denote the linear projections $E \oplus \mathbb{R}^{n} \rightarrow E_{1} \oplus \mathbb{R}^{n}$ and $F \oplus \mathbb{R}^{n} \rightarrow F_{1} \oplus \mathbb{R}^{n}$ then $p_{1} \mid T_{0} E_{1}^{\prime \prime}$ is an isomorphism with image transverse to $\mathbb{R}^{n}$ and similarly for $p_{2} \mid T_{0} F_{1}^{\prime \prime}$. Let $E_{1}^{\prime \prime \prime}=p_{1}\left(E_{2}^{\prime \prime}\right), F_{1}^{\prime \prime \prime}=p_{2}\left(F_{1}^{\prime \prime}\right)$ and $f_{0}^{\prime \prime \prime}=$ $f_{1} \times \mathrm{id} \mid E_{1}^{\prime \prime \prime}$. Then, $f_{1}=p_{2} \circ\left(f_{1} \times \mathrm{id}_{G}\right)$ is constant on the fibers of $p_{1}$ so $f_{0}^{\prime \prime \prime}$ is locally equivalent to $f_{0}^{\prime \prime}$. Finally, as $E_{1}^{\prime \prime \prime}$ and $F_{1}^{\prime \prime \prime}$ are transverse to $\mathbb{R}^{n}$ at 0 , it follows that $f_{1}$ can be represented as an unfolding of $f_{0}^{\prime \prime \prime}$. Hence, $Q\left(f_{0}^{\prime \prime \prime}\right) \xrightarrow{\sim} Q\left(f_{1}\right) \xrightarrow{\rightarrow} Q\left(f_{0}\right)$. As $f_{0}^{\prime \prime \prime}$ is locally equivalent to $f_{0}^{\prime}, Q\left(f_{0}^{\prime \prime \prime}\right) \xrightarrow{\rightarrow} Q\left(f_{0}^{\prime}\right)$ and the result follows.

We can then summarize the consequences for germs of smooth nonlinear Fredholm maps.

Theorem 1.10. Let $f: E, 0 \rightarrow F, 0$ be an infinitesimally stable germ of a mapping of Banach spaces. Then
(1) $f$ is locally equivalent to an infinitesimally stable germ $g: E, 0 \rightarrow F, 0$ iff $Q(f) \xrightarrow{\sim} Q(g)$ and their Fredholm indices are equal.
(2) Let $m$ denote the maximal ideal of $Q(f)$ and suppose $m^{N} \cdot Q(f)=0$. If $h: E$, $0 \rightarrow F, 0$ is a smooth germ such that $\|h\| \leqq O\left(\|x\|^{N+1}\right)$, then $f+h$ is locally equivalent to $f$.
(3) If $d f(0)$ has index $\leqq 0$ (as a Fredholm mapping) then $m(f)$ only depends on $Q(f)$ (i.e. it is the same for any other infinitesimally stable germ $f^{\prime}: E^{\prime}, 0 \rightarrow F^{\prime}, 0$ even with a different index $\leqq 0$ as long as $\left.Q\left(f^{\prime}\right) \xrightarrow{\rightarrow} Q(f)\right)$.
(4) As in (3), and moreover if $\operatorname{dim}_{\mathbb{R}} \operatorname{ker}(d f(0)) \leqq 2$ or $Q(f)$ satisfies other conditions in [DG], then $m(f)=\delta(f) \stackrel{\text { def }}{=} \operatorname{dim}_{\mathbb{R}}(Q(f))$.
(5) Even iff is not infinitesimally stable, but $Q(f)$ is isomorphic to the local algebra of an infinitesimally stable germ and the Fredholm index of $f \leqq 0$, then $m(f) \leqq \delta(f)$.
2. Statements of main theorems. We use the notation and terminology of the preceding section to state the main results. We consider solutions to

$$
\begin{equation*}
x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t\right)=q(t) \tag{2.1}
\end{equation*}
$$

with $P$ continuous in ( $x, x^{\prime}, t$ ), smooth in ( $x, x^{\prime}$ ) but without linear terms and periodic of period $2 \pi / \lambda$ in $t$. Associated to (2.1) we have the operator

$$
\begin{equation*}
f(x)=x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t\right) \tag{2.2}
\end{equation*}
$$

as an operator $f: C_{(2 \pi / \lambda)}^{2} \rightarrow C_{(2 \pi / \lambda)}^{0}$ (recall that $C_{(2 \pi / \lambda)}^{k}$ denotes the space of $2 \pi / \lambda$ periodic $C^{k}$-functions on $\mathbb{R}$ ).

Many of the results about solutions of (2.1) for $q(t)$ near 0 follow from results about the operator $f$.

The first result is a weak form of genericity.
Theorem 1. Given $N \geqq 2$ with $m$ and $\lambda$ fixed, there is an integer $r$ such that we may consider the space of the first $r$ Fourier coefficients of the coefficient functions $a_{i j}(t)$ of terms $x^{i} x^{j}$ of $P$ with $i+j \leqq N$ for operators of the form (2.2). Then, for any such operator $f$, there is an open dense set of the space of such Fourier coefficients such that the operator is infinitesimally stable at 0 . Thus, as mappings these operators are locally equivalent near 0 to mappings of the form $f_{0} \times$ id where $f_{0}: \mathbb{R}^{k}, 0 \rightarrow \mathbb{R}^{k}, 0$ is an infinitesimally stable germ (and id denotes the identity mapping on some Banach space).

There is also a partial converse.
Theorem 2. Given any infinitesimally stable germ $f_{0}: \mathbb{R}^{k}, 0 \rightarrow \mathbb{R}^{k}, 0$ with $\operatorname{dim}_{\mathbb{R}} \operatorname{ker}(d f(0))=2$, then there is an operator $f$ of the form (2.2) such that as a mapping $f$ is locally equivalent (near 0 ) to $f_{0} \times$ id.

Thus, the entire theory of $\Sigma_{2}$ stable map germs (i.e. mapping germs $f$ with $\operatorname{dim} \operatorname{ker} d f(0)=2$ ) is needed to describe the possible structure for operators of the form (2.2).

Let $f$ be such an infinitesimally stable operator of the form (2.2) and let $Q$ denote its local algebra with maximal ideal $m$ so that $m^{l} \cdot Q=0$ and $\operatorname{dim}_{R} Q=\delta(Q)$. Then we may draw the following conclusions.

Theorem 3. (1) There are $q(t) \in C_{(2 \pi / \lambda)}^{0}$ such that there are $\delta(Q)$ (isolated) periodic solutions to (2.1) of period ( $2 \pi / \lambda$ ). For $q(t)$ in a sufficiently small neighborhood of 0 , this is the maximum number of solutions close to zero which can occur.
(2) These periodic solutions persist under deformations in the following sense:

Let $P\left(x, x^{\prime}, t, \nu\right)$ and $Q(t, \nu)$ be continuous functions, smooth in $\left(x, x^{\prime}, \nu\right)$ (respectively $\nu$ ) for $\nu \in B_{a}(0) \subset E$, a Banach space, and periodic of period $(2 \pi / \lambda)$ in $t$, so that $P\left(x, x^{\prime}, t, 0\right)=P\left(x, x^{\prime}, t\right)$ and $Q(t, 0)=q(t)$ (as in 1). Then there are $\delta(Q)$ families of periodic solutions $x^{(i)}(t, \nu)$ to the equation

$$
\begin{equation*}
x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t, \nu\right)=Q(t, \nu) \tag{2.3}
\end{equation*}
$$

defined for $\|\nu\|<\varepsilon$ for some $\varepsilon$ with $0<\varepsilon<a$.
(3) If $H\left(x, x^{\prime}, t\right)$ is continuous, smooth in $\left(x, x^{\prime}\right)$ and periodic in $t$ of period $(2 \pi / \lambda)$, so that

$$
\left|H\left(x, x^{\prime}, t\right)\right|=O\left(\left\|\left(x, x^{\prime}\right)\right\|\right)^{l+1}
$$

where $m^{l} \cdot Q=0$ by hypothesis, then there still exists $q_{H}(t)$ so that

$$
\begin{equation*}
x^{\prime \prime}+m^{2} \lambda^{2} x+P\left(x, x^{\prime}, t\right)+H\left(x, x^{\prime}, t\right)=q_{H}(t) \tag{2.4}
\end{equation*}
$$

has $\delta(Q)$ periodic solutions of period $(2 \pi / \lambda)$.
As a corollary of this, we have the existence of polynomial $P$ for which (2.1) has a specific number of periodic solutions.

Theorem 4. There is a polynomial $P$ of total degree $2 n-2$ in $x$ and $x^{\prime}$ and a $q(t)$ such that (2.1) has $n^{2}$ periodic solutions.

A specific example of a polynomial $P$ with a given number of periodic solutions is given by the following.

Let

$$
\begin{equation*}
P\left(x, x^{\prime}, t\right)=\sin (\lambda t)\left(x^{2}+x^{\prime 2}\right)+\sum_{j=3}^{n+1} p_{j}(t) x^{j} \tag{2.5}
\end{equation*}
$$

where

$$
p_{j}(t)=a_{j} \cos ((j-1) \lambda t)+b_{j} \sin ((j-1) \lambda t)+c_{j} \cos (j \lambda t) .
$$

Then, as a corollary of Theorem 3, we have the following.
Theorem 5. For almost all $c_{j}$, and then for specific $a_{j}$ and $b_{j}$, $f$ obtained using (2.5) is infinitesimally stable with local algebra $\mathbb{R}[[x, y]] /\left(x^{2}+y^{2}, x^{n+1}\right)$. There is $q(t)$ which has only nonzero Fourier coefficients of degree $\leqq 2 n$ so that with the above $P$, (2.1) has $2 n+2$ (isolated) periodic solutions of period $(2 \pi / \lambda)$.
3. Outline of the method and some derivative computations. We begin by outlining the method we use and describing the role that subsequent sections play in carrying out the outline. The first step is to apply the Lyapunov-Schmidt procedure to the operator (2.2). For simplicity, we refer to the case $m=\lambda=1$ so that $f: C_{2 \pi}^{2} \rightarrow C_{2 \pi}^{0}$. The form of Lyapunov-Schmidt we use is slightly different from its standard form. For our operator $f, d f(0)$ is Fredholm of index 0 with $K=\operatorname{ker} d f(0)$ spanned by $\{\cos (t), \sin (t)\}$, which also spans a subspace complementary to image $(d f(0))$. Let $W$ (respectively $W^{\prime}$ ) denote the $L^{2}$-orthogonal complement to $K$ in $C_{2 \pi}^{2}$ (respectively $C_{2 \pi}^{0}$ ). Then: $d f(0): W \xrightarrow{\hookrightarrow} W^{\prime}$. We define $\Phi: C_{2 \pi}^{2} \rightarrow C_{2 \pi}^{0}$ by $\Phi(x, u)=x+f(x, u)$ for $(x, u) \in K \oplus W$. By the inverse function theorem, $\Phi^{-1}$ is defined in a neighborhood $U$ of 0 ; and $F=f \circ \Phi^{-1}: U \rightarrow C_{2 \pi}^{0}$ has the form $F(x, u)=(\bar{F}(x, u), u)$ for $(x, u) \in K \oplus W^{\prime}$. Then, we shall refer to this procedure of obtaining $F$ from $f$ as the Lyapunov-Schmidt procedure.

Our goal is to apply the verification criterion (1.3) to $F$ to deduce that, under certain circumstances, $F$ is infinitesimally stable. The results needed to apply the criterion will be developed in the remainder of this section and in $\S 4$ and 5 . The verification criterion requires us to compute certain derivatives of $\bar{F}$ at 0 , and establish certain surjectivity properties. By the rule for derivatives of compositions, to do this we must be able to compute the derivatives of $f$ at 0 . The remainder of this section will be concerned with computations of such derivatives. Lemmas 3.10 and 3.15 provide the key surjectivity results (while Corollaries $3.12,3.13$ and Lemma 3.14 are mainly used for examples).

Second, the verification criterion is to be applied to the restriction of $F$ to a finite-dimensional subspace $V_{m}$ spanned by $\{\cos (r t), \sin (r t)\}_{r=0}^{m}$. We wish to know that terms involving eigenfunctions $\cos (s t)$ and $\sin (s t)$ for $s$ sufficiently large (say $\geqq M$ ) will not affect the derivative computations after restriction. This is achieved by the noninterference Lemma 4.1 and its Corollary 4.9. They allow us, for example, to restrict our original $f$ to a mapping from $V_{M}$ to itself and apply Lyapunov-Schmidt to the finite-dimensional mapping. This allows us to use standard techniques for working with finite-dimensional mappings and to inductively establish the verification procedure by successively adding terms without altering the preceding surjectivity conditions.

Last, in § 5 we prove that adding a "model operator" to any operator $f$ produces one satisfying the verification criterion. This gives a "universal model" for establishing infinitesimal stability (Theorem 5.4 and Corollary 5.9).

Once these results are in place, the proofs of the theorems follow very simply by the arguments in § 6 . Sections 7 and 8 contain specific examples already referred to. We now proceed to the derivative computations.

We begin by simplifying notation and assuming $\lambda=1$. Then, we consider derivatives of nonlinear operators from $C_{2 \pi}^{2}$ to $C_{2 \pi}^{0}$ which are sums of terms of the form

$$
\begin{equation*}
\left(a_{1} \cos k t+a_{2} \sin k t\right) \cdot x^{i}\left(x^{\prime}\right)^{j} . \tag{3.1}
\end{equation*}
$$

Although we will be working with real mappings and derivatives, computations are easier to see conceptually using complex notation. Furthermore, in certain steps we will wish to show that certain real forms span a vector space of multilinear forms. It will be easier to show that the forms span the corresponding complex space of multilinear forms.

We use local coordinates $\left(x_{1}, x_{2}\right)$ for the subspace spanned by $\cos (t)$ and $\sin (t)$. We let $\omega=\cos (t)+i \sin (t)$ with complex conjugate $\bar{\omega}$. Also, we let $z=x_{1}+i x_{2}$ so that $x_{1} \cos t+x_{2} \sin t=(1 / 2)(\bar{z} \omega+z \bar{\omega})$. Similarly, for $x=a_{1}+i a_{2}, \quad a_{1} \cos k t+a_{2} \sin k t=$ $(1 / 2)\left(\bar{x} \omega^{k}+x \bar{\omega}^{k}\right)$. Since $d / d t(\omega)=i \omega$ and $d / d t(\bar{\omega})=-i \bar{\omega}$,

$$
\frac{d}{d t}\left(\frac{1}{2}(\bar{z} \omega+z \bar{\omega})\right)=\left(\frac{i}{2}\right)(\bar{z} \omega-z \bar{\omega}) .
$$

Given a polynomial in $\omega$ and $\bar{\omega}, Q(\omega, \bar{\omega})$, we introduce the function which gives the constant term of $Q$,

$$
\operatorname{Cst}(Q(\omega, \bar{\omega}))=Q(0,0) .
$$

Then, we can compute the $L^{2}$-component of $Q(\omega, \bar{\omega})$ for $\cos (k t)$ or $\sin (k t)$ by taking $L^{2}$-inner products with $(1 / \pi) \cos (k t)$ or $(1 / \pi) \sin (k t)$. This can alternately be computed as

$$
\begin{equation*}
\operatorname{Cst}\left(\left(\omega^{k}+\bar{\omega}^{k}\right) \cdot Q(\omega, \bar{\omega})\right) \quad \text { or } \quad \operatorname{Cst}\left((-i)\left(\omega^{k}-\bar{\omega}^{k}\right) \cdot Q(\omega, \bar{\omega})\right) . \tag{3.2}
\end{equation*}
$$

More generally, if we let $\left(u_{k}, v_{k}\right)$ denote coordinates for the subspace $\langle\cos (k t), \sin (k t)\rangle$, and let $w_{k}=u_{k}+i v_{k}$, then from (3.2),

$$
\begin{equation*}
w_{k}=2 \cdot \operatorname{Cst}\left(\omega^{k} \cdot Q(\omega, \bar{\omega})\right) . \tag{3.3}
\end{equation*}
$$

Now consider $f: C_{2 \pi}^{2} \rightarrow C_{2 \pi}^{0}$ defined by

$$
\begin{equation*}
f(x)=\left(a_{1} \cos (r t)+a_{2} \sin (r t)\right) \cdot x^{j}\left(x^{\prime}\right)^{k} \tag{3.4}
\end{equation*}
$$

A standard computation yields

$$
\begin{aligned}
& \frac{1}{m!} d^{m} f(0)\left(l_{1}, \cdots, l_{m}\right)
\end{aligned}
$$

We will consider several special cases of (3.5).
Case 1. If we evaluate (3.5) for $l_{i}=(1 / 2)(\bar{z} \omega+z \bar{\omega})$ for all $i$ we obtain

$$
\begin{equation*}
w_{1}=\operatorname{Cst}\left(\omega \cdot\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right) \cdot(1 / 2)^{m} \cdot i^{k}(\bar{z} \omega+z \bar{\omega})^{j}(\bar{z} \omega-z \bar{\omega})^{k}\right) . \tag{3.6}
\end{equation*}
$$

Case 2. If $j=m, k=0, l_{1}=\cdots=l_{m-1}=(1 / 2)(\bar{z} \omega+z \bar{\omega})$ and $l_{m}=(1 / 2)\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right)$ with $\beta=b_{1}+i b_{2}$, then for (3.5)

$$
\begin{equation*}
w_{q}=\operatorname{Cst}\left(\omega^{q} \cdot\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right) \cdot\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right) \cdot(1 / 2)^{m} \cdot(\bar{z} \omega+z \bar{\omega})^{m-1}\right) . \tag{3.7}
\end{equation*}
$$

Case 3. Last, if $k=1, l_{1}=\cdots=l_{j}=(1 / 2)(\bar{z} \omega+z \bar{\omega})($ and $m=j+1)$ and $l_{j+1}=$ $(1 / 2)\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right)$, then for (3.5)

$$
\begin{equation*}
w_{1}=\operatorname{Cst}\left(\omega \cdot\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right) \cdot \Psi\right) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi=(i / j+1)\left\{j\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right)(\bar{z} \omega+z \bar{\omega})^{j-1}(\bar{z} \omega-z \bar{\omega})+s\left(\bar{\beta} \omega^{s}-\beta \bar{\omega}^{s}\right)(\bar{z} \omega+z \bar{\omega})^{j}\right\} . \tag{3.9}
\end{equation*}
$$

Let (3.6), with $\alpha$ replaced by $\alpha_{j k}^{(r)}$, be denoted by $\Psi_{j k}^{(r)}$. Also, let $S^{m}\left(x_{1}, x_{2}\right)$ denote the vector space of real homogeneous polynomials of degree $m$ in $\left(x_{1}, x_{2}\right)$. Let $S_{\mathbb{C}}^{m}\left(x_{1}, x_{2}\right)$ denote the corresponding complex vector space. The $\Psi_{j k}^{(r)}$ are elements of $S^{m}\left(x_{1}, x_{2}\right) \times S^{m}\left(x_{1}, x_{2}\right)$ with $m=j+k$.

LEMMA 3.10. $\left\{\Psi_{j k}^{(r)}: j+k=m, 0 \leqq r \leqq m\right\} \operatorname{span} S^{m}\left(x_{1}, x_{2}\right) \times S^{m}\left(x_{1}, x_{2}\right)$.
Proof. We first observe that $S_{\mathbb{C}}^{m}\left(x_{1}, x_{2}\right)$ can be identified with $S^{m}\left(x_{1}, x_{2}\right) \times$ $S^{m}\left(x_{1}, x_{2}\right)$ by $g+i h \mapsto(g, h)$. Via this identification, $\left\{z^{j} \bar{z}^{k}: j+k=m\right\}$ is a basis over $\mathbb{C}$ (since $x_{1}=(1 / 2)(z+\bar{z}), \quad x_{2}=(i / 2)(z-\bar{z})$ we may expand $x_{1}^{n} x_{2}^{l}=$ $(1 / 2)^{n+l}(-i)^{l}(z+\bar{z})^{n}(z-\bar{z})^{l}$ to represent $x_{1}^{n} x_{2}^{l}$ as a linear combination of $\left.z^{j} \bar{z}^{k}\right)$. Thus viewing the elements $\Psi_{j k}^{(r)}$ as elements of $S_{\mathbb{C}}^{m}\left(x_{1}, x_{2}\right)$, it is sufficient to represent each $z^{j} \bar{z}^{k}$ as a complex linear combination of such elements. Consider

$$
\begin{align*}
w_{1} & =\operatorname{Cst}\left(\omega \cdot\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right) \cdot\left(z^{j} \bar{\omega}^{j}\right)\left(\bar{z}^{k} \omega^{k}\right)\right) \\
& =\operatorname{Cst}\left(\left(\bar{\alpha} \omega^{r+1}+\alpha \bar{\omega}^{r-1}\right) \omega^{k-j}\right) \cdot z^{j} \bar{z}^{k} . \tag{3.11}
\end{align*}
$$

If $k \geqq j$ and $r=1+k-j$, then $w_{1}=\alpha z^{j} \bar{z}^{k}$. If $\alpha$ represents an arbitrary complex number, we obtain the complex subspace spanned by $z^{j} \bar{z}^{k}$. If instead $j>k$, we use $r^{\prime}=j-k-1$ and obtain $\bar{\alpha}^{\prime} z^{j} \bar{z}^{k}$. Again if $\alpha^{\prime}$ is an arbitrary complex number then we obtain the subspace spanned by $z^{j} \bar{z}^{k}$.

Now, using in (3.11)

$$
\begin{aligned}
& \bar{z} \omega=(1 / 2)(\bar{z} \omega+z \bar{\omega})-i((i / 2)(\bar{z} \omega-z \bar{\omega})), \\
& z \bar{\omega}=(1 / 2)(\bar{z} \omega+z \bar{\omega})+i((i / 2)(\bar{z} \omega-z \bar{\omega}))
\end{aligned}
$$

and expanding we obtain $z^{j} \bar{z}^{k}$ as a complex linear combination of $\left\{\Psi_{j k}^{(r)}\right\}$.
We obtain the following as corollaries of the method.
Corollary 3.12. In (3.6) with $r=m-1, j=m, k=0, w_{1}=(1 / 2)^{m} \bar{\alpha} z^{m}$ modulo terms of the form $(z \cdot \bar{z}) \cdot h$.

Corollary 3.13. For $f(x)=\sin (t)\left(x^{2}+x^{\prime 2}\right)$, with $l_{i}=(1 / 2)(\bar{z} \omega+z \bar{\omega}) i=1,2$, the $w_{1}$ component of $(1 / 2!) d^{2} f(0)\left(l_{1}, l_{2}\right)$ equals izz . If $l_{2}=(1 / 2)\left(\bar{w}_{3} \omega^{3}+w_{3} \bar{\omega}^{3}\right)$, it equals

$$
(1 / 4)(-i)\left(\bar{z} w_{3}\right)=\frac{1}{4}\left(v_{3} x_{2}-u_{3} x_{1}, u_{3} x_{2}+v_{3} x_{1}\right) .
$$

For Case 2 we have the following lemma.
Lemma 3.14. (1) When $q=1$ and $r+s>m$ expression (3.7) equals

$$
\left(\frac{1}{2}\right)^{m} \cdot\left\{\binom{m-1}{a} a \bar{\beta} \bar{z}^{m-1-a} z^{a}+\binom{m-1}{a-1} \bar{\alpha} \beta z^{m-a} \bar{z}^{a-1}\right\}
$$

if $r-s-1=m-1-2 a$ and $0 \leqq a \leqq m$; otherwise it equals 0 .
(2) When $r>s>q>m-1$, it equals

$$
\left(\frac{1}{2}\right)^{m} \cdot \alpha \bar{\beta}\binom{m-1}{a} \bar{z}^{m-1-a} z^{a}
$$

if $r-s-q=m-1-2 a$ and $0 \leqq a \leqq m-1$; otherwise it is 0 (note by convention $\binom{m-1}{m}=$ $\binom{m-1}{-1}=0$.

Proof.

$$
\omega^{q}\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right)\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right)=\bar{\alpha} \bar{\beta} \omega^{r+s+q}+\alpha \beta \bar{\omega}^{r+s-q}+\bar{\alpha} \beta \omega^{r-s+q}+\alpha \bar{\beta} \bar{\omega}^{r-s-q} .
$$

In the first case, only the last two terms can have exponent $\leqq m-1$ in absolute value. In the second case, only the last term is possible. Thus, if $r-s-q=m-1-2 a$, then (2) is as stated and we have the extra term if $q=1$.

Lemma 3.15. Expression (3.8), with $r>j+1, s \geqq 0$, is equal to

$$
\begin{align*}
& \left(\frac{i}{j+1}\right)\left[-\bar{\alpha} \beta\left\{(s-j)\binom{j}{a}+(s+j)\binom{j}{a-1}\right\} \bar{z}^{j-a} z^{a}\right. \\
& \left.+\alpha \bar{\beta}\left\{(s-j)\binom{j}{a-1}+(s+j)\binom{j}{a-2}\right\} z^{j+1-a \bar{z}^{-a-1}}\right]  \tag{3.16}\\
& \\
& \quad \text { if } s=r+j+1-2 a \text { and } 0 \leqq a \leqq j
\end{align*}
$$

and equals 0 if $s(\geqq 0)$ is not of the above form.
Proof. We first compute $\Psi$ in (3.8):

$$
\Psi=\left(\frac{i}{j+1}\right)(\bar{z} \omega+z \bar{\omega})^{j-1}\left\{j\left(\bar{\beta} \omega^{s}+\beta \bar{\omega}^{s}\right)(\bar{z} \omega-z \bar{\omega})+s\left(\bar{\beta} \omega^{s}-\beta \bar{\omega}^{s}\right)(\bar{z} \omega+z \bar{\omega})\right\} .
$$

Thus,

$$
\begin{equation*}
\omega\left(\bar{\alpha} \omega^{r}+\alpha \bar{\omega}^{r}\right) \cdot \Psi=\left(\frac{i}{j+1}\right)(\bar{z} \omega+z \bar{\omega})^{j-1} \cdot \Psi_{1} \tag{3.17}
\end{equation*}
$$

where a computation yields

$$
\begin{aligned}
& \Psi_{1}=(s+j)\left(\bar{\alpha} \bar{\beta} \bar{z} \omega^{r+s+2}-\alpha \beta z \bar{\omega}^{r+s}+\alpha \bar{\beta} \bar{z} \omega^{s+2-r}-\beta \bar{\alpha} z \bar{\omega}^{s-r}\right) \\
&+(s-j)\left(\bar{\alpha} \bar{\beta} z \omega^{r+s}-\alpha \beta \bar{\beta} \bar{\omega}^{r+s-2}+\alpha \bar{\beta} z \omega^{s-r}-\bar{\alpha} \beta \bar{z} \bar{\omega} \bar{\omega}^{s-r-2}\right) .
\end{aligned}
$$

From (3.17), the formula for $\Psi_{1}$ yields, for (3.8) with $s=r+j+1-2 a$, the expression

$$
\begin{aligned}
& -\bar{\alpha} \beta\left\{(s-j)\binom{j}{a} \bar{z} \cdot \bar{z}^{j-1-a} z^{a}+(s+j) \cdot\binom{j}{a-1} z \bar{z}^{j-1-(a-1)} \cdot z^{a-1}\right\} \\
& +\alpha \bar{\beta}\left\{(s-j)\binom{j}{a-1} \cdot z \cdot z^{j-1-(a-1)} \bar{z}^{a-1}+(s+j)\binom{j}{a-2} \cdot \bar{z} \cdot z^{j-1-(a-2)} \bar{z}^{a-2}\right\}
\end{aligned}
$$

(where $\binom{j}{c}=0$ if $c<0$ ). This gives the desired formula upon rearrangement. If $s$ is not of this form, then (3.17) is without constant terms and so (3.8) is zero.
4. A noninterference lemma. We consider an operator $f$ obtained by adding to $x^{\prime \prime}+x$ a finite number of terms of the form $(a \sin k t+b \cos k t) \cdot x^{i}\left(x^{\prime}\right)^{j}$ with $i+j>1$ (and say $i+j \leqq n$ ). Let

$$
V_{m}=\text { vector space spanned by }\{\cos (k t), \sin (k t), 0 \leqq k \leqq m\} .
$$

Then, we shall show that given $m>0$, there is an $M>0$ so that the $n$-jet of the germ obtained by applying the Lyapunov-Schmidt procedure to $f$ and restricting to $V_{m}$ does not depend on the Fourier coefficients of order $\geqq M$ of the image of the original $f$. In essence, the higher eigenfunctions do not interfere with the nonlinear behavior of the Lyapunov-Schmidt form of $f$ on $V_{m}$.

More specifically, let $\Phi: C_{2 \pi}^{2} \rightarrow C_{2 \pi}^{0}$ be defined by $\Phi(x, u)=x+f(x, u)$ for $x \in K=$ $\operatorname{ker}(d f(0))$ and $u$ belonging to the $L^{2}$-orthogonal complement in $C_{2 \pi}^{2}$. Then, $f \circ \Phi^{-1}: C_{2 \pi}^{0} \rightarrow C_{2 \pi}^{0}$ gives the Lyapunov-Schmidt reduction. We let $W_{m}$ denote the $L^{2}$-orthogonal complement to $V_{m}$ in $C_{2 \pi}^{0}$, and $P_{m}$ denote the projection onto $V_{m}$ along $W_{m}$. Define $f_{2}=P_{M} \circ f \mid V_{M}$ (with $M$ to be determined). Also, let $\Phi^{\prime}: V_{M} \rightarrow V_{M}$ be defined by $\Phi^{\prime}=P_{M} \circ \Phi \mid V_{M}$ so that $\Phi^{\prime}\left(x, u^{\prime}\right)=x+f_{2}\left(x, u^{\prime}\right)$. Then, $f_{2} \circ \Phi^{\prime-1}: V_{M} \rightarrow V_{M}$ is the Lyapunov-Schmidt reduction for $f_{2}$. Finally, we let $f_{1}=f_{2} \circ \Phi^{\prime-1} \mid V_{m}: V_{m} \rightarrow V_{m}$ (here $m<M)$. Note $f_{1}\left(V_{m}\right) \subseteq V_{m}$ by Lyapunov-Schmidt. Then, the $n$-jets of $f_{1}$ and $f \circ \Phi^{-1}$ are related by the following lemma.

Lemma 4.1. Given $m>0$, there is an integer $M>m$ such that for $1 \leqq j \leqq n$

$$
\begin{align*}
& d^{j}\left(f \circ \Phi^{-1}\right)(0) \mid V_{m} \times \cdots \times V_{m}=d^{j} f_{1}(0),  \tag{i}\\
& d^{j}\left(P_{m} \circ f \circ \Phi^{-1}\right)(0) \mid V_{m} \times \cdots \times V_{m} \times W_{M} \equiv 0 .
\end{align*}
$$

Proof. First we prove (i). Let

$$
K=\max \{k: \cos (k t) \text { or } \sin (k t) \text { appears as a coefficient of a term of } f\} .
$$

We inductively define a sequence of integers by $m_{1}=m$, and $m_{j}>(n+1) m_{j}+K$ for $1<j \leqq n+1$ and let $M=m_{n+1}$. We claim this $M$ will suffice for (i).

Let $Q_{j}$ denote the projection onto $W_{m_{j}}$ along $V_{m_{j}}$ and let $P_{m_{j}}$ be denoted just by $P_{j}$. Then, we first observe

$$
\begin{equation*}
Q_{j+1} \circ d^{j} f(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}} \equiv 0 . \tag{4.2}
\end{equation*}
$$

This follows from (3.5) since to have a component of $\cos (s t)$ or $\sin (s t)$ for $d^{j} f(0)$, we must have $s \leqq j \cdot m_{j}+K<m_{j+1}$ with $j \leqq n$.

Next, temporarily let $P_{1}^{\prime}$ denote the projection onto $\langle\cos (t), \sin (t)\rangle$ along its $L^{2}$ orthogonal complement in $C_{2 \pi}^{2}$. Then, $\Phi=P_{1}^{\prime}+f$ so

$$
d^{j} \Phi(0)= \begin{cases}P_{1}^{\prime}+d f(0), & j=1, \\ d^{j} f(0), & j>1\end{cases}
$$

Thus,

$$
Q_{j+1} \circ d^{j} \Phi(0) \left\lvert\, V_{m_{j}} \times \cdots \times V_{m_{j}}=\left\{\begin{array}{cc}
\left(Q_{j+1} \circ P_{1}^{\prime}\right)+\left(Q_{j+1} \circ d f(0) \mid V_{m_{1}}\right), & j=1, \\
Q_{j+1} \circ d^{j} f(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}}, & j>1
\end{array}\right.\right.
$$

or

$$
Q_{j+1} \circ d^{j} \Phi(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}}=0, \quad j \geqq 1 .
$$

Thus,

$$
\begin{align*}
d^{j} \Phi(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}} & =P_{j+1} \circ d^{j} \Phi(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}}  \tag{4.3}\\
& =d^{j} \Phi^{\prime}(0) \mid V_{m_{j}} \times \cdots \times V_{m_{j}}, \quad j \geqq 1
\end{align*}
$$

and

$$
\begin{equation*}
d^{j} \Phi(0)\left(V_{m_{j}} \times \cdots \times V_{m_{j}}\right) \subset V_{m_{j+1}}, \quad j \leqq n . \tag{4.4}
\end{equation*}
$$

Let $L^{l}$ denote the $l$-multilinear operator.

$$
L^{L^{\text {def }}}=(d \Phi(0))^{-1} \circ d^{l} \Phi(0)
$$

By an expression in $L$ of depth $r$ we mean a term of the form $L^{l}$ if $r=1$, while for $r>1$ we mean an expression (i.e. a composition) $L^{s}\left(L^{j_{1}}, \cdots, L^{j_{s}}\right)$ where each $L^{j_{i}}$ is an expression of depth $r-1$. We claim that if $\Psi(L)$ is an expression in $L$ of depth $r$ then

$$
\text { Image }\left(\Psi(L) \mid V_{m_{1}} \times \cdots \times V_{m_{1}}\right) \subset V_{m_{r}} .
$$

This follows by induction using (4.4) and the fact that $d \Phi(0)$ preserves the $V_{m_{j}}$. Furthermore, by another induction argument, if we replace $L^{l}$ by

$$
L^{\prime l}=\left(d \Phi^{\prime}(0)\right)^{-1} \circ d^{l} \Phi^{\prime}(0)
$$

then

$$
\begin{equation*}
\Psi(L) \mid V_{m_{1}} \times \cdots \times V_{m_{1}}=\Psi\left(L^{\prime}\right) . \tag{4.5}
\end{equation*}
$$

Now,

$$
\begin{aligned}
d^{l} f_{1}(0) & =d^{l}\left(f_{2} \circ \Phi^{\prime-1}\right)(0) \mid V_{m_{1}} \times \cdots \times V_{m_{1}} \\
& =P_{1} \circ d^{l}\left(f \circ \Phi^{\prime-1}\right)(0) \mid V_{m_{1}} \times \cdots \times V_{m_{1}} .
\end{aligned}
$$

We finally claim that

$$
\begin{equation*}
d^{l}\left(f \circ \Phi^{\prime-1}\right)(0)\left|V_{m_{1}} \times \cdots \times V_{m_{1}}=d^{l}\left(f \circ \Phi^{-1}\right)(0)\right| V_{m_{1}} \times \cdots \times V_{m_{1}} . \tag{4.6}
\end{equation*}
$$

Then by the Lyapunov-Schmidt procedure, $Q_{2}\left(f \circ \Phi^{-1}\right)=Q_{2}$; hence we may compose the left-hand side of (4.6) with $P_{1}$ and equality remains; the first result will follow. For this final claim we proceed in two steps. First, by the product rule $d^{l}\left(f \circ \Phi^{-1}\right)(0)$ is a sum of terms of the form

$$
d^{r} f(0)\left(d^{l} \Phi^{-1}(0), \cdots, d^{l} \Phi^{-1}(0)\right)
$$

with coefficients only depending upon $r, l_{1}, \cdots, l_{r}$ (see e.g. [F] or [R]).
Thus, if

$$
\begin{equation*}
d^{l}\left(\Phi^{-1}\right)(0)\left|V_{m_{1}} \times \cdots \times V_{m_{1}}=d^{l}\left(\Phi^{\prime-1}\right)(0)\right| V_{m_{1}} \times \cdots \times V_{m_{1}} \tag{4.7}
\end{equation*}
$$

and both have images in $V_{m_{l}}$, then by the product rule and (4.2) we have equality in (4.6).
Lastly, to establish (4.7) we again apply the product rule to

$$
\Phi \circ \Phi^{-1}=\mathrm{id} \quad \text { or } \quad \Phi_{1} \circ \Phi_{1}^{-1}=\operatorname{id}_{V_{m_{n+1}}}
$$

to obtain that $d^{l} \Phi^{-1}(0)$ is a sum of terms with well-determined coefficients which are expressions in $L$, as defined above. A similar statement applies to $d^{l} \Phi^{\prime-1}(0)$ and $L^{\prime}$. Thus by (4.5), (4.7) is valid.

For (ii), we let the $M$ from (i) be denoted by $m^{\prime}$ and reapply (i) for $m^{\prime}$ in place of $m$, obtaining $m_{j}^{\prime}>(n+1) m_{j-1}^{\prime}+K$ and $M^{\prime}=m_{n+1}^{\prime}$. This implies $m_{j}^{\prime}-\left(n \cdot m_{1}^{\prime}+K\right)>$ $m_{j-1}^{\prime}$. By the product rule, to prove (ii), it is sufficient to prove that the terms

$$
P_{1} \circ d^{r} f(0)\left(d^{l_{1}}\left(\Phi^{-1}\right)(0), \cdots, d^{l_{r}}\left(\Phi^{-1}\right)(0)\right) \mid V_{m_{1}} \times \cdots \times V_{m_{1}} \times W_{M}
$$

are identically zero (recall $P_{1} \stackrel{\text { def }}{=} P_{m_{1}}$ ). Since

$$
d^{l}\left(\Phi^{-1}\right)(0)\left(V_{m_{1}} \times \cdots \times V_{m_{1}}\right) \subset V_{m_{l}} \subset V_{m^{\prime}}, \quad l \leqq n,
$$

it is sufficient to show that

$$
\begin{equation*}
d^{l}\left(\Phi^{-1}\right)(0)\left(V_{m^{\prime}} \times \cdots \times V_{m^{\prime}} \times W_{M^{\prime}}\right) \subset W_{m_{2}^{\prime}} \tag{4.8}
\end{equation*}
$$

since then

$$
d^{r} f(0)\left(V_{m^{\prime}} \times \cdots \times V_{m^{\prime}} \times W_{m_{2}^{\prime}}\right) \subset W_{m_{i}^{\prime}}
$$

by the above inequality for $m_{j}^{\prime}$. However, as we already mentioned, $d^{l}\left(\Phi^{-1}\right)(0)$ is a sum of terms each of which is an expression in $L$ of depth $l \leqq n$. At each stage, the image will be one lower $W_{m_{j}^{\prime}}$; hence, each term will be in $W_{m_{2}^{\prime}}$. Thus, so will (4.8).

As a corollary of the method of proof we have the following additional result.
Corollary 4.9. Given $f, M$, and $m$ as in Lemma 4.1, let

$$
g\left(x, x^{\prime}, t\right)=\sum b_{i j}(t) x^{i} x^{\prime j}
$$

summed for $i+j=k$ (with fixed $k \leqq n$ ) with $b_{i j}(t) \in W_{M}$. Let $g_{1}$ be obtained from $f+g$ by applying Lyapunov-Schmidt; then
(i) $\quad d^{j}\left(f \circ \Phi^{-1}\right)(0)\left|V_{m} \times \cdots \times V_{m}=d^{j} g_{1}(0)\right| V_{m} \times \cdots \times V_{m}, \quad 1 \leqq j \leqq k$,
(ii) $\quad P_{1}^{\prime} \circ d^{k} g(0) \circ d \Phi^{-1}(0)\left|V_{m} \times \cdots \times V_{m} \times W_{M}=d^{k} g_{1}(0)\right| V_{m} \times \cdots \times V_{m} \times W_{M}$.

Remark. In fact, a slightly more careful analysis allows us to conclude (i) for $1 \leqq j \leqq 2 k-2$.
5. A universal model. Consider a family of operators of the form

$$
f(x, \nu)=x^{\prime \prime}+\lambda^{2} x+P\left(x, x^{\prime}, \nu, t\right)
$$

with $\nu \in E$, and $\|P\|=O\left(\|x\|^{2}+\left\|x^{\prime}\right\|^{2}\right.$ ) (with $P$ continuous, smooth in ( $x, x^{\prime}, \nu$ ), and periodic in $t$ of period $2 \pi / \lambda$ ). We may simultaneously apply Lyapunov-Schmidt and obtain a family which we may further restrict to some $V_{m}$.

$$
F: U \rightarrow V_{m} \times E, \quad F(x, u, \nu)=(\bar{F}(x, u, \nu), u, \nu)
$$

for $U$ an open neighborhood of 0 in $V_{m} \times E$ with $x \in\langle\sin (t), \cos (t)\rangle$, and $u$ belonging to the orthogonal complement of $\langle\sin (t), \cos (t)\rangle$ in $V_{m}$. Looking at the $n$th order Taylor expansion of $F$ with respect to $x$, we have in local coordinates $x=$ $\left(x_{1}, x_{2}\right)\left(x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}}\right.$ for $\left.\alpha=\left(\alpha_{1}, \alpha_{2}\right)\right)$

$$
\bar{F}(x, u, \nu)=\left(\sum_{1 \leqq|\alpha| \leqq n} v_{\alpha} x^{\alpha}, \sum_{1 \leqq|\alpha| \leqq n} v_{\alpha}^{\prime} x^{\alpha}\right)+H \quad \text { with }\|H\|=O\left(\|x\|^{n+1}+\left\|x^{\prime}\right\|^{n+1}\right)
$$

and $v_{\alpha}, v_{\alpha}^{\prime}$ functions of $(u, \nu)$. If we let

$$
\left\{v_{\boldsymbol{\alpha}}, v_{\boldsymbol{\alpha}}^{\prime}: 1 \leqq|\boldsymbol{\alpha}| \leqq n\right\}
$$

denote coordinates for a space $T$, this defines a mapping $v: U^{\prime} \rightarrow T$ sending $(u, \nu) \mapsto$ $\left(v_{\boldsymbol{\alpha}}(u, \nu), \quad v_{\boldsymbol{\alpha}}^{\prime}(u, \nu)\right): 1 \leqq|\boldsymbol{\alpha}| \leqq n$. Here $U^{\prime}=U_{1} \times U_{2}$ is a neighborhood of 0 in $\langle\sin (t), \cos (t)\rangle^{\perp} \oplus E$. We let $T_{1}$ denote the subspace of $T$ defined by the vanishing of
$\left\{v_{\alpha}, v_{\alpha}^{\prime}:|\alpha|=1\right\}$. Given an operator $f_{0}(x)=x^{\prime \prime}+\lambda^{2} x+P\left(x, x^{\prime}, t\right)$ we consider a family of operators of the form

$$
\begin{equation*}
f(x, \nu)=f_{0}(x)+G(x, \nu) \tag{5.1}
\end{equation*}
$$

where $G(x, \nu)=G_{1}+G_{2}$ with

$$
\begin{equation*}
G_{1}=\sum_{\substack{1 \leq k \leq i+j \\ 2 \leqq i+j \leqq n}}\left(a_{i j}^{(k)} \cos (k t)+b_{i j}^{(k)} \sin (k t)\right) x^{i} x^{\prime j} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{2}=\sum_{i=2}^{n+1}\left(c_{i} \sin \left(r_{i} t\right)+d_{i} \cos \left(r_{i} t\right)+c_{i}^{\prime} \sin \left(r_{i}^{\prime} t\right)+d_{i}^{\prime} \cos \left(r_{i}^{\prime} t\right)\right) x^{i-1} x^{\prime} \tag{5.3}
\end{equation*}
$$

Let $\nu=\left(\nu_{1}, \nu_{2}\right)$, where $\nu_{1}$ denotes the set of all coefficients $\left\{a_{i j}^{(k)}, b_{i j}^{(k)}\right\}$ and $\nu_{2}$ denotes the set of all coefficients $\left\{c_{i}, d_{i}, c_{i}^{\prime}, d_{i}^{\prime}\right\}$. Let $E_{i}$ denote the subspace with local coordinates $\nu_{i}$ and $E=E_{1} \oplus E_{2}$.

Theorem 5.4. There are integers $r_{i}, r_{i}^{\prime}$ such that for any $f_{0}$ :
(i) For any $\nu_{2} \in E_{2}, v \mid\left(U_{2} \cap E_{1}\right): U_{2} \cap E_{1} \rightarrow T_{1}$ is a submersion at 0 .
(ii) For any $\nu_{1} \in E_{1}$ and almost all $\nu_{2} \in E_{2} v \mid U_{1}: U_{1} \rightarrow T$ is a submersion at 0 .

Proof. We repeatedly apply Lemma $4.12 n-1$ times beginning with $m_{0}=n+1$ and at the $j$ th step increasing $K=m_{j+1}$ to obtain $m_{0}, m_{1}, \cdots, m_{2 n-1}$. We choose $r_{i}$ and $r_{i}^{\prime}$ so that $\left|r_{i}-r_{i}^{\prime}\right|>4(i+1)$ and $m_{0}<m_{1}<r_{1}, r_{1}^{\prime}<m_{2}<m_{3}<r_{2}, r_{2}^{\prime}<m_{4} \cdots<$ $m_{2 n-1}<r_{n+1}, r_{n+1}^{\prime}$. For (i), we first observe that the only derivative of $f$ in which the $a_{i j}^{(k)}$ or $b_{i j}^{(k)}$ appear is the $i+j$ th derivative. Thus, for $d^{\prime} \bar{F}(0)=P^{\prime} \circ d^{l}\left(f \circ \Phi^{-1}\right)$, we obtain from the formula for the derivative of compositions that the coefficients $a_{i j}^{(k)}$ and $b_{i j}^{(k)}$ do not appear in $d^{l} \bar{F}(0)$ if $l<i+j$. If $l=i+j$, then they only appear in the term

$$
P^{\prime} \circ d^{l} f \circ d \Phi^{-1}\left(=P^{\prime} \circ d^{l} f \text { when restricted to }\langle\sin (t), \cos (t)\rangle\right)
$$

(recall $P^{\prime}$ denotes projection onto $\left.\langle\sin (t), \cos (t)\rangle\right)$. We remark that they also appear in $d f \circ d^{l}\left(\Phi^{-1}\right)$; however composing with $P^{\prime}$ annihilates this term.

Hence, evaluating (3.6) we obtain, with $\alpha_{j k}^{(l)}=a_{j k}^{(l)}+i b_{j k}^{(l)}$, that the $i+j$ th-order terms of $\bar{F}$ involving $a_{i j}^{(k)}$ and $b_{i j}^{(k)}$ equal $\Psi_{i j}^{(k)}$, in the notation of Lemma 3.10. Thus, by Lemma 3.10 and the preceding discussion, the derivatives

$$
\left.\frac{\partial \bar{F}}{\partial a_{i j}^{(k)}}\right|_{\nu_{1}=0},\left.\frac{\partial \bar{F}}{\partial b_{i j}^{(k)}}\right|_{\nu_{1}=0}: i+j=s, \quad 1 \leqq k \leqq i+j
$$

span $S^{s}\left(x_{1}, x_{2}\right) \times S^{s}\left(x_{1}, x_{2}\right)$ modulo higher order terms. The union of such derivatives for $2 \leqq s \leqq n$, span $T_{1}$ so (i) holds.

For (ii), we let $\alpha_{j}=d_{j}+i c_{j}, \alpha_{j}^{\prime}=d_{j}^{\prime}+i c_{j}^{\prime}$, and $w_{s}=u_{s}+i v_{s}$, where $s=r_{j}+j+1-2 a$, $0 \leqq a \leqq j$, or a corresponding formula for $s^{\prime}$ with $r_{j}$ replaced by $r_{j}^{\prime}, 2 \leqq j \leqq n$. We also let $U_{0}$ denote $U_{1} \cap V^{\prime}$, where $V^{\prime}$ is the subspace spanned by the eigenfunctions $\cos \left(s^{\prime \prime} t\right), \sin \left(s^{\prime \prime} t\right)$ for $s^{\prime \prime}=s$ or $s^{\prime}$ satisfying the preceding conditions. Then we shall show that (ii) holds even for the subset $U_{0}$. It is sufficient to show that

$$
\begin{equation*}
\left.\frac{\partial v}{\partial u_{s^{\prime \prime}}}\right|_{\langle\sin t, \cos t\rangle},\left.\quad \frac{\partial v}{\partial v_{s^{\prime \prime}}}\right|_{\langle\sin t, \cos t\rangle} \tag{5.5}
\end{equation*}
$$

span $T$ for almost all choices of coefficients $\left\{\alpha_{j}, \alpha_{j}^{\prime}\right\}$, where we undertand that in (5.5) $s^{\prime \prime}$ runs through all allowable values. By the way that the $r_{j}$ and $r_{j}^{\prime}$ were chosen, the $w_{s}$ and $w_{s^{\prime}}$ are all distinct as $j$ and $a$ range over the allowable values just given. We first show that the lowest-order terms of the derivatives involving $u_{s}$ and $v_{s}$ (or $u_{s^{\prime}}, v_{s^{\prime}}$ )
span $T$. We apply Lemma 3.15, with $\alpha$ replaced by $\alpha_{j}$ and $\alpha_{j}^{\prime}$ and $\beta$ replaced by $w_{s}$ or $w_{s^{\prime}}$. It is sufficient to show that (3.16) with $\alpha \bar{\beta}$ respectively real and purely imaginary, and for both $s$ and $s^{\prime}$, spans a 4-dimensional real subspace to obtain both $\bar{z}^{j-a} z^{a}$ and $z^{j+1-a_{\bar{z}}}{ }^{a-1}$ in both coordinates. By subtracting versions of (3.16) for $\alpha \bar{\beta}$ real and $s$ (respectively $s^{\prime}$ ) we obtain a real multiple of

$$
\begin{equation*}
i \cdot\left(s-s^{\prime}\right)\left\{-\left(\binom{j}{a}+\binom{j}{a-1}\right) \bar{z}^{j-a} z^{a}+\left(\binom{j}{a-1}+\binom{j}{a-2}\right) z^{j+1-a_{\bar{z}}}{ }^{a-1}\right\} \tag{5.6}
\end{equation*}
$$

or equivalently,

$$
i \cdot\left(r_{j}-r_{j}^{\prime}\right)\left\{-\binom{j+1}{a} \bar{z}^{j-a} z^{a}+\binom{j+1}{a-1} z^{j+1-a} \bar{z}^{a-1}\right\} .
$$

Subtracting a multiple of (5.6) from (3.16), we obtain a multiple of

$$
\begin{equation*}
i\left[-\left\{-\binom{j}{a}+\binom{j}{a-1}\right\}^{j-a} z^{a}+\left\{-\binom{j}{a-1}+\binom{j}{a-2}\right\} z^{j-1-a} \bar{z}^{a-1}\right] . \tag{5.7}
\end{equation*}
$$

Then, adding and subtracting multiples of (5.6) and (5.7) yields multiples of

$$
\left.i\left(\binom{j}{a-1}\right)^{j-a} z^{a}+\binom{j}{a-2} z^{j+1-a} \bar{z}^{a-1}\right) \quad \text { and } \quad i\left(\binom{j}{a} \bar{z}^{j-a} z^{a}-\binom{j}{a-1} z^{j+1-a_{\bar{z}}}{ }^{a-1}\right),
$$

which are always linearly independent if $a \geqq 1$ (or they give just $i\left({ }_{0}^{j}\right) \bar{z}^{j}$ if $a=0$ ). For $\alpha \bar{\beta}$ purely imaginary we obtain real multiples instead. This gives the claim. These elements will, in general, generate the four-dimensional subspace for a Zariski open subset of $\alpha_{j}, \alpha_{j}^{\prime}$, which we have just seen is nonempty.

Now we proceed to show inductively that the elements of (5.5) corresponding to $r_{j}, r_{j}^{\prime}, 2 \leqq j \leqq k-1$ and allowable $a$, span $T$ modulo the space $T_{k}$ defined by the vanishing of $\left\{v_{\alpha}, v_{\boldsymbol{\alpha}}^{\prime}:|\boldsymbol{\alpha}| \leqq k\right\}$. This is true for $T$ modulo $T_{1}$ by the preceding discussion since the elements of (5.5) for $r_{2}$ and $r_{2}^{\prime}$ map to a basis for $T$ modulo $T_{1}$; and so adding fixed linear terms to them will not change this for a generic choice of coefficients $c_{2}, d_{2}, c_{2}^{\prime}$, $d_{2}^{\prime}$. If now the result is true for $k<l$, then the terms of (5.5) corresponding to $r_{l+1}$ and $r_{l+1}^{\prime}$ are of the form $\varphi_{i}+\varphi_{i}^{\prime}+\varphi_{i}^{\prime \prime}$, where $\varphi_{i}$ have zero coefficients $v_{\alpha}, v_{\alpha}^{\prime}$ for $|\boldsymbol{\alpha}| \geqq l, \varphi_{i}^{\prime}$ only has nonzero coefficients for $|\boldsymbol{\alpha}|=l$, and $\varphi_{i}^{\prime \prime} \in T_{l}$. By the earlier discussion the $\varphi_{i}^{\prime} \operatorname{span} T_{l-1} / T_{l}$. By induction, we may subtract off constant multiples of the terms given by the induction hypothesis to obtain $\varphi_{i}=0$. Then, in terms of a basis for $T_{l-1} / T_{l}$, the $\varphi_{i}^{\prime}$ have the matrix representation

$$
\begin{equation*}
B+c_{l+1} A_{1}+d_{l+1} A_{2}+c_{l+1}^{\prime} A_{3}+d_{l+1}^{\prime} A_{4} \tag{5.8}
\end{equation*}
$$

where $B$ and $A_{i}$ are fixed with generic sums of the $A_{i}$ being nonsingular; thus a determinant argument implies (5.8) is nonsingular for almost all choices of $c_{l+1}$, etc. This completes the induction step. After $n$ steps, we obtain the conclusion for (ii).

As a corollary, we have the following.
Corollary 5.9. Let $P=0$ with the preceding notation. If $W$ is a neighborhood of 0 in $E$, then there exists a neighborhood $V$ of 0 in $T_{1}$ such that for every $h \in V$, there exists $\nu=\left(\nu_{1}, \nu_{2}\right) \in W$ so that $v(0, \nu)=h$ and $v \mid U_{1}$ is a submersion at 0 .

Proof. We prove the result by induction on $n$. It is vacuously true if $n=1$. Suppose it is true for $n-1$. We let $v^{(n-1)}, E_{1}^{(n-1)}, E_{2}^{(n-1)}$ denote the corresponding objects for $n-1$. Then, $E_{i}=E_{i}^{(n-1)} \oplus E_{i}^{\prime}$, where $E_{i}^{\prime}$ denotes the subspace corresponding to $\left\{a_{i j}^{(k)}, b_{i j}^{(k)}: i+j=n\right\}$ if $i=1$ or $\left\{c_{n+1}, c_{n+1}^{\prime}, d_{n+1}, d_{n+1}^{\prime}\right\}$ if $i=2$. Given $W \subset E_{1} \oplus E_{2}$ we may find $W_{i} \subset E_{i}$ so that $W_{1} \times W_{2} \subset W$. We may further assume $W_{i}=W_{i}^{\prime} \times W_{i}^{\prime \prime}$ according
to the above decompositions for $E_{i}$. We also decompose $\nu \in W, \nu=\left(\nu_{1}, \nu_{2}\right)$ with $\nu_{i}=\left(\nu_{i}^{\prime}, \nu_{i}^{\prime \prime}\right)$.

Observe that $v\left(W_{1}^{\prime \prime}\right)$ is a neighborhood of 0 in $T_{n-1}$ (this follows from the proof of (i) in Theorem 5.4). We choose a neighborhood $V_{1}$ of 0 in $T_{n-1}$ so that if $h_{1}, h_{2} \in V_{1}$, then $h_{1}-h_{2} \in v\left(W_{1}^{\prime \prime}\right)$. Then by continuity there exists a neighborhood $Z$ of 0 in $E$ such that the following composition maps into $V_{1}$

$$
Z \xrightarrow{v} T_{1} \xrightarrow{\mathrm{pr}} T_{n-1}
$$

(here pr is projection onto the $n$th derivative, which is well defined since we have fixed coordinates $\mathbf{x}$ ).

Now, if $Z=Z_{1} \times Z_{2}$ and $Z_{i}=Z_{i}^{\prime} \times Z_{i}^{\prime \prime}$ as above, then by the inductive assumption applied to $Z_{1}^{\prime} \times Z_{2}^{\prime}$, there is a $V^{\prime}$ satisfying the result. Here $V^{\prime} \subset T_{1} / T_{n-1}$. We let $V=V^{\prime} \times V_{1}$ (using the splitting of $T_{1}=T_{1} / T_{n-1} \oplus T_{n-1}$ given by the fixed coordinates).

We claim $V$ satisfies the result. Given $h \in V, h=h_{n-1}+h_{n}$ via the splitting. By induction, there exist $\nu_{n-1} \in Z_{1}^{\prime} \times Z_{2}^{\prime}$ so that $v^{(n-1)}\left(0, \nu_{n-1}\right)=h_{n-1}$ and $v^{(n-1)} \mid U_{1}^{(n-1)}$ is a submersion at 0 . Then, $v\left(0, \nu_{n-1}\right)=h_{n-1}+w_{n}$ where $w_{n} \in V_{1}$. Thus, $h_{n}-w_{n} \in v\left(W_{1}^{\prime \prime}\right)$; hence, $h_{n}-w_{n}=v\left(\nu_{1}^{\prime \prime}\right)$, for some $\nu_{1}^{\prime \prime} \in W_{1}^{\prime \prime}$. Let $\nu_{n}^{(1)}=\left(\nu_{n-1},\left(\nu_{1}^{\prime \prime}, 0\right)\right)$.

Then, by the proof of (i) in Theorem 5.4,

$$
\begin{aligned}
v\left(0, \nu_{n}^{(1)}\right) & =v\left(0, \nu_{n-1}\right)+v\left(0, \nu_{1}^{\prime \prime}\right) \\
& =h_{n-1}+w_{n}+h_{n-1}-w_{n}=h .
\end{aligned}
$$

Also, by Corollary 4.9,

$$
\left.d^{n} \bar{F}\left(x, u, \nu_{n}^{(1)}\right)(0)\right|_{v_{m_{0}} \times \cdots \times V_{m_{0}} \times V_{m_{2 n-2}}}=\left.d^{n} \bar{F}\left(x, u, \nu_{n-1}\right)(0)\right|_{V_{m_{0}} \times \cdots \times V_{m_{0}} \times V_{m_{2 n-2}}},
$$

and

$$
d^{j} \bar{F}\left(x, u, \nu_{n}^{(1)}\right)(0)=d^{j} \bar{F}\left(x, u, \nu_{n-1}\right)(0), \quad 1 \leqq j \leqq n-1 .
$$

Thus, $v \mid U_{1}^{(n-1)}$ is still a submersion at 0 .
Finally, let $\nu_{n}=\left(\nu_{n-1},\left(\nu_{1}^{\prime \prime}, \nu_{2}^{\prime \prime}\right)\right)$. By the conditions on $r_{n+1}$ and $r_{n+1}^{\prime}$ and Corollary 4.9, $v\left(0, \nu_{n}\right)=v\left(0, \nu_{n}^{(1)}\right)=h$. Also, by Corollary 4.9,

$$
\begin{gathered}
\left.d^{n+1} \bar{F}\left(x, u, \nu_{n}\right)(0)\right|_{V_{m_{0}} \times \cdots \times V_{m_{0}} \times W_{m_{2 n-1}}}=\left.d^{n+1} \bar{F}\left(x, 0, \nu_{2}^{\prime \prime}\right)(0)\right|_{V_{m_{0}} \times \cdots \times W_{m_{2 n-1}}}, \\
\left.d^{j} \bar{F}\left(x, u, \nu_{n}\right)(0)\right|_{V_{m_{2 n-2}}}=\left.d^{j} \bar{F}\left(x, u, \nu_{n}^{(1)}\right)(0)\right|_{v_{m_{2 n-2}}}, \quad 1 \leqq j \leqq n .
\end{gathered}
$$

Thus, by the proof of (ii) of Theorem 5.4, for almost all $\nu_{2}^{\prime \prime}, v \mid U_{1}^{(n)}$ is a submersion at 0 . Picking such a $\nu_{2}^{\prime \prime} \in Z_{2}^{\prime \prime}$ completes the proof.
6. Proofs of Theorems 1-4. For Theorem 1, it is sufficient to prove local openness and density near any specific operator $f_{0}$. Given $N$ there is an $r>r_{i}$ given in Theorem 5.4. First we prove density. Consider $f=f_{0}+G$ as in that theorem.

We claim that we may choose $\nu$ sufficiently small so that (ii) of Theorem 5.4 holds and $m^{N+1} \cdot Q(f)=0$. Then, condition (ii) implies that $f$ is infinitesimally stable by the verification criterion.

To establish the claim, we first apply (ii) of Theorem 5.4 with $\nu_{1}=0$ to obtain that $v \mid U_{1}$ is a submersion at 0 . Now we let our original $f_{0}$ be replaced by $f\left(x, \nu_{2}\right)$ and still denote it by $f_{0}$. For this new $f_{0}$ we apply Theorem 5.4(i) to conclude that $v \mid U_{2} \cap E_{1}$ is a submersion at 0 . Thus, all $k$-jets sufficiently close to $v(0)$ are in the image of $v$. Furthermore, for small enough $\nu_{1}, v \mid U_{1}$ remains a submersion at 0 . Then, by the classification of algebras in [M6], there are arbitrarily small deformations of $f_{0}$ so that $I\left(\bar{F}\left(x, 0, \nu_{1}\right)\right) \supset m_{x}^{N+1}$ for $N \geqq 2$. Thus, we may pick a sufficiently small $\nu_{1}$ to achieve this. For $\nu=\left(\nu_{1}, \nu_{2}\right)$ we have our result.

This proof works for $m=1$. However, for $m>1$, we can consider $C_{2 \pi / m \lambda}^{k} \subset C_{2 \pi / \lambda}^{k}$. The argument just given works for $C_{2 \pi / m \lambda}^{k}$. Then, we may consider the operator for $C_{2 \pi / \lambda}^{k}$ as an extension of the operator for $C_{2 \pi / m \lambda}^{k}$, since all coefficient functions constructed using Theorem 5.4 would be periodic of period $2 \pi / m \lambda$. Then, the proof of Theorem 5.4 still follows in exactly the same way since ultimately the proof reduces to considering the restriction to $V_{m_{1}} \subset C_{2 \pi / m \lambda}^{0}$, and the same arguments apply.

For openness, we consider $f=f_{0}+H$, where

$$
H=\sum_{\substack{2 \leqq i+j \leqq N \\ 0 \leqq k \leqq r}}\left(a_{i j}^{(k)} \cos (k t)+b_{i j}^{(k)} \sin (k t)\right) x^{i} x^{\prime j} .
$$

We apply Lyapunov-Schmidt to

$$
F: C_{2 \pi / \lambda}^{2} \times T \rightarrow C_{2 \pi / \lambda}^{0} \times T, \quad(x(t), \nu) \rightarrow(f(x, \nu), \nu)
$$

where $\nu$ denotes the Fourier coefficients $\left\{a_{i j}^{(k)}, b_{i j}^{(k)}\right\}_{i, j, k}$.
This gives $F^{\prime}: U \rightarrow C_{2 \pi / \lambda}^{0} \times T$ where $U$ is a neighborhood of 0 in $C_{2 \pi / \lambda}^{0} \times T$. We restrict $F^{\prime}$ to $U \cap\left(V_{m_{1}} \times T\right)$. The coefficients of $x^{\alpha} u^{\beta} v^{\gamma}$ in the expression for $F^{\prime}$ are smooth functions in the Fourier coefficients. Then, the $n$-jet of $F^{\prime}$ will define an infinitesimally stable germ if it belongs to the open subset $S t^{n}$ of the set of all stable $n$-jets (see [M5]). Thus, the set of Fourier coefficients for which the $n$-jet of $F^{\prime}$ defines an infinitesimally stable germ will be the inverse image of this set and hence (locally) open in a neighborhood of 0 in $T$. The union of such sets for all $n$ is again open.

For Theorem 2, we use the universal model. To obtain a given infinitesimally stable germ $f_{0}$ up to equivalence, it is sufficient to construct one with a local algebra isomorphic to $Q\left(f_{0}\right)$. As $f_{0}$ is infinitesimally stable, it is finitely $\mathscr{K}$-determined (see [M4]) hence $\operatorname{dim}_{\mathbb{R}} Q\left(f_{0}\right)<\infty$ [M4]. Thus, if $Q\left(f_{0}\right)$ has maximal ideal $m$, there is an $l$ with $m^{l} \cdot Q\left(f_{0}\right)=0$. It then follows using Nakayama's lemma, that for a germ $f_{1}$ to have $Q\left(f_{1}\right) \xrightarrow{\sim} Q\left(f_{0}\right)$ it is sufficient that their $l$-jets lie in the same $\mathscr{K}^{l}$-orbit (see [M4]). However, any $\mathscr{K}^{l}$-orbit contains 0 in its closure. Thus, we may apply Corollary 5.9 to obtain $\nu$ yielding an $l$-jet in the $\mathscr{K}^{l}$-orbit for which $v \mid U_{1}$ is a submersion at 0 . The operator so constructed has local algebra isomorphic to $Q\left(f_{0}\right)$ by the preceding discussion; and furthermore, since $v \mid U_{1}$ is a submersion, the $F$ obtained after Lyapunov-Schmidt satisfies the verification criterion (since $\left.I(\bar{F}(x, 0, \nu)) \subset m_{x}^{l}\right)$. Thus, $F$ is infinitesimally stable.

Theorem 3 is an immediate consequence of Corollary 1.2 and Theorem 1.10 applied to infinitesimally stable operators of the form (2.2).

Last, Theorem 4 follows because for $N=2 n-2$ it is possible to construct an infinitesimally stable operator $f$ with local algebra $\xrightarrow[\rightarrow]{\sim} \mathbb{R}[[x, y]] /\left(x^{n}, y^{n}\right)$, which has $\operatorname{dim}=n^{2}$. Then, Theorem 3 gives the desired result.
7. Proof of Theorem 5. Again as in earlier proofs we assume $\lambda=1$ to slightly simplify notation. If $f$ denotes the operator (2.2) with ( $m=1, \lambda=1$ ) $P$ as in (2.5), we wish to examine the restriction $P_{2 n} \circ f_{1} \mid V_{2 n}$ with $P_{2 n}$ denoting projection onto $V_{2 n}$ along its $L^{2}$-orthogonal complement in $C_{2 \pi}^{0}$, and $f_{1}$ denoting $f$ after Lyapunov-Schmidt is applied. By the noninterference lemma, there is an $m>2 n$ so that if $g$ denotes $P_{2 n} \circ f_{1}^{\prime} \mid V_{2 n}$, where $f_{1}^{\prime}$ is obtained by applying Lyapunov-Schmidt to $P_{m} \circ f \mid V_{m}$, then $g$ and $P_{2 n} \circ f_{1} \mid V_{2 n}$ have the same $n+1$ th order Taylor expansions. Thus, it is sufficient to replace $f$ by $f^{\prime}=P_{m} \circ f \mid V_{m}$.

Thus, we are considering a smooth mapping between finite dimensional subspaces. We use the following notation. We let $\mathscr{C}_{x, w}$ denote the algebra of real-valued smooth germs on $V_{m}$ at 0 (here recall $x=\left(x_{1}, x_{2}\right)$ and $w_{j}=u_{j}+i v_{j}$ as in $\S 3$ ). Also, $\mathscr{C}_{x}$ denotes
the algebra of germs only depending on $\left(x_{1}, x_{2}\right)$, and $\mathscr{C}_{w}$ denotes the algebra of germs only depending on $\left\{\left(u_{j}, v_{j}\right): 2 \leqq j \leqq m\right\} \cup\left\{u_{0}\right\}$. These algebras have maximal ideals of germs vanishing at 0 , denoted by $m_{x, w}, m_{x}$, and $m_{w}$. Then, Theorem 5 will follow from two lemmas.

Lemma 7.1. The mapping $f^{\prime}$ is given in local coordinates by

$$
\begin{align*}
& f^{\prime}(x, u, v)=\left(x_{1}^{2}+x_{2}^{2}+h, P_{1}\left(x_{1}\right)+x_{2} P_{2}\left(x_{1}\right)+\sum_{i=2}^{2 n}\left(c_{i} u_{i} \varphi_{i}+c_{i}^{\prime} v_{i} \varphi_{i}^{\prime}\right)+H_{0}, q\right), \\
& q=\left(q_{0}, q_{3}, \cdots, q_{2 m}\right) \tag{7.2}
\end{align*}
$$

where

$$
\begin{align*}
& h=(1 / 4)\left(-u_{3} x_{1}+v_{3} x_{2}\right)+h_{1}(x, u, v),  \tag{i}\\
& H_{0}=(1 / 4)\left(u_{3} x_{2}+v_{3} x_{1}\right)+H_{0}^{\prime},
\end{align*}
$$

(ii) both $h_{1}$ and $H_{0}^{\prime}$ have terms of degree $\geqq 3$ and $h_{1}$ consists of terms at least quadratic in $\mathbf{x}$,

$$
\begin{gather*}
H_{0}^{\prime} \in\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x, w}+\left(m_{w}^{2}+m_{x}^{n+2}\right) \cdot \mathscr{C}_{x, w}  \tag{iii}\\
P_{1}\left(x_{1}\right)=A x_{1}^{n+1}+\sum_{i=3}^{n} A_{i} x_{1}^{i} \\
P_{2}\left(x_{1}\right)=B x_{1}^{n}+\sum_{i=2}^{n-1} B_{i} x_{1}^{i}
\end{gather*}
$$

(v)

$$
\begin{aligned}
& q_{2 j} \equiv d_{j} u_{j} \\
& q_{2 j-1} \equiv d_{j} v_{j} \\
& d_{j}=1-j^{2}, \quad j \neq 0 \quad \bmod m_{x, w}^{2} \cdot \mathscr{C}_{x, w}
\end{aligned}
$$

(vi) all monomials of $f^{\prime}$ which have coefficients involving $a_{j}, b_{j}$ or $c_{j}$ have total degree in $(x, u, v)$ at least equal to $j$; and $A, B, A_{i}, B_{i}, C_{2 i}, C_{2 i}^{\prime}$ are fixed nonzero multiples of $a_{n+1}, b_{n+1}, a_{i}, b_{i}, c_{i}$,
(vii) Finally, if in $\left(\varphi_{i}\right)$ denotes the lowest degree nonzero terms in the Taylor expansion of $\varphi_{i}$, then $\left\{\left(0, x_{1}\right),\left(0, x_{2}\right)\right\} \cup\left\{\operatorname{in}\left(\varphi_{2 i}\right) \text {, in }\left(\varphi_{2 i}^{\prime}\right)\right\}_{i=1}^{n}$ span the quotient space $m_{x} /\left(\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x}+m_{x}^{n+1}\right.$.
From this lemma we can deduce the next one.
Lemma 7.3. For $f^{\prime}$ of the form in the preceding lemma, the corresponding $g$ obtained after applying Lyapunov-Schmidt is infinitesimally stable at 0 and has local algebra

$$
Q(g) \leadsto \mathbb{R}[[x, y]] /\left(x^{2}+y^{2}, x^{n+1}\right)
$$

Remark. Of course $f^{\prime}$ itself is infinitesimally stable with the same local algebra; however, it is much easier to show this for $g$ (after further changing coordinates).

Theorem 5 follows from the lemmas, except for the special condition that $q(t)$ can be chosen to have only nonzero Fourier coefficients of degree $\leqq 2 n$. In fact, $q(t)$ may be chosen in $V_{2 n}$. This is because Lyapunov-Schmidt is applied to $f$ by composing with $\Phi^{-1}$ so the target space is not changed. Then, the restriction of $g$ to $V_{2 n}$ is proven to be infinitesimally stable, so by Theorem 1.8 , there are $q(t) \in V_{2 n}$ arbitrarily close to zero so that $g^{-1}(q)$ contains $2 n+2$ points near 0 . Thus, so must $f$.

Proof of Lemma 7.1. The proof of Lemma 7.1 follows from the derivative computations of § 3. The form of the coordinate for $\sin (t)$ follows from Corollary 3.13.

For the second term, we can first use Corollary 3.12 to obtain terms of the form $w_{1}=(1 / 2)^{m} \bar{\alpha} \cdot z^{m}$, where $\alpha=a_{m}+i b_{m}$. This gives, for the coefficient of $\cos (t)$,

$$
(1 / 2)^{m}\left(a_{m} \operatorname{Re}\left(z^{m}\right)-b_{m} \operatorname{Im}\left(z^{m}\right)\right)
$$

Now, we can modify this by adding terms of the form $h \cdot\left(x_{1}^{2}+x_{2}^{2}\right)=h \cdot z \bar{z}$. For example,

$$
\operatorname{Re}\left(z^{m}\right) \equiv \operatorname{Re}\left(z^{m}+\bar{z} z^{m-1}\right) \equiv 2 x_{1} z^{m-1} \bmod \left(x_{1}^{2}+x_{2}^{2}\right) \mathscr{C}_{x} .
$$

Continuing in this fashion gives

$$
\operatorname{Re}\left(z^{m}\right) \equiv \operatorname{Re}\left(2^{m-1} x_{1}^{m-1} z\right)=2^{m-1} x_{1}^{m} \bmod \left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x} .
$$

Similarly, $\bmod \left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x}$,

$$
\operatorname{Im}\left(z^{m}\right) \equiv \operatorname{Im}\left(2 i x_{2} z^{m-1}\right)=2 x_{2} \operatorname{Re}\left(z^{m-1}\right) \equiv 2^{m-1} x_{2} x_{1}^{m-1} .
$$

This gives the terms $P_{1}+x_{2} P_{2}$. The linear term of $H_{0}$ also comes from Corollary 3.13. We obtain the terms $C_{i} u_{i} \varphi_{i}+C_{i}^{\prime} v_{i} \varphi_{i}^{\prime}$ by applying Lemma 3.14 with $r=m$ so that the nonzero terms for the coefficient of $\cos (t)$ in the expression for $f$ will be given in the lemma by $s=2 a, 0 \leqq a \leqq m$. Thus, there will be no terms in $\cos (t)$ coefficient of $f$ of the form $u_{2 m} x_{1}^{j_{1}} x_{2}^{j_{2}}$ with $j_{1}+j_{2}<m$. For the degree $m$-terms in $x$, we obtain by the same corollary, for $s=2 m, \bar{\alpha} \beta \bar{z}^{m-1}$ with $\alpha=c_{m}$ and $\beta=u_{m}+i v_{m}$.

This gives for the $\cos (t)$ term

$$
(1 / 2)^{m} \cdot c_{m} \cdot\left(u_{m} \operatorname{Re}\left(\bar{z}^{m-1}\right)-v_{m} \operatorname{Im}\left(\bar{z}^{m-1}\right)\right) .
$$

By the same reasoning as above, $\operatorname{Re}\left(\bar{z}^{m-1}\right)$ and $\operatorname{Im}\left(\bar{z}^{m-1}\right)$ are congruent (modulo $\left.\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x}\right)$ to $2^{m-2} \cdot x_{2}^{m-1}$ and $2^{m-2} x_{1}^{m-2} x_{2}$. These will be exactly the lowest order terms in which $u_{2 m}$ and $v_{2 m}$ can appear linearly; thus they are in ( $\varphi_{m}$ ), in $\left(\varphi_{m}^{\prime}\right)$. Hence, (vii) follows. The conditions on the coefficients $A_{i}, B_{i}$, etc. follow from the above discussion. Furthermore since $a_{i}, b_{i}, c_{i}$ only appear in the $i$ th derivative, they will still only appear in derivatives of order $\geqq i$ after we apply Lyapunov-Schmidt. Hence, (vi) follows. Finally, the conditions on the functions $q_{i}$ just state that the first derivative of $f$ is $x^{\prime \prime}+x$.

Proof of Lemma 7.3. The Lyapunov-Schmidt procedure corresponds to changing coordinates via

$$
\left(x_{1}, x_{2}, u_{0}^{\prime}, u_{1}^{\prime}, \cdots, u_{m}^{\prime}, v_{2}^{\prime}, \cdots, v_{m}^{\prime}\right)=\left(x_{1}, x_{2}, q_{0}(x, u, v), \cdots, q_{2 m}(x, u, v)\right) .
$$

Then

$$
\begin{equation*}
\left(u_{i}, v_{i}\right)=\left(d_{i}^{-1} u_{i}^{\prime}+q_{2 i-1}^{\prime}(x, u, v), d_{i}^{-1} v_{i}^{\prime}+q_{2 i}^{\prime}(x, u, v)\right) \quad \text { with } q_{j}^{\prime} \in m_{x, w}^{2} . \tag{7.4}
\end{equation*}
$$

We claim that $g$ can be written in the form

$$
\begin{align*}
& g\left(x, u^{\prime}, v^{\prime}\right)=\left(x_{1}^{2}+x_{2}^{2}+h^{\prime}, P_{1}+x_{2} P_{2}+\sum_{i=2}^{2 n} C_{i}^{(1)} \cdot u_{i} \cdot \varphi_{i}+C_{i}^{(2)} v_{i} \varphi_{i}^{\prime}+H_{1}, u^{\prime}, v^{\prime}\right)  \tag{7.5}\\
& \text { with } u^{\prime}=\left(u_{0}^{\prime}, \cdots, u_{m}^{\prime}\right), \quad v^{\prime}=\left(v_{1}^{\prime}, \cdots, v_{m}^{\prime}\right)
\end{align*}
$$

obtained from the change of coordinates. Here,

$$
h^{\prime}=\left(1 / 2^{5}\right)\left(u_{3}^{\prime} x_{1}-v_{3}^{\prime} x_{2}\right)+h_{1}^{\prime}, \quad H_{1}=\left(1 / 2^{5}\right)\left(-u_{3} x_{2}-v_{3} x_{1}\right)+H_{1}^{\prime}
$$

with $H_{1}^{\prime}, h_{1}^{\prime} \in m_{x, w^{\prime}}^{3}$ and the terms of $h_{1}^{\prime}$ still at least quadratic in $x$. Also, $C_{j}^{(1)}=d_{2 j}^{-1} C_{j}$, $C_{j}^{(2)}=d_{2 j}^{-1} C_{j}\left(\right.$ recall $\left.d_{r}=1-r^{2}\right)$.

Again monomials $x^{\alpha} u^{\prime \beta} v^{\gamma}$ with coefficients involving $a_{i}, b_{i}$, or $c_{i}$ still have total degree $\geqq i$. Moreover, we may write

$$
H_{1}^{\prime}=H_{1}^{\prime \prime}+H_{1}^{\prime \prime \prime} \quad \text { with } H_{1}^{\prime \prime \prime} \in\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x, w^{\prime}}+\left(m_{w^{\prime}}^{2}+m_{x}^{n+2}\right) \cdot \mathscr{C}_{x, w^{\prime}} .
$$

Also, the monomials $x^{\alpha} u^{\prime \beta} v^{\prime \gamma}$ in $H_{1}^{\prime \prime}$ with coefficients involving $a_{i}, b_{i}$, or $c_{i}$ have total degree $>i$.

To show that this claim is correct, we note that the simplest way to carry out the change of coordinates for the first two coordinate functions is to repeatedly use (7.4) to replace each $u_{i}$ or $v_{i}$ that appears in the lowest degree terms. If initially a monomial $x^{\alpha} u^{\beta} v^{\gamma}$ has total degree $=j$, then after substitution and expansion, each term which still contains some $u_{j}$ or $v_{j}$ has total degree $>j$, while there will be a term of the form $c \cdot x^{\alpha} u^{\prime \beta} v^{\prime \gamma}$. Furthermore, for any term with coefficient involving $a_{i}, b_{i}$ or $c_{i}$ in $q_{k}^{\prime}(x, u, v)$, the term has total degree $\geqq i$; hence, after substitution and expansion, it will contribute to terms of total degree $\geqq j-1+i$. As $j \geqq 2$, we may continue inductively.

Next, any term in $\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x, w}$ will still belong to $\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x, w^{\prime}}$ after substitution. A similar remark holds for $m_{x}^{n+2} \mathscr{C}_{x, w}$. On the other hand, a monomial in $m_{w}^{2} \cdot \mathscr{C}_{x, w}$ yields after substitution, a term in $m_{w^{\prime}}^{2} \cdot \mathscr{C}_{x, w^{\prime}}$ plus monomials of total degree at least one greater. Thus, $g$ has the form (7.5) as claimed.

We further change coordinates

$$
\begin{equation*}
x_{1}=x_{1}^{\prime}+\Psi_{1}\left(x^{\prime}, u^{\prime}, v^{\prime}\right), \quad x_{2}=x_{2}^{\prime}+\Psi_{2}\left(x^{\prime}, u^{\prime}, v^{\prime}\right) \tag{7.6}
\end{equation*}
$$

so that

$$
x_{1}^{2}+x_{2}^{2}+h_{1}^{\prime}\left(x, u^{\prime}, v^{\prime}\right)=x_{1}^{\prime 2}+x_{2}^{\prime 2} .
$$

We can show this in two steps by first applying the parametrized Morse lemma to write

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}+h_{1}^{\prime}\left(x, u^{\prime}, v^{\prime}\right)=x_{1}^{\prime 2}+x_{2}^{\prime 2}+h_{2}\left(x_{1}^{\prime}, x_{2}^{\prime}, u^{\prime}, v^{\prime}\right) \tag{7.7}
\end{equation*}
$$

with $h_{2}$ quadratic in $x_{1}^{\prime}$ and $x_{2}^{\prime}$ with coefficients in $\mathscr{C}_{w^{\prime}}$. Since elements of $1+m_{w^{\prime}}$ are invertible and have square roots, we can make a second local change of coordinates which is linear with coefficients in $\mathscr{C}_{w^{\prime}}$ by diagonalizing $x_{1}^{\prime 2}+x_{2}^{\prime 2}+h_{2}$ viewed as a function of $x_{1}^{\prime}, x_{2}^{\prime}$. This gives a new ( $x_{1}^{\prime}, x_{2}^{\prime}$ ) with the desired properties.

From the first change of coordinates, we can insure that terms in $\Psi_{i}$ involving $a_{j}$, $b_{j}$ or $c_{j}$ have total degree $\geqq j-1$ (this is not altered by the second change). This can be seen either from the explicit form for constructing change of coordinates in the Morse lemma, or by using a result of Mather [M3] for $\mathscr{R}^{(k)}$-equivalence. This latter method concerns change of coordinates with $k-1$-jet $=\mathrm{id}$. Let $h_{1}^{\prime(k)}$ denote the terms of $h_{1}^{\prime}$ of degree $\leqq k$ (with $k \geqq 3$ ). Then, Mather's result states that $x_{1}^{2}+x_{2}^{2}+h_{1}^{\prime(k+1)}$ is equivalent to $x_{1}^{2}+x_{2}^{2}+h_{1}^{\prime(k)}$ by a local change of coordinates with $k-1$ jet $=\mathrm{id}$ if, for $0 \leqq t_{0} \leqq 1$ with $\rho^{(k)}=h_{1}^{\prime(k+1)}-h_{1}^{\prime(k)}$,

$$
\begin{equation*}
\rho^{(k)} \in m_{x}^{k} \cdot \Delta\left(x_{1}^{2}+x_{2}^{2}+h_{1}^{\prime(k)}+\left(t_{0}+t\right) \rho^{(k)}\right) \tag{7.8}
\end{equation*}
$$

(where $\Delta\left(f_{t}\right)$ is the ideal in $\mathscr{C}_{x, w^{\prime}, t}$ generated by $\partial f_{t} / \partial x_{1}, \partial f_{t} / \partial x_{2}$ ). However, by Nakayama's lemma, the right-hand side of (7.8) equals $m_{x^{\prime}}^{k+1} \cdot \mathscr{C}_{x, w^{\prime}, t}$. Thus, the inclusion holds. Composing coordinate changes for decreasing $k, 3 \leqq k \leqq n+1$ gives the result about $\Psi_{i}$.

When we change coordinates using (7.6) we obtain

$$
\begin{align*}
g\left(x^{\prime}, u^{\prime}, v^{\prime}\right)=\left(x_{1}^{\prime 2}+\right. & x_{2}^{\prime 2}+h_{2}, P_{1}\left(x_{1}^{\prime}\right)+x_{2}^{\prime} P_{2}\left(x_{1}^{\prime}\right)  \tag{7.9}\\
& \left.+\sum_{j=2}^{2 n}\left(C_{j}^{(1)} u_{j} \varphi_{j}\left(x^{\prime}\right)+C_{j}^{(2)} v_{j} \varphi_{j}^{\prime}\left(x^{\prime}\right)\right)+H_{2}, \mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right)
\end{align*}
$$

where now

$$
h_{2}=\left(1 / 2^{5}\right)\left(u_{3}^{\prime} \sigma_{1}-v_{3}^{\prime} \sigma_{2}\right), \quad H_{2}^{\prime}=\left(1 / 2^{5}\right)\left(-u_{3}^{\prime} x_{2}^{\prime}-v_{3}^{\prime} x_{1}^{\prime}\right) \quad \text { for } H_{2}=H_{2}^{\prime}+H_{2}^{\prime \prime}+H_{2}^{\prime \prime}
$$

$H_{2}^{\prime \prime} \in\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}+\left(m_{w^{\prime}}^{2}+m_{x^{\prime}}^{n+2}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}$ and $H_{2}^{\prime \prime \prime}$ consists of terms involving $a_{j}, b_{j}$ and $c_{j}$ and of total degree $>j$. Here $\sigma_{i}$ denotes $x_{i}$ as a function of ( $x^{\prime}, u^{\prime}, v^{\prime}$ ).

For the claim concerning $H_{2}^{\prime}$, note that $P_{1}+x_{2} \cdot P_{2}$ has terms of degree $\geqq 3$; hence after substitution using (7.6), terms involving $a_{i}, b_{i}$ or $c_{i}$ will increase degree by at least two. A similar remark applies to $\varphi_{2 i}$ or $\varphi_{2 i}^{\prime} \operatorname{since} \operatorname{deg} \operatorname{in}\left(\varphi_{2 i}\right)=\operatorname{deg} \operatorname{in}\left(\varphi_{2 i}^{\prime}\right)=i$. Last, an element of $\left(m_{w^{\prime}}^{2}+m_{x}^{n+2}\right) \cdot \mathscr{C}_{x, w^{\prime}}$ will be in $\left(m_{w^{\prime}}^{2}+m_{x^{\prime}}^{n+2}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}$ after substitution; while an element of $\left(x_{1}^{2}+x_{2}^{2}\right) \cdot \mathscr{C}_{x, w^{\prime}}$ differs from an element of $\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}$ by an element of $h_{1}^{\prime}\left(x, u^{\prime}, v^{\prime}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}$, which is at least quadratic in $x$. Again the degree of terms involving $a_{i}, b_{i}$, or $c_{i}$ will increase by at least 1 .

Thus, we can inductively choose $a_{i}$ and $b_{i}$ so that the terms of degree $i$ of $P_{1}+x P_{2}+H_{2}$ not involving ( $u^{\prime}, v^{\prime}$ ) belong to $\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right) \cdot \mathscr{C}_{x^{\prime}, w^{\prime}}$. Furthermore we may write the remaining terms of $\mathrm{H}_{2}$ as

$$
\sum_{j=1}^{2 n+2} l_{j}\left(u^{\prime}, v^{\prime}\right) \cdot \psi_{j} \bmod m_{x^{\prime}, w^{\prime}}^{n+2} \quad \text { where } l_{j}=\sum_{i=2}^{2 n} a_{i j} u_{i}^{\prime}+b_{i j} v_{i}^{\prime}
$$

and $\left\{\psi_{j}, j=1, \cdots, 2 n+2\right\}$ denotes $\left\{\operatorname{in}\left(\varphi_{2 i}\right), \operatorname{in}\left(\varphi_{2 i}^{\prime}\right)\right\}_{i=1}^{n} \cup\left\{\left(0, x_{1}^{\prime}\right),\left(0, x_{2}^{\prime}\right)\right\}$ and the coefficient functions of $\left(0, x_{1}^{\prime}\right)$ and $\left(0, x_{2}^{\prime}\right)$ are $(1 / 2)^{5}$ times $-v_{3}^{\prime}$ and $-u_{3}^{\prime}$ respectively. Moreover, the preceding discussion implies that $l_{j}$ does not involve $c_{i}$ unless $\operatorname{deg}\left(\psi_{j}\right)>$ $\operatorname{deg}\left(\operatorname{in}\left(\varphi_{2 i}\right)\right)=\operatorname{deg}\left(\operatorname{in}\left(\varphi_{2 i}^{\prime}\right)\right)$. Thus, for generic $a_{n}, b_{n}$, and $c_{i}$ the coefficients $A^{\prime}$ of $x_{1}^{\prime n+1}$ and $B^{\prime}$ of $x_{2}^{\prime} x_{1}^{\prime n}$ are not zero. We also claim that for generic $c_{i}$ the elements

$$
\begin{equation*}
\left\{C_{2 i}^{(1)} \operatorname{in}\left(\varphi_{2 i}\right)+\sum_{j=1}^{2 n} a_{2 i, j} \psi_{j}, C_{2 i}^{(2)} i n\left(\varphi_{2 i}^{\prime}\right)+\sum_{j=1}^{2 n} b_{2 i, j} \psi_{j}\right\}_{i=1}^{n} \tag{7.10}
\end{equation*}
$$

span $D_{n}=m_{x^{\prime}}^{2} /\left(m_{x^{\prime}}^{n+1}+\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right) \cdot \mathscr{C}_{x^{\prime}}\right)$. This follows by replacing $D_{n}$ by $D_{k}$ and proceeding by induction on $k \leqq n$ using the fact that $\left\{\operatorname{in}\left(\varphi_{2 i}\right), \operatorname{in}\left(\varphi_{2 i}^{\prime}\right)\right\}_{i=1}^{k}$ span $D_{k}$. In the inductive step, we use that $C_{2 i}^{(1)}$ and $C_{2 i}^{(2)}$ are fixed multiples of $c_{i}$ so that we must know that a matrix of the form

$$
\left(\begin{array}{cc}
a t+b_{11} & b_{12} \\
b_{21} & b t+b_{22}
\end{array}\right)
$$

with $a, b \neq 0$ is nonsingular for generic $t$, which it clearly is.
Then, for such generic values for $a_{n}, b_{n}, c_{i}$ and specific values of $a_{j}, b_{j}, j<n$,

$$
g\left(x^{\prime}, 0\right)=\left(x_{1}^{2}+x_{2}^{\prime 2}, A^{\prime} x_{1}^{\prime n+1}+B^{\prime} x_{2}^{\prime} x_{1}^{\prime n}+\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}\right) \cdot R\left(x^{\prime}\right), 0\right)
$$

and has local algebra

$$
\mathbb{R}\left[\left[x_{1}^{\prime}, x_{2}^{\prime}\right]\right] /\left(x_{1}^{\prime 2}+x_{2}^{\prime 2}, A^{\prime} x_{1}^{\prime n+1}+B^{\prime} x_{2}^{\prime} x_{1}^{\prime n}\right) \xrightarrow{\sim} \mathbb{R}[[x, y]] /\left(x^{2}+y^{2}, x^{n+1}\right)
$$

(by the classification in [M4] provided $A^{\prime} \neq 0$ ).
Last, if we write $g\left(x^{\prime}, u^{\prime}, v^{\prime}\right)=\left(\bar{g}\left(x^{\prime}, u^{\prime}, v^{\prime}\right), u^{\prime}, v^{\prime}\right)$, then

$$
\left\{\left.\frac{\partial \bar{g}}{\partial u_{2 i}^{\prime}}\right|_{u^{\prime}, v^{\prime}=0},\left.\frac{\partial \bar{g}}{\partial v_{2 i}^{\prime}}\right|_{u^{\prime}, v^{\prime}=0}\right\}_{i=1}^{n}
$$

are exactly (7.9), while

$$
\left.\frac{\partial \bar{g}}{\partial u_{3}}\right|_{u^{\prime}, v^{\prime}=0}=(1 / 2)^{5}\left(\sigma_{1}\left(x^{\prime}, 0\right),-x_{2}^{\prime}\right) \quad \text { and }\left.\quad \frac{\partial \bar{g}}{\partial v_{3}}\right|_{u^{\prime}, v^{\prime}=0}=(1 / 2)^{5}\left(-\sigma_{2}\left(x^{\prime}, 0\right),-x_{1}^{\prime}\right) .
$$

By the verification criterion Theorem 1.3, $g$ is infinitesimally stable.
8. Examples of degree $\boldsymbol{n}$ with $\boldsymbol{n}^{\mathbf{2}}$-periodic solutions. We earlier referred to examples for $n=2$ and 3 of polynomial $P$ of degree $n$ for which there were $q(t)$ arbitrarily close to 0 for which (2.1) has $n^{2}$-periodic solutions. Here we briefly describe the examples.
$n=2$. Let

$$
P(x, t)=(a+b \cos (t)+c \sin (t)) x^{2} .
$$

Then, a computation similar to those made in $\S \S 4$ and 5 shows that if $a \neq 0$, $(b, c) \neq(0,0)$, the operator $f$ in (2.2) (with $m=\lambda=1$ ) is infinitesimally stable with local algebra $Q(f) \xrightarrow{\rightarrow} \mathbb{R}[[x, y]] /\left(x^{2}+y^{2}, x y\right)$. Thus, there are $q(t)$ arbitrarily close to 0 for which (2.1) has $\delta(Q(f))=4$ periodic solutions (more generally see [D1, § 3]). Moreover we may find such a $q(t)$ which has Fourier coefficients equal to zero except for $\sin (r t)$, $\cos (r t), 0 \leqq r \leqq 2$.
$n=3$. Let

$$
P\left(x, x^{\prime}, t\right)=\left(a_{1} \cos (4 t)+a_{2} \cos (2 t)\right) x^{3}+\left(b_{1}(t) x^{2}+b_{2}(t) x\right) \cdot x^{\prime}
$$

where for $i=1,2$

$$
b_{i}(t)=c_{i} \cos \left(r_{i} t\right)+d_{i} \sin \left(r_{i} t\right)+c_{i}^{\prime} \cos \left(r_{i}^{\prime} t\right)+d_{i}^{\prime} \sin \left(r_{i}^{\prime} t\right)
$$

We claim that for generic $a_{i}, c_{i}, c_{i}^{\prime}, d_{i}, d_{i}^{\prime}$ and sufficiently general $r_{i}$ and $r_{i}^{\prime}$, there are $q(t)$ arbitrarily close to 0 for which (2.1) (with $m=\lambda=1$ ) has 9 periodic solutions close to 0 . This time the operator $f$ so obtained may not be infinitesimally stable, so we have to modify our arguments slightly.

First, note that the second term of $P$ is $G_{2}$ of (5.3) with $n=3$. However, now we have a much smaller version of $G_{1}$ in the first term. This is because the quadratic terms in $G_{2}$ can affect at most the cubic terms in $x_{1}$ and $x_{2}$ (using our earlier notation) for the germ $g$ obtained from $f$ by Lyapunov-Schmidt. The first term will contribute to the cubic terms of $g$. By a calculation using (3.5), we obtain from the first term of $P$, the following cubic terms in the $\langle\cos (t), \sin (t)\rangle$ coordinates for $g$,

$$
\begin{equation*}
a_{4}\left(\alpha x_{1}^{3}-3 x_{1} x_{2}^{2}, \alpha x_{2}^{3}-3 x_{1}^{2} x_{2}\right) \tag{8.1}
\end{equation*}
$$

where $a_{4} \alpha=a_{4}+a_{2}$ (assuming $a_{4} \neq 0$ ). By the classification of Mather [M4], pairs of generic cubics in two variables contain one modulus parameter. A computation shows that $\alpha$ is the modulus parameter for $\alpha \neq 0$. Such pairs of generic cubics form a Zariski open subset of the space of pairs of cubics. Hence, for sufficiently small values of the constants $c_{i}, d_{i}$, etc., it follows that $\alpha$ (and hence $a_{2}$, for $a_{4}$ fixed) is still a modulus when we include the contribution to the cubic terms from $G_{2}$. Then, by the verification criterion, the operator

$$
\tilde{f}: C_{2 \pi}^{2} \times \mathbb{R} \rightarrow C_{2 \pi}^{0} \times \mathbb{R}, \quad \tilde{f}\left(x(t), a_{2}\right) \rightarrow\left(f(x(t)), a_{2}\right)
$$

is infinitesimally stable at $\left(0, a_{2}\right)$ for $c_{i}, d_{i}$, etc. sufficiently small, $a_{4} \neq 0$, and $a_{2} \neq-a_{4}$. Thus, it is so for generic values of $c_{i}, d_{i}$, etc., by the same argument given in $\S 6$. Thus, for generic $c_{i}, d_{i}, \cdots, a_{2}, \tilde{f}$ has real multiplicity at $\left(0, a_{2}\right)$ equal to dimension of the local algebra of $\tilde{f}$ at $\left(0, a_{2}\right)$, which is 9 . Thus, there is $\left(q(t), a_{2}^{\prime}\right)$ arbitrarily close to $\left(0, a_{2}\right)$ for which there are 9 solutions to $\tilde{f}\left(x(t), a_{2}^{\prime}\right)=\left(q(t), a_{2}^{\prime}\right)$, i.e., 9 periodic solutions to (2.1) for the specific value of $a_{2}^{\prime}$. This does not quite prove what was claimed, since when we pick a point $\left(q_{1}(t), a_{2}^{\prime \prime}\right)$ still closer with 9 solutions we have no guarantee that $a_{2}^{\prime \prime}=a_{2}^{\prime}$. Thus, for a fixed $a_{2}$, we do not know that $q(t)$ can be chosen arbitrarily close to 0 so there are still 9 solutions for the given $a_{2}$. However, this is true because by [D3, §9, Thm. 4], for almost all values $\alpha$ (or $a_{2}$ ), the infinitesimally stable germ is topologically a product mapping along the $\alpha$-direction. This implies the desired result.

This argument does not work in the general case of degree $n$; however, there is an alternate way to obtain the case $n=3$ which suggests that the result should be true for general $n$, provided certain technical points in the computation can be handled.

Acknowledgment. Special gratitude is expressed to Jorge Sotomayor for his valuable comments and suggestions concerning earlier and cruder forms of these results.
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# THE CONVERSE OF PÓLYA'S MEAN VALUE THEOREM* 
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#### Abstract

Suppose $L$ is a real linear scalar ordinary differential operator of order $n$ with continuous coefficients which is disconjugate on an interval $I$. Pólya showed that if $v$ is any $n$ times differentiable function on $I$ which has $n+1$ zeros, then $L v(p)=0$ for some point $p$ intermediate to the zeros of $v$. It is shown that an operator $L$ has this mean value property with respect to functions $v$ on an interval $I$ if and only if $L$ is disconjugate on the interior of $I$.
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1. Introduction. We consider linear differential operators of the form

$$
\begin{equation*}
L u=u^{(n)}+a_{1}(t) u^{(n-1)}+\cdots+a_{n}(t) u \tag{1.1}
\end{equation*}
$$

where $a_{i}, i=1, \cdots, n$ are continuous real valued functions on a fixed open interval $J$. Such an operator is said to be disconjugate on an interval $I \subset J$ if the only solution of $L u=0$ which, counting multiplicities, has $n$ or more zeros in $I$ is the zero solution.

In the paper [4], Pólya shows that disconjugate operators have the following mean value property. Let $v$ be any real valued function such that $v^{(n)}$ exists on $I$ and $v$ has $n+1$ or more zeros in $I$. Then, if $L$ is disconjugate on $I$, there exists a point $p$ intermediate to the zeros of $v$ such that $L v(p)=0$. The result is a generalization of Rolle's Theorem and, in fact, Pólya's proof is an induction on the order of $L$ based on Rolle's Theorem.

Pólya also shows in [4, Thm. V] that, if $v$ is a function which has $n$ zeros in an interval $I$ on which $L$ is disconjugate and $L v$ is of one sign, then $v$ satisfies a certain sign restriction on $I$. This result is often referred to as Čaplygin's Inequality since the case of the $n$ zeros of $v$ all occurring at a single point was investigated by Čaplygin (cf. [1]).

In this paper we consider the question of whether the converses of the Pólya Mean Value Theorem and Čaplygin's Inequality hold. For example, if $L$ has the Pólya mean value property on an interval $I$, is $L$ necessarily disconjugate on $I$ ? We find that this is in fact the case if the interval $I$ is not closed. If $I$ is a closed interval on which $L$ has the Pólya mean value property, we show that $L$ is necessarily disconjugate on the interior of $I$.
2. Results. The following notation will be used throughout this paper.

DEFINITION 2.1. (a) Let $t_{i} \in J, i=1, \cdots, m, t_{1} \leqq t_{2} \leqq \cdots \leqq t_{m}$ and consider the $m$-tuple $\tau=\left(t_{1}, \cdots, t_{m}\right)$. If $t \in J$, then $\tau^{t}=\left(s_{1}, \cdots, s_{m+1}\right)$ is the ( $m+1$ )-tuple obtained by inserting an extra entry $t$ in $\tau$ in such a way that $s_{1} \leqq s_{2} \leqq \cdots \leqq s_{m+1}$. If $s \in \tau$, then $\tau_{s}$ denotes the ( $m-1$ )-tuple obtained by deleting one occurrence of the entry $s$ from $\tau$. In particular $\tau_{s}^{t}$ denotes the $m$-tuple obtained from $\tau$ by deleting an entry $s$ from $\tau$ and adding an entry $t$ in such a way that the ordering is maintained.

[^108](b) A function $v$ has $m$ zeros at $\tau=\left(t_{1}, \cdots, t_{m}\right)$ if $v\left(t_{i}\right)=v^{\prime}\left(t_{i}\right)=\cdots=v^{(j-1)}\left(t_{i}\right)=0$ for each distinct entry $t_{i} \in \tau$, where $j$ is the number of times the entry $t_{i}$ occurs in $\tau$.
(c) If $u_{1}, \cdots, u_{m}$ are real functions on $J$ and $\tau$ is as in (a), $\mathscr{W}\left(u_{1}, \cdots, u_{m}\right)(\tau)$ denotes the determinant of the $m \times m$ matrix whose $k$ th column is $\operatorname{col}\left(u_{k}\left(t_{1}\right), \cdots, u_{k}\left(t_{m}\right)\right), k=1, \cdots, m$, when the entries $t_{i}$ in $\tau$ are all distinct; the terms $u_{k}\left(t_{i}\right), u_{k}\left(t_{i+1}\right), \cdots, u_{k}\left(t_{i+j-1}\right)$ are replaced by $u_{k}\left(t_{i}\right), u_{k}^{\prime}\left(t_{i}\right), \cdots, u_{k}^{(j-1)}\left(t_{i}\right)$ if the entry $t_{i}$ occurs $j$ times in $\tau$. In particular, the Wronskian determinant $W\left(u_{1}, \cdots, u_{m}\right)(t)=$ $\mathscr{W}\left(u_{1}, \cdots, u_{m}\right)(t, \cdots, t)$.
(d) For $\tau$ as in (a) co $(\tau)=\left[t_{1}, t_{m}\right]$.

Definition 2.2. Let $I \subset J$ be an interval and let int $I$, $\mathrm{cl} I$ denote the interior and closure in $J$, respectively, of $I$.
(a) $C_{n-1}^{\prime}(I)$ denotes the set of real valued functions $v$ on $I$ such that $v^{(n-1)}$ exists and is continuous on $I$ and $v^{(n)}$ exists on int $I$.
(b) $\mathscr{D}_{n}(I)$ is the set of operators $L$ of the form (1.1) which are disconjugate on $I$ as defined in the first paragraph of the introduction.
(c) $\mathscr{P}_{n}(I)$ is the set of operators $L$ of the form (1.1) with the property that if $v \in C_{n-1}^{\prime}(I)$ has $n+1$ zeros at $\left(t_{1}, \cdots, t_{n+1}\right), t_{i} \in I, t_{1} \leqq t_{2} \leqq \cdots \leqq t_{n+1}, t_{1}<t_{n+1}$, then $L v(p)=0$ for some $p \in\left(t_{1}, t_{n+1}\right)$. Thus $\mathscr{P}_{n}(I)$ is the set of operators with the Pólya mean value property on $I$.
(d) $\mathscr{Q}_{n}(I)$ denotes the set of operators $L$ of the form (1.1) with the property that if $t \in I$ and $v \in C_{n-1}^{\prime}(I)$ has $n$ zeros at $\tau=\left(t_{1}, \cdots, t_{n}\right), t_{i} \in I, t \neq t_{i}$ and $L v \geqq 0$ on int $I$ with $\operatorname{Lv}(p)>0$ for some $p \in \operatorname{co}\left(\tau^{t}\right)$, then

$$
\begin{equation*}
\prod_{i=1}^{n}\left(t-t_{i}\right) v(t)>0 \tag{2.1}
\end{equation*}
$$

$2_{n}(I)$ is the set of operators for which Čaplygin's inequality holds on $I$.
We will prove the following theorem:
Theorem 2.3. (a) For any subinterval I of J,

$$
\mathscr{D}_{n}(\mathrm{cl} I) \subset \mathscr{D}_{n}(I), \quad \mathscr{P}_{n}(\mathrm{cl} I)=\mathscr{P}_{n}(I), \quad \mathscr{Q}_{n}(\mathrm{cl} I)=\mathscr{Q}_{n}(I) ;
$$

(b) For any subinterval I of J such that I is not closed in $\mathbf{R}$,

$$
\mathscr{D}_{n}(I)=\mathscr{P}_{n}(I)=\mathscr{Q}_{n}(I) .
$$

It is clear that $\mathscr{D}_{n}, \mathscr{P}_{n}, \mathscr{Q}_{n}$ are nonincreasing with respect to set inclusion: $I_{1} \subset I_{2}$ implies

$$
\mathscr{D}_{n}\left(I_{2}\right) \subset \mathscr{D}_{n}\left(I_{1}\right), \quad \mathscr{P}_{n}\left(I_{2}\right) \subset \mathscr{P}_{n}\left(I_{1}\right), \quad \mathscr{Q}_{n}\left(I_{2}\right) \subset \mathscr{Q}_{n}\left(I_{1}\right) .
$$

In particular,

$$
\begin{equation*}
\mathscr{D}_{n}(\mathrm{cl} I) \subset \mathscr{D}_{n}(I), \quad \mathscr{P}_{n}(\mathrm{cl} I) \subset \mathscr{P}_{n}(I), \quad \mathscr{Q}_{n}(\mathrm{cl} I) \subset \mathscr{Q}_{n}(I) . \tag{2.2}
\end{equation*}
$$

We will prove Theorem 2.3 by establishing the following three propositions and using (2.2).

Proposition 2.4. If I is any subinterval of $J$, then

$$
\mathscr{2}_{n}(I) \subset \mathscr{P}_{n}(I) .
$$

Proposition 2.5. If I is any subinterval of $J$, then

$$
\mathscr{D}_{n}(I) \subset \mathscr{Q}_{n}(\mathrm{cl} I) .
$$

Proposition 2.6. If I is any subinterval of $J$ such that $I$ is not closed in $\mathbf{R}$, then

$$
\mathscr{P}_{n}(I) \subset \mathscr{D}_{n}(I) .
$$

Since Theorem 2.3(a) is trivial if $I$ is closed, we may suppose that $I$ is not closed. Then the three propositions and (2.2) imply

$$
\begin{aligned}
& \mathscr{V}_{n}(\mathrm{cl} I) \subset \mathscr{Q}_{n}(I) \subset \mathscr{P}_{n}(I) \subset \mathscr{D}_{n}(I) \subset \mathscr{V}_{n}(\mathrm{cl} I), \\
& \mathscr{2}_{n}(\mathrm{cl} I) \subset \mathscr{P}_{n}(\mathrm{cl} I) \subset \mathscr{P}_{n}(I) \subset \mathscr{D}_{n}(I) \subset \mathscr{2}_{n}(\mathrm{cl} I)
\end{aligned}
$$

which proves Theorem 2.3(a),(b).
Proof of Proposition 2.4. To prove Proposition 2.4, suppose $L \in \mathscr{Q}_{n}(I), v \in C_{n-1}^{\prime}(I)$ and $v$ has $n+1$ zeros at $\left(t_{1}, \cdots, t_{n+1}\right), t_{i} \in I, t_{1} \leqq t_{2} \leqq \cdots \leqq t_{n+1}, t_{1}<t_{n+1}$. If $L v>0$ on $\left(t_{1}, t_{n+1}\right)$, then

$$
\prod_{i=1}^{n}\left(t-t_{i}\right) v(t)>0, \quad \prod_{i=2}^{n+1}\left(t-t_{i}\right) v(t)>0
$$

if $t \in\left(t_{1}, t_{n+1}\right), t \neq t_{i}$, from (2.1), and these two inequalities contradict each other. Similarly, the assumption $L v<0$ on $\left(t_{1}, t_{n+1}\right)$ leads to a contradiction. Thus $L v(p)=0$ for some $p \in\left(t_{1}, t_{n+1}\right)$ and we conclude that $L \in \mathscr{P}_{n}(I)$, which proves Proposition 2.4.

Pólya's Mean Value Theorem states that $\mathscr{D}_{n}(I) \subset \mathscr{P}_{n}(I)$ and Caplygin's Inequality, which was also first proved in generality by Pólya [4], states that $\mathscr{D}_{n}(I) \subset \mathscr{V}_{n}(I)$ for any interval I. In view of (2.2) and Proposition 2.4, it follows that Proposition 2.5 is a slightly stronger statement than both of these. To prove Proposition 2.5 , we shall need the following lemma which is essentially Theorem V of [4] and is Pólya's statement of Čaplygin's inequality. A detailed proof may be found in [3, pp. 376-378].

Lemma 2.7. Suppose $u_{1}, \cdots, u_{n+1} \in C_{n-1}^{\prime}(I)$,

$$
\begin{equation*}
u_{1}>0, \quad W\left(u_{1}, u_{2}\right)>0, \cdots, W\left(u_{1}, \cdots, u_{n}\right)>0 \tag{2.3}
\end{equation*}
$$

and $W\left(u_{1}, \cdots, u_{n+1}\right) \geqq 0$. Then, if $\sigma=\left(t_{1}, \cdots, t_{n+1}\right), t_{i} \in I, t_{1} \leqq t_{n+1}$,

$$
\begin{equation*}
\mathscr{W}\left(u_{1}, \cdots, u_{n+1}\right)(\sigma) \geqq 0 \tag{2.4}
\end{equation*}
$$

and the inequality (2.4) is strict if $W\left(u_{1}, \cdots, u_{n+1}\right)(p)>0$ for some $p \in\left[t_{1}, t_{n+1}\right]$.
Proof of Proposition 2.5. We first show that Lemma 2.7 implies Proposition 2.5 for subintervals $I$ of $J$ which are closed relative to $J$. Suppose $I=\mathrm{cl} I, L \in \mathscr{D}_{n}(I)$, $v \in C_{n-1}^{\prime}(I)$ has $n$ zeros at $\tau=\left(t_{1}, \cdots, t_{n}\right), t_{i} \in I, L v \geqq 0$ and $t \in I$ is such that $L v(p) \geqq 0$ for some $p \in \operatorname{co}\left(\tau^{t}\right)$. Since $L \in \mathscr{D}_{n}\left(\operatorname{co}\left(\tau^{t}\right)\right)$, solutions $u_{1}, \cdots, u_{n}$ of $L u=0$ may be chosen so that (2.3) is satisfied on co $\left(\tau^{t}\right)$ (cf. [2, p. 94]). Also $L v=$ $W\left(u_{1}, \cdots, u_{n}, v\right) / W\left(u_{1}, \cdots, u_{n}\right)$ so that Lemma 2.7 implies $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau)>0$, $\mathscr{W}\left(u_{1}, \cdots, u_{n}, v\right)\left(\tau^{t}\right)>0$, and therefore

$$
\begin{equation*}
\mathscr{W}\left(u_{1}, \cdots, u_{n}, v\right)\left(\tau^{t}\right) / \mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau)>0 \tag{2.5}
\end{equation*}
$$

Now since

$$
\begin{equation*}
\mathscr{W}\left(u_{1}, \cdots, u_{n}, v\right)\left(\tau^{t}\right)=v(t) \mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau) \operatorname{sgn} \prod_{i=1}^{n}\left(t-t_{i}\right) \tag{2.6}
\end{equation*}
$$

we conclude that $v$ satisfies (2.1) and $L \in \mathscr{Q}_{n}(I)$. Thus Proposition 2.5 holds if $I=\mathrm{cl} I$.
The discussion of the preceding paragraph also establishes Proposition 2.5 for
subintervals $I$ of $J$ which have at least one endpoint in common with $J$, since (cf. [2, p. 102])

$$
\begin{equation*}
\mathscr{D}_{n}(I)=\mathscr{D}_{n}(\text { int } I) \quad \text { if } i \text { is not closed. } \tag{2.7}
\end{equation*}
$$

Also (2.7) shows that, to complete the proof, it suffices to consider open intervals $I=(a, b)$ which have no endpoint in common with $J$. It is assumed that $L$ and $v$ satisfy the same conditions as before while the conditions on $t_{i}, i=1, \cdots, n$ and $t$ are relaxed to $t_{i}, t \in \mathrm{cl} I$. The discussion of the preceding paragraph applied to closed subintervals of $I$ and continuity considerations imply that if $L u_{i}=0, i=1, \cdots, n$ and $W\left(u_{1}, \cdots, u_{n}\right)>0$, then

$$
\begin{equation*}
\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau) \geqq 0, \quad \mathscr{W}\left(u_{1}, \cdots, u_{n}, v\right)\left(\tau^{t}\right) \geqq 0 . \tag{2.8}
\end{equation*}
$$

We assert that the existence of the function $v$ as described implies that both of these inequalities are strict, and the result follows from (2.5), (2.6) as when $I$ is closed.

To prove the last assertion, suppose first that $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau)=0$. From (2.7), both endpoints $a, b$ of $I$ must occur in $\tau$ since $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau)=0$ implies the existence of a nontrivial solution $u$ of $L u=0$ which has $n$ zeros at $\tau$. We suppose further that, of all $\tau, v$ satisfying our assumptions, the ones under consideration are such that the number of occurrences of endpoints of $I$ in $\tau$ is a minimum. The constant $c$ may be chosen so that $w=v+c u$ has a zero at $s \in I, s \notin \tau$. Therefore $w$ has $n+1$ zeros at $\tau^{s}=\left(s_{1}, \cdots, s_{n+1}\right)$ and, in particular, $w$ has $n$ zeros at each of $\sigma=\tau_{b}^{s}=$ $\left(s_{1}, \cdots, s_{n}\right), \rho=\tau_{a}^{s}=\left(s_{2}, \cdots, s_{n+1}\right)$. The number of occurrences of endpoints of $I$ in each of $\sigma, \rho$ is one fewer than in $\tau$. Since $L w=L v \geqq 0$ and $L w(p)=L v(p)>0$, and from the minimal character of $\tau$ with respect to endpoints, we conclude that $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\sigma)>0, \mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\rho)>0$. The second inequality (2.8) and (2.6) hold with $v, \tau, \tau^{t}$ replaced by $w, \sigma, \sigma^{t}$ respectively and by $w, \rho, \rho^{t}$, respectively. Therefore

$$
\prod_{i=1}^{n}\left(t-s_{i}\right) w(t) \geqq 0, \quad \prod_{i=2}^{n+1}\left(t-s_{i}\right) w(t) \geqq 0
$$

for each $t \in I$, and $w(t)=0$ for all $t \in I$ contradicting $L w(p)>0$; we conclude that either $\mathscr{W}\left(u_{1}, \cdots, u_{u}\right)(\tau)>0$ or $v$ satisfying our hypothesis does not exist. It remains to show that $\mathscr{W}\left(u_{1}, \cdots, u_{n}, v\right)\left(\tau^{t}\right)>0$ for each $t \in \mathrm{cl} I$; if not then (2.6), (2.8) imply that $v$ has $(n+1)$ zeros at $\tau^{s}=\left(r_{1}, \cdots, r_{n+1}\right)$ for some $s \in \mathrm{cl} I$ and hence $v$ has $n$ zeros at each of $\delta=\tau_{a}^{s}, \gamma=\tau_{b}^{s}$. We have shown that the hypotheses on $v$ imply $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)$ $(\delta)>0, \mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\gamma)>0$ and, as before,

$$
\prod_{i=1}^{n}\left(t-r_{i}\right) v(t) \geqq 0, \quad \prod_{i=2}^{n+1}\left(t-r_{i}\right) v(t) \geqq 0
$$

implying $v=0$, which contradicts $L v(p)>0$.
Before proving Proposition 2.6 we recall some facts about Green's functions. The function $G(t, s), t, s \in J$ is Green's function associated with the boundary value problem

$$
\begin{equation*}
L v=f, \quad v \text { has } n \text { zeros at } \tau, \tag{2.9}
\end{equation*}
$$

if it has the following properties:
(i) For each $s \in J, u(t)=G(t, s)$ is a solution of $L u=0$ for $t<s$ and $t>s$ and $u$ has $n$ zeros at $\tau$, if $s \notin \tau$.
(ii) For each $s \in J, u(t)$ and its first $n-2$ derivatives are continuous at $s$ and $u^{(n-1)}(s+)-u^{(n-1)}(s-)=1$.
Green's function exists provided $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau) \neq 0$, where $u_{1}, \cdots, u_{n}$ is a fundamental solution set for $L u=0[2$, p. 106] and has the property that, if $f \in C(J)$, the
solution of (2.9) is

$$
\begin{equation*}
v(t)=\int_{J} f(s) G(t, s) d s \tag{2.10}
\end{equation*}
$$

In the special case that all $n$ points in $\tau$ equal $t_{1}, G(t, s)$ is called the Cauchy function at $t_{1}$ for $L$. Thus the Cauchy function at $t_{1}$ is defined by: $G(t, s)=u(t)$ is a solution of $L u=0, u(s)=\cdots=u^{(n-2)}(s)=0, \quad u^{(n-1)}(s)=\operatorname{sgn}(t-s)$, if $\left|s-t_{1}\right| \leqq\left|t-t_{1}\right|$ and $G(t, s)=0$ otherwise.

Lemma 2.8. Suppose $L \in \mathscr{D}_{n}[b, c]$ and $G(t, s)$ is the Cauchy function for $L$ at $b$. Then

$$
\begin{array}{ll}
G(t, s)=0, & b \leqq t \leqq s \leqq c  \tag{2.11}\\
G(t, s)>0, & b \leqq s<t \leqq c .
\end{array}
$$

Proof. Since $G(t, s)=0, b \leqq t \leqq s$ and $G(t, s)=u(t), b \leqq s \leqq t$, is a solution of $L u=0$ which has $n-1$ zeros at $s$, it follows from $L \in \mathscr{D}_{n}[b, c]$ that $u$ cannot have a zero in $(s, c]$ and thus $u^{(n-1)}(s+)=1$ implies $u(t)>0$, if $t \in(s, c]$.

Proof of Proposition 2.6. Suppose the proposition fails to hold for some interval $I \subset J$. Since $I$ is not closed, it may be assumed that $I$ is open, from (2.7). Our hypothesis implies the existence of $L \in \mathscr{P}_{n}(I), L \notin \mathscr{D}_{n}(I)$. Thus $I$ contains a subinterval $[a, b]$ such that $b$ is the first right conjugate point of $a$ with respect to $L$ :

$$
\begin{equation*}
L \in \mathscr{D}_{n}[a, b), \quad L \notin \mathscr{D}_{n}[a, b] . \tag{2.12}
\end{equation*}
$$

We will show that this leads to a contradiction. First (2.12) implies that a fundamental solution set $u_{1}, \cdots, u_{n}$ of $L u=0$ satifies $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\sigma)=0$ for some $\sigma$, co $(\sigma)=$ [ $a, b$ ] (both endpoints $a, b$ occur in $\sigma$ ). We suppose that $\sigma$ is such that the number $m+1, m \geqq 0$, of occurrences of $b$ in $\sigma$ is a minimum. There is a nontrivial solution $u_{m}$ of $L u=0$ such that $u_{m}$ has $n$ zeros at $\sigma$ and there is a neighbourhood of $b$ in which the only zeros of $u_{m}$ are the $m+1$ zeros at $b$. Choose $c \in I$ such that $c>b, u_{m}$ has no zeros in ( $b, c$ ] and

$$
\begin{equation*}
L \in \mathscr{D}_{n}[b, c] . \tag{2.13}
\end{equation*}
$$

Now let $\tau=\sigma_{b}^{a}$, the $n$-tuple obtained by deleting one of the entries $b$ from $\sigma$ and adding an extra entry $a$. Note that $b$ occurs $n \geqq 0$ times in $\tau$. From the minimal character of $\sigma$ with respect to $b$, it follows that $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau) \neq 0$ and Green's function $G(t, s)$ for (2.9) exists. For $f \in C(J)$, the solution $v$ of (2.9) is given by (2.10). Moreover, if $f>0, v$ satisfies (2.1), from (2.12) and Proposition 2.5, since

$$
L \in \mathscr{D}_{n}[a, b) \subset \mathscr{Q}_{n}[a, b] .
$$

From (2.1) we conclude that $v^{(m)}(b) \geqq 0$. In fact this inequality is strict since, if $v^{(m)}(b)=0, v$ would have at least $n+1$ zeros in $[a, c] \subset I$ and $L v=f>0$ contradicting $L \in \mathscr{P}_{n}(I)$. We conclude that, if $f>0$, the solution $v$ of (2.9) satisfies

$$
\begin{align*}
& v(b)=\cdots=v^{(m-1)}(b)=0, \quad v^{(m)}(b)>0 \quad \text { if } m>0 \\
& v(b)>0 \quad \text { if } m=0 \tag{2.14}
\end{align*}
$$

Note that if $s>b$ and $t \leqq s$, then $G(t, s)=0$ since $u(t)=G(t, s)$ is a solution of $L u=0$ with $n$ zeros at $\tau$, which implies $u=0$, because $\mathscr{W}\left(u_{1}, \cdots, u_{n}\right)(\tau) \neq 0$. Thus, if $s, t \in(b, c), G(t, s)$ is the Cauchy function for $L$ at $b$ and, from (2.13), satisfies (2.11). Similarly $G(t, s)=0$, if $s<a$ and $t>s$.

Consider $K(t, s)=G(t, s)-G(c, s) u_{m}(t) / u_{m}(c)$. Observe that $u(t)=K(t, s)$ is a solution of $L u=0$ if $t \neq s, u$ and its first $n-2$ derivatives are continuous at $s, u^{(n-1)}(s+)-$ $u^{(u-1)}(s-)=1$ and $u$ has $n-1$ zeros at the points common to $\tau$ and $\sigma$ as well as a zero at $c$. Thus $K(t, s)$ is Green's function for the problem

$$
\begin{equation*}
L w=f, \quad w \text { has } n \text { zeros at } \tau_{a}^{c} . \tag{2.15}
\end{equation*}
$$

The point $b$ occurs $m$ times in $\tau_{a}^{c}$. Let $t_{0} \in(b, c)$ and let $f \in C(J), f>0$, be chosen so that

$$
\begin{equation*}
\left|\int_{a}^{t_{0}} f(s)\left[G\left(t_{0}, s\right)-G(c, s) u_{m}\left(t_{0}\right) / u_{m}(c)\right] d s\right|<\int_{t_{0}}^{c} f(s) G(c, s) u_{m}\left(t_{0}\right) / u_{m}(c) d s \tag{2.16}
\end{equation*}
$$

This may be accomplished by choosing $f$ sufficiently large on $\left(t_{0}, c\right)$ since, as we have seen in the preceding paragraph, (2.11) implies $G(c, s)>0$ for $s \in(b, c)$ and $u_{m}$ has no zeros in ( $b, c$ ].

The solution of (2.15) is

$$
\begin{equation*}
w(t)=\int_{J} f(s) K(t, s) d s \tag{2.17}
\end{equation*}
$$

and this function has $m$ zeros at $b$, with

$$
\begin{equation*}
w^{(m)}(b)=\int_{J} f(s) \frac{\partial^{m}}{\partial t^{m}} K(b, s) d s=\int_{J} f(s) \frac{\partial^{m}}{\partial t^{m}} G(b, s) d s \tag{2.18}
\end{equation*}
$$

since $u^{(m)}(b)=0$, because $u_{m}$ has $m+1$ zeros at $b$. Therefore

$$
w^{(m)}(b)=v^{(m)}(b)>0 \quad \text { from (2.10), (2.14), (2.18) }
$$

so that for some $\varepsilon>0$

$$
\begin{equation*}
w(t)>0, \quad t \in(b, b+\varepsilon) . \tag{2.19}
\end{equation*}
$$

Now from (2.17)

$$
\begin{aligned}
w\left(t_{0}\right)= & \int_{J} f(s) K\left(t_{0}, s\right)=\int_{J} f(s)\left[G\left(t_{0}, s\right)-G(c, s) u_{m}\left(t_{0}\right) / u_{m}(c)\right] d s \\
= & \int_{a}^{t_{0}} f(s)\left[G\left(t_{0}, s\right)-G(c, s) u_{m}\left(t_{0}\right) / u_{m}(c)\right] d s \\
& -\int_{t_{0}}^{c} f(s) G(c, s) u_{m}\left(t_{0}\right) / u_{m}(c) d s,
\end{aligned}
$$

since $G\left(t_{0}, s\right)=G(c, s)=0, s<a$ and $G\left(t_{0}, s\right)=0, s>t_{0}$ and $G(c, s)=0, s>c$. It follows from (2.16) that $w\left(t_{0}\right)<0$ which, with (2.19), implies $w$ has a zero in ( $b, c$ ). Since $w$ has $n$ zeros at $\tau_{a}^{c}$ and a zero in ( $b, c$ ), $w$ has $n+1$ zeros in $[a, c] \subset I$. But then $L w=f>0$ contradicts $L \in \mathscr{P}_{n}(I)$.

We have now shown that the assumption $L \in \mathscr{P}_{n}(I), L \notin \mathscr{D}_{n}(I)$, where $I$ is a subinterval of $J$ which is not closed, leads to a contradiction. This establishes Proposition 2.6.
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#### Abstract

We study the asymptotic behavior of the linear infinite delay, autonomous system of functional differential equations $$
\begin{align*} & x^{\prime}(t)+\mu * x(t)=f(t) \quad(t \geqq 0) \\ & x(t)=\phi(t) \quad(t \leqq 0) \tag{*} \end{align*}
$$

Here $\mu$ is an $n$-dimensional matrix-valued measure supported on $[0, \infty)$, finite with respect to a weight function, and $f, \phi$ and $x$ are $\mathbf{C}^{n}$-valued continuous or locally integrable functions bounded with respect to a fading memory norm. We find conditions that ensure that the state space of (*) can be written as a direct sum of a stable subspace, which is characterized by the fact that solutions are small at infinity, a finite dimensional central-stable subspace in which solutions are neither small nor large at infinity, and a finite dimensional exponentially unstable subspace consisting of exponentially growing solutions. We give estimates for the rate of decay at infinity of solutions belonging to the stable subspace. Our results extend earlier work of Staffans [10], [11] since we analyze the critical case in which the components of the solutions are not exponentially separated, as well as the noncritical case.
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1. Introduction. We study the asymptotic behavior of the solutions of the linear, infinite delay, autonomous system of functional differential equations

$$
\begin{align*}
& x^{\prime}(t)+\mu * x(t)=f(t), \quad t \in \mathbf{R}^{+}, \\
& x(t)=\phi(t), \quad t \in \mathbf{R}^{-} . \tag{1.1}
\end{align*}
$$

Here $\mathbf{R}^{+}=[0, \infty), \mathbf{R}^{-}=(-\infty, 0], \mu$ is an $n$ by $n$ matrix-valued measure supported on $\mathbf{R}^{+}$which is finite with respect to a weight function, and $x, f$ and $\phi$ are $\mathbf{C}^{n}$-valued functions. The initial function $\phi$ and the forcing function $f$ belong to certain weighted function spaces compatible with the weighted measure space containing $\mu$. As usual, $\mu * x$ denotes the convolution

$$
(\mu * x)(t)=\int_{-\infty}^{\infty} d \mu(s) x(t-s) .
$$

We find conditions that ensure that the solution subspace of (1.1) can be decomposed into a direct sum of a stable subspace $\mathscr{S}$, which is characterized by the fact that the solutions in $\mathscr{S}$ are small at infinity, a finite dimensional central-stable subspace $\mathscr{C}$ in which solutions do not decay, but also do not grow at exponential rates, and finally a finite dimensional unstable subspace $\mathscr{U}$ consisting of exponentially growing solutions.

[^109]The question that we consider here has been discussed before in a very similar setting in [10] and [11], and our present results contain those of [10] and [11]. The chief improvement of our results over those in [10] and [11] is that we now treat the critical case in which the growth rates of the components of the solution are not exponentially separated, as well as the noncritical case previously studied.

We do not employ semigroup theory, but one could give a semigroup formulation of our results. In this formulation, the noncritical case is the one where the stable subspace and its complementary subspace correspond to disjoint, separated parts of the spectrum of the generator. This is in contrast to the critical case where the spectrum corresponding to the central subspace lies on the boundary of the spectrum corresponding to the stable subspace.

We also give an estimate for the rate of decay at infinity of solutions belonging to the stable subspace (Corollary 6.1). In the case of systems of integrodifferential equations, a similar decay estimate was obtained by Jordan and Wheeler [5]. For other results on the structure of solutions of systems of integrodifferential equations, see [6] and [8]. A similar structure theorem for an integrodifferential equation in Hilbert space is given in [9].

In order to treat the critical case, we have been forced first to refine the description given in [11] of the null space of the convolution operator appearing on the left side of (1.1), since the description in [11] applies only to the noncritical case. We have separated this part of the theory into the paper [4], and the present paper can be regarded as a continuation of [4]. In [4] we describe the null space of this operator in terms of the Jordan chains at its eigenvalues, and to do this we develop a Smith factorization theorem for locally analytic matrix-valued functions. A similar description of the null space in the case of finite delay equations is given by Kappel and Wimmer [7]. We expect the reader to be familiar with the concepts and results of [4].
2. The functional differential equation. The setting in which we study the functional differential equation (1.1) is very similar to the setting used in § 7 of [11]. It is more general in the sense that the critical case is also included. The equation in [1] is neutral rather than retarded, but to keep the technical details as simple as possible we here require the equation to be retarded.

As we already mentioned above, we expect the reader to be familiar with [4]. In spite of this, let us recall the most basic concepts from [4].

We call a continuous positive function $\rho$ a dominating function or a weight function if $\rho$ is submultiplicative, i.e., $\rho$ satisfies

$$
\begin{equation*}
\rho(s+t) \leqq \rho(s) \rho(t), \quad s, t \in \mathbf{R}, \tag{2.1}
\end{equation*}
$$

and $\rho(0)=1$. A continuous positive function $\eta$ is called an influence function dominated by $\rho$ if $\eta(0)=1$ and

$$
\begin{equation*}
\eta(s+t) \leqq \eta(s) \rho(t), \quad t, s \in \mathbf{R} . \tag{2.2}
\end{equation*}
$$

It follows from (2.1) and (2.2) that $\eta$ always satisfies

$$
\begin{equation*}
[\rho(-t)]^{-1} \leqq \eta(t) \leqq \rho(t), \quad t \in \mathbf{R} . \tag{2.3}
\end{equation*}
$$

Throughout this paper we work in weighted spaces, where the weights are either dominating functions or influence functions. For example, if we let the set of $n$ by $n$ matrices be denoted by $\mathbf{C}^{n \times n}$, then $\boldsymbol{M}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$ is the set of matrix-valued measures $\mu$ on $\mathbf{R}$ for which $\int_{\mathbf{R}} \rho(s) d|\mu|(s)<\infty$. (In the scalar case $|\mu|$ is the total variation measure of $\mu$, and in the matrix case we use a matrix norm when computing the total variation $|\mu|$ of $\mu$.) The space $L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$ is defined analogously with measures
replaced by measurable functions, and $V\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$ is the subspace of measures which one gets by adding point masses at zero to functions in $L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$. When we write $x \in L^{p}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$, we mean that $x$ is defined on $\mathbf{R}$ with values in $\mathbf{C}^{n}$, and that $\eta x$ belongs to the ordinary nonweighted $L^{p}$-space on $\mathbf{R}$. A continuous function $x$ belongs to $\operatorname{BUC}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ if $x \in L^{\infty}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$, and if $\tau_{t} x \rightarrow x$ in $L^{\infty}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ as $t \rightarrow 0$, where $\tau_{t}$ is the translation operator $\tau_{t} x(s)=x(s+t), s, t \in \mathbf{R}$. A special subclass of $B U C\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ is $B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ which consists of those functions $x$ in $B U C\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ which satisfy $\lim _{|t| \rightarrow \infty} \eta(t) x(t)=0$. We define $W^{m, p}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right), B U C^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ and $B C_{0}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ to be the set of functions which together with their first $m$ derivatives belong to $L^{p}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right), B U C\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ or $B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$, respectively. In the preceding function space notation, when we replace $\mathbf{R}$ by $\mathbf{R}^{+}$or $\mathbf{R}^{-}$, we mean the spaces of functions which one gets by restricting the functions in question to $\mathbf{R}^{+}$or $\mathbf{R}^{-}$.

After these preliminaries, let us return to the original equation. Defining $\mathscr{L}$ to be the operator

$$
\begin{equation*}
\mathscr{L} x=x^{\prime}+\mu * x \tag{2.4}
\end{equation*}
$$

where $x^{\prime}$ is the distribution derivative of $x$, we can write (1.1) in the following form:

$$
\begin{array}{lc}
\mathscr{L} x(t)=f(t), & t \in \mathbf{R}^{+},  \tag{2.5}\\
x(t)=\phi(t), & t \in \mathbf{R}^{-} .
\end{array}
$$

We let $\rho$ be a given weight function on $\mathbf{R}$, and suppose that $\mu \in M\left(\mathbf{R}+; \mathbf{C}^{n \times n} ; \rho\right)$, i.e., $\mu \in M\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$, and $\mu$ is supported on $\mathbf{R}^{+}$. We let $\eta$ be an influence function dominated by $\rho$, let $\mathscr{B}$ be one of the spaces $L^{p}, 1 \leqq p \leqq \infty, B U C$, or $B C_{0}$, and let $\mathscr{B}^{m+1}$ be one of the spaces $W^{m, p}, B U C^{m}$ or $B C_{0}^{m}$. The functions $\phi$ and $f$ in (2.5) are throughout assumed to satisfy $\phi \in \mathscr{B}^{m+1}\left(\mathbf{R}^{-} ; \mathbf{C}^{n} ; \eta\right)$ and $f \in \mathscr{B}^{m}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right)$ for some $m \geqq 0$.

We look for a solution of (2.5) which is locally in $\mathscr{B}^{m+1}$; in particular, we require $x$ to be continuous at zero. A necessary condition for the existence of such a solution is that $\phi$ and $f$ in (2.5) are compatible in the sense that if we define $g$ by

$$
g(t)= \begin{cases}\mathscr{L} \phi(t), & t<0,  \tag{2.6}\\ f(t), & t \geqq 0,\end{cases}
$$

then $g$ must belong to $\mathscr{B}^{m}$. This is true, because the operator $\mathscr{L}$ maps $\mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ continuously into $\mathscr{B}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$. If $\mathscr{B}=L^{p}$, and $m=0$, then this extra condition is automatically satisfied. If $\mathscr{B}=L^{p}$ and $m>0$, then it is equivalent to

$$
\mathscr{L} \phi^{(k)}(0)=f^{(k)}(0), \quad 0 \leqq k \leqq m-1,
$$

and if $\mathscr{B}=B U C$ or $\mathscr{B}=B C_{0}$, then it is equivalent to

$$
\mathscr{L} \phi^{(k)}(0)=f^{(k)}(0), \quad 0 \leqq k \leqq m
$$

From now on, we shall only consider data ( $\phi, f$ ) satisfying this extra condition, and choose our state space $\mathscr{D}$ to be

$$
\begin{array}{r}
\mathscr{D}=\left\{(\phi, f) \in \mathscr{B}^{m+1}\left(\mathbf{R}^{-} ; \mathbf{C}^{n} ; \eta\right) \times \mathscr{B}^{m}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right) \mid \text { the function } g \text { in }(2.6)\right. \\
\text { belongs to } \left.\mathscr{B}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)\right\} .
\end{array}
$$

This is not the only possible choice. One could also restrict $\mathscr{D}$ further, and get a slightly different set of results. We shall return to that question elsewhere.

For each point $(\phi, f) \in \mathscr{D}$, we denote the solution of (2.5) which corresponds to this pair of functions by $x(\phi, f)$.

Let $r$ be the fundamental solution of (2.5), i.e., the unique right continuous solution of the equation

$$
\begin{equation*}
r^{\prime}+r * \mu=r^{\prime}+\mu * r=\delta I \tag{2.7}
\end{equation*}
$$

which vanishes on $(-\infty, 0)$. Here $r^{\prime}$ is the distribution derivative of $r, \delta$ is the unit point mass at zero, and $I$ is the identity matrix. This function $r$ is locally absolutely continuous with the exception of a jump discontinuity at zero, and it grows at most exponentially at infinity; see e.g. [10, Thm. 5.2].

The solution $x=x(\phi, f)$ of (2.5) can be written in the form

$$
x(\phi, f)(t)= \begin{cases}\phi(t), & t \in \mathbf{R}^{-},  \tag{2.8}\\ r(t) \phi(0)+r *(f+M \phi)(t), & t \in \mathbf{R}^{+},\end{cases}
$$

where

$$
\begin{equation*}
M \phi(t)=-\int_{(t, \infty)} d \mu(s) \phi(t-s), \quad t \in \mathbf{R}^{+}, \tag{2.9}
\end{equation*}
$$

and we interpret $f$ and $M \phi$ to be zero on ( $-\infty, 0$ ) in the definition of $r *(f+M \phi)$. See e.g. [12].

When one wants to know how the solutions of (2.5) behave asymptotically one has to look at eigenvalues of the formal Laplace transform

$$
\begin{equation*}
\hat{L}(z)=z I+\hat{\mu}(z) \tag{2.10}
\end{equation*}
$$

of the operator $\mathscr{L}$ in (2.4). This function is well defined for $\mathfrak{R z} \geqq \omega$, where

$$
\omega=-\lim _{t \rightarrow \infty} t^{-1} \log \rho(t)
$$

is the exponential order of decay of $\rho$ at infinity (cf. [4]). Throughout the sequel we assume that $\omega \leqq 0$, so that $\hat{L}(z)$ is defined in the closed right half plane. The importance of the eigenvalues of $\hat{L}$ becomes obvious once one realizes that the Laplace transform $\hat{r}$ of $r$ in (2.7) is $\hat{r}(z)=[\hat{L}(z)]^{-1}$ for $\Re z$ sufficiently large. Roughly speaking, those eigenvalues of $\hat{L}(z)$ which belong to the open right half plane give rise to exponentially growing solutions of (1.1), and those on the imaginary axis give rise to solutions which neither grow exponentially, nor die out. If $\omega<0$, then it is possible that $\hat{L}(z)$ also has eigenvalues in the open left half plane, but these eigenvalues are less interesting in the sense that the solutions of (1.1) which they produce die out exponentially as $t \rightarrow \infty$. Accordingly, we shall more or less ignore the open left half plane, and we classify the eigenvalues of $\hat{L}(z)$ in the closed right half plane as unstable or central depending on whether they belong to the open right half plane or to the imaginary axis, respectively.

Even though the condition $\omega \leqq 0$ is sufficient to imply that $\hat{L}(z)$ is defined in the closed right half plane, it is not yet sufficient to imply that the solutions of (1.1) behave asymptotically in the way in which we would like. One also needs a growth condition at infinity on $f$ and $M \phi$ in (2.8). To see this one can, e.g., transform (2.8) to get

$$
\begin{equation*}
\hat{x}(z)=\hat{r}(z)\left(\phi(0)+\hat{f}(z)+(M \phi)^{\wedge}(z)\right) . \tag{2.11}
\end{equation*}
$$

It is important to us that $\hat{f}(z)$ and $(M \phi)^{\wedge}(z)$ are analytic in the open right half plane. To insure this we shall impose a growth restriction on $\rho$ at minus infinity, and suppose that $\alpha \leqq 0$, where $\alpha=-\lim _{t \rightarrow-\infty} t^{-1} \log \rho(t)$ is the exponential order of decay of $\rho$ at minus infinity. It follows from (2.3) that the condition $\alpha \leqq 0$ will indeed imply that $\hat{f}(z)$ and $(M \phi)^{\wedge}(z)$ are analytic in the open right half plane. It is always true that $\omega \leqq \alpha$; hence the new assumption $\alpha \leqq 0$ implies the earlier one $\omega \leqq 0$.

Above we have divided the eigenvalues of $\hat{L}$ in the closed right half plane into two classes: The set of unstable eigenvalues and the set of central eigenvalues. From
a stability point of view, this division is very appropriate, but from a technical point of view, the line $\mathfrak{R z}=0$ is no different from any other vertical line in the complex plane. In [10] and [11] all the decomposition arguments were made with the imaginary axis replaced by an arbitrary vertical line. A more technical division of the eigenvalues of $\hat{L}(z)$, which in spirit is more similar to the approach in [10] and in [11], would be to classify the eigenvalues as critical or noncritical depending on whether they belong to the critical region $\omega \leqq \mathfrak{R} z \leqq \alpha$ or to the noncritical region $\mathfrak{R z > \alpha}$. Roughly speaking, the eigenvalues on the line $\mathfrak{R z}=\omega$ are those which are most difficult to handle (none of $\hat{L}, \hat{f}$ and $(M \phi)^{\wedge}$ is analytic on this line), those in the strip $\omega<\mathfrak{R} z \leqq \alpha$ are somewhat easier to deal with (here $\hat{L}$ is analytic but not $\hat{f}$ and $\left.(\boldsymbol{M} \phi)^{\hat{\prime}}\right)$, and eigenvalues in $\mathfrak{R z}>\boldsymbol{\alpha}$ cause virtually no technical difficulties ( $\hat{L}, \hat{f}$ and $(M \phi)^{\wedge}$ are all analytic). In [10] and [11] only noncritical eigenvalues are allowed, and the chief improvement here is that we are also able to treat critical eigenvalues. Going back to the original decomposition of the eigenvalues into central and unstable eigenvalues, this means that here we are able to deal with the case when $\alpha=0$ and $\hat{L}(z)$ has central eigenvalues, and even with the case when $\omega=\alpha=0$ and $\hat{L}(z)$ has central eigenvalues.
3. The central-stable and the unstable subspaces. As we observed earlier, the eigenvalues in the closed right half plane of $\hat{L}$ in (2.8) are of crucial importance for the asymptotic behavior of the solutions of (2.5). As $|z| \rightarrow \infty$, also $|\operatorname{det}(\hat{L}(z))| \rightarrow \infty$, so the set of all eigenvalues of $\hat{L}$ is bounded. Because of the analyticity of $\hat{L}$ in $\mathfrak{R z}>\omega$, the eigenvalues can only accumulate at the line $\mathfrak{R z}=\omega$. Throughout the sequel we shall suppose that the open right half plane contains only finitely many eigenvalues. It follows from the preceding discussion that this assumption is automatically satisfied if $\omega<0$. Later on we shall also assume that there are at most finitely many central eigenvalues, but for the moment this assumption is not needed.

In this section we intend to show that the state space $\mathscr{D}$ can be divided into an unstable subspace $\mathscr{U}$, and a central-stable subspace $\mathscr{C} \mathscr{S}$. Here we use the same technique as is used in [10] and [11], and a reader familiar with [10] and [11] should have no difficulty in extending the results presented here to the neutral equation (and to allow infinitely many unstable eigenvalues of the same type as in [10] and [11]).

Let $Z_{U}$ be the set of all eigenvalues $z_{l}$ of $\hat{L}$ satisfying $\mathfrak{R} z_{l}>0$, and suppose that $Z_{U}$ is a finite (possibly empty) set. If $Z_{U}=\varnothing$, then define $\lambda=\infty, \kappa=0$; otherwise, define

$$
\begin{equation*}
\lambda=\min \left\{\Re z_{l} \mid z_{l} \in Z_{U}\right\}, \quad \kappa=\max \left\{\Re z_{l} \mid z_{l} \in Z_{U}\right\} . \tag{3.1}
\end{equation*}
$$

Definition 3.1. A point $(\phi, f)$ in $\mathscr{D}$ belongs to the central-stable subspace $\mathscr{C S}$, if the solution $x(\phi, f)$ of (2.5) satisfies $x(\phi, f)(t)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to the unstable subspace $\mathscr{U}$ if $\mathscr{L} \phi(t)=0$ for $t \in \mathbf{R}^{-}$, and $\phi(t)=O\left(e^{-|\varepsilon t|}\right)$ as $t \rightarrow-\infty$, for some $\varepsilon>0$.

Here we consider the growth condition $x(\phi, f)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$ to be vacuously satisfied if $\lambda=\infty$. Also, $\mathscr{L} \phi(t)$ is defined in the obvious way, namely $\mathscr{L} \phi(t)=$ $\phi^{\prime}(t)+\mu * \phi(t)$ for $t \in \mathbf{R}^{-}$(as $\mu$ vanishes on ( $-\infty, 0$ ), this definition makes sense).

As we already mentioned above, we want to show that $\mathscr{D}=\mathscr{C} \mathscr{\oplus} \oplus$. To do this we proceed as follows. Fix two constants $\gamma$ and $\xi, 0<\gamma<\lambda$, and $\xi>\kappa$. Define three new dominating functions $\rho^{C}, \rho^{U}$ and $\rho_{U}$ and a new influence function $\eta_{U}$ by

$$
\begin{array}{ll}
\rho^{C}(t)=e^{-\gamma t}, \quad t \in \mathbf{R}, & \\
\rho^{U}(t)=e^{-\xi t}, \quad t \in \mathbf{R}, & \\
\rho_{U}(t)=\max \left\{\rho^{C}(t), \rho^{U}(t)\right\}, & t \in \mathbf{R},  \tag{3.2}\\
\eta_{U}(t)=\min \left\{\rho^{C}(t), \rho^{U}(t)\right\}, & t \in \mathbf{R} .
\end{array}
$$

By Theorem 5.2 of [10], we have $r \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{U}\right)$. It follows from (2.7) and Lemma 2.1 of [10] that $r^{\prime}-\delta I \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho^{U}\right)$; therefore $r \in W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{U}\right)$. By Lemma 3.7 of [10], $r \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{U}\right)$. Also, by Theorem 5.1 of [10], there is a unique right continuous function $r_{C S} \in W^{1,1}\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \rho^{C}\right) \cap W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{C}\right)$ (the comment above on the smoothness of $r$ also applies here), which satisfies (2.7) with $r$ replaced by $r_{C S}$. It follows again from Lemma 3.7 of [10] that $r_{C S} \in$ $B C_{0}\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \rho^{C}\right) \cap B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{C}\right)$. Define $d_{U}=r-r_{C S}$. Then $d_{U} \in$ $B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \eta_{U}\right)$ (the two jump discontinuities of $r$ and $r_{C S}$ at zero cancel each other). (A more explicit description of $d_{U}$ is given in $\S 6$.)

The function $d_{U}$ defined above plays a crucial role in our decomposition of $\mathscr{D}$ into $\mathscr{U} \oplus \mathscr{C} \mathscr{\mathscr { S }}$, and it will be very important that $r_{C S}$ and $d_{U}$ can be convolved with the function $f+M \phi$ appearing in (2.8). That this is the case one can see as follows: We know that $f+M \phi$ in (2.8) belongs to $\mathscr{B}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right)$ when $\mathscr{B}=L^{p}$ for some $p, 1 \leqq p \leqq \infty$, and to $L^{\infty}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right)$ when $\mathscr{B}=B U C$ or $\mathscr{B}=B C_{0}$. As $\gamma>0 \geqq \alpha$, this implies that $f+M \phi \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho_{U}\right)$. If we define both $f$ and $M \phi$ to vanish on $(-\infty, 0)$ then $f+M \phi \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \rho_{U}\right)$. Now, $\rho^{C}$ and $\eta_{U}$ are both influence functions dominated by $\rho_{U}$, and therefore, by Lemma A. 1 in Appendix A; $r_{C S} *(f+M \phi)$ and $d_{U} *(f+M \phi)$ are well defined, $r_{C S} *(f+M \phi) \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \rho^{C}\right)$, and $d_{U} *(f+M \phi) \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$.

For each point $(\phi, f) \in \mathscr{D}$, we define $y(\phi, f)$ and $z(\phi, f)$ by

$$
\begin{align*}
y(\phi, f)(t) & = \begin{cases}\phi(t)+r_{C S}(t) \phi(0)+r_{C S} *(f+M \phi)(t), & t<0, \\
r_{C S}(t) \phi(0)+r_{C S} *(f+M \phi)(t), & t \geqq 0,\end{cases}  \tag{3.3}\\
z(\phi, f)(t)=d_{U}(t) \phi(0)+d_{U} *(f+M \phi)(t), & t \in \mathbf{R} .
\end{align*}
$$

Then, by (2.8), $x(\phi, f)=y(\phi, f)+z(\phi, f)$.
Theorem 3.1. Given $(\phi, f) \in \mathscr{D}$, define $M \phi$ by (2.9), and $y(\phi, f)$ and $z(\phi, f)$ by (3.3), and let $\psi$ and $\zeta$ be the restrictions of $y(\phi, f)$ and $z(\phi, f)$, respectively, to $\mathbf{R}^{-}$. Let $P_{C S}$ be the operator which maps $(\phi, f)$ into $(\psi, f)$, and let $P_{U}$ be the operator which maps $(\phi, f)$ into $(\zeta, 0)$. Then $P_{C S}$ and $P_{U}$ are continuous projections in $\mathscr{D}$ with ranges $\mathscr{C S}$ and $थ$, respectively, and $P_{C S}+P_{U}=I$.

The proof of Theorem 3.1 depends upon two lemmas. In the first the unstable subspace $\mathscr{U}$ is described in a different and much more explicit way. For each unstable eigenvalue $z_{l} \in Z_{U}$, we let $\mathcal{N}_{l}$ consist of the zero function together with all functions of the form

$$
\begin{equation*}
\sum_{i=0}^{p-1} \frac{t^{i}}{i!} r_{p-1-i} e^{z_{t} t}, \quad t \in \mathbf{R} \tag{3.4}
\end{equation*}
$$

where $r_{0} \neq 0$ and $r_{0}, \cdots, r_{p-1}$ is a right Jordan chain of $\hat{L}$ at $z_{l}$ (see [4, Definition 4.1]).
Lemma 3.1. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to $\mathscr{U}$ if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in \oplus_{z_{l} \in Z_{U}} \mathcal{N}_{l}$, or equivalently, if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$ satisfying $\mathscr{L} x=0$. Moreover, $\mathscr{C} \mathscr{S} \cap \mathscr{U}=\{(0,0)\}$.

Lemma 3.1 has one especially important consequence, namely, it implies that the dimension of $\mathscr{U}$ is finite, and equal to the sum of the algebraic orders of the unstable eigenvalues of $\hat{L}$. This is true because by the discussion in [4, §4], this is the dimension of $\oplus_{z_{1} \in \mathcal{Z}_{U}} \mathcal{N}_{l}$, and because the correspondence between the initial function $\phi$ and $x(\phi, 0)$ is one to one.

Proof. That a function $x \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$ satisfies $\mathscr{L} x=0$ if and only if $x \in$ $\oplus_{z_{l} \in Z_{U}} \mathcal{N}_{l}$ follows from Theorem 5.1 of [10]. Thus, the two different characterizations of the functions $x$ in Lemma 3.1 are equivalent.

It is clear that if $\phi$ is of the type mentioned in Lemma 3.1, then $(\phi, 0) \in \mathscr{U}$.
Conversely, suppose that $(\phi, 0) \in \mathcal{U}$. We know that $r \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \eta_{U}\right)$, that $r$ vanishes on $(-\infty, 0)$, and that $f+M \phi \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \rho_{U}\right)$. Hence, by (2.8) and Lemma A. 1 in Appendix A, we have $x(\phi, 0) \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta_{U}\right)$. If we choose $\gamma$ in (3.2) to be so small that $\phi(t)=O\left(e^{\varepsilon t}\right), t \rightarrow-\infty$, for some $\varepsilon>\gamma$, then $x(\phi, 0) \in B C_{0}\left(\mathbf{R}^{-} ; \mathbf{C}^{n} ; \eta_{U}\right)$. Thus, since $x(\phi, 0)$ is continuous at zero, $x(\phi, 0) \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$. Moreover, as $\mathscr{L} \phi(t)=0$ for $t \in \mathbf{R}^{-}$, and $x(\phi, 0)$ satisfies (2.5) with $f=0$, we have $\mathscr{L} x(\phi, 0)=0$. Explicitly, the condition $\mathscr{L} x(\phi, 0)=0$ means that $(x(\phi, 0))^{\prime}=-\mu *(\phi, 0)$, and this together with Lemma 2.1 of [10] gives $(x(\phi, 0))^{\prime} \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$. Thus, $\phi$ is the restriction to $\mathbf{R}^{-}$of the function $x(\phi, 0)$, which belongs to $B C_{0}^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$ and satisfies $\mathscr{L} x(\phi, 0)=0$.

The fact that $\mathscr{C} \subseteq \cup=\{(0,0)\}$ follows immediately from the growth rate at infinity imposed on $x(\phi, f)$ in the case when $(\phi, f) \in \mathscr{C}$ together with the fact that $x(\phi, 0) \in$ $\oplus_{z_{l} \in Z_{U}} \mathcal{N}_{l}$ when $(\phi, 0) \in \mathscr{U}$.

Lemma 3.2. The range of $P_{C S}$ is contained in $\mathscr{C}$, and the range of $P_{U}$ is contained in $\mathscr{U}$.

Proof. Define $\psi$ and $\zeta$ as in Theorem 3.1. We have to show that $(\psi, f) \in \mathscr{C}$, and that $(\zeta, 0) \in U$.

Let us begin with the claim that $(\zeta, 0) \in \mathscr{U}$. It follows from the discussion in the paragraph containing (3.2) that $d_{U} \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \eta_{U}\right)$. Moreover, as both $r$ and $r_{C S}$ satisfy (2.7), and $d_{U}=r-r_{C S}$, we have $\mathscr{L} d_{U}=0$. In the same way as in the preceding proof we conclude that $d_{U} \in B C_{0}^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \eta_{U}\right)$. Recall that $f+M \phi \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \rho_{U}\right)$, and use (3.3) and Lemma 3.5 of [10] to get

$$
\begin{aligned}
\mathscr{L} z(\phi, f) & =\mathscr{L}\left(d_{U} \phi(0)\right)+\mathscr{L}\left(d_{U} *(f+M \phi)\right) \\
& =\left(\mathscr{L} d_{U}\right) \phi(0)+\left(\mathscr{L} d_{U}\right) *(f+M \phi)=0 .
\end{aligned}
$$

It follows from (3.3) and Lemma 3.5 of [10] that $z(\phi, f) \in B C_{0}^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right)$. By Lemma 3.1, $(\zeta, 0) \in \mathscr{U}$.

It remains to show that $(\psi, f) \in \mathscr{C S}$. We know from the preceding argument that $z(\phi, f) \in \mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{U}\right), \mathscr{L} z(\phi, f)=0$, and $y(\phi, f)=x(\phi, f)-z(\phi, f)$, so $y(\phi, f)$ belongs locally to $\mathscr{B}^{m+1}$, and $y(\phi, f)$ is the solution of (2.5) with $\phi$ replaced by $\psi$ (in other words, $y(\phi, f)=x(\psi, f)$ ). Therefore, to show that $(\psi, f) \in \mathscr{C} \mathscr{S}$, it suffices to prove that $y(\phi, f)(t)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$. This, however, follows directly from (3.3), because we already know that $r_{C S} \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{C}\right)$ and $r_{C S} *(f+M \phi) \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho^{C}\right)$; hence, $y(\phi, f)(t)=o\left(e^{\gamma t}\right)$ as $t \rightarrow \infty$, which is a stronger statement than the needed $y(\phi, f)(t)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$.

Let us formally record the fact which became apparent at the end of the preceding proof:

Corollary 3.1. If $(\phi, f) \in \mathscr{C}$, then $x(\phi, f)(t)=o\left(e^{\varepsilon t}\right)$ as $t \rightarrow \infty$ for every $\varepsilon>0$. If one strengthens the assumptions on $\mu, f$ and $\phi$, then this growth estimate can be further improved. See $\S \S 4$ and 6.

Proof of Theorem 3.1. By now the proof of Theorem 3.1 is trivial, i.e., Theorem 3.1 is a direct consequence of Lemmas 3.1 and 3.2 (if $P_{C S}+P_{U}=I$, the range of $P_{C S}$ is contained in $\mathscr{C S}$, the range of $P_{U}$ is contained in $\mathscr{U}$, and $\mathscr{C S} \cap \mathscr{U}=\{(0,0)\}$, then necessarily $P_{C S}$ and $P_{U}$ are projections, and their ranges are the claimed ones).
4. The stable and the central subspaces in the noncritical case. In the preceding section we subtracted off an exponentially growing part from the solution, and got a remainder in $\mathscr{C} \mathscr{S}$ which grows slower than exponentially as $t \rightarrow \infty$. If $\alpha<0$, then one can use exactly the same technique to subtract off another part of the solution, which
neither grows exponentially, nor tends to zero as $t \rightarrow \infty$. The new remainder tends to zero exponentially as $t \rightarrow \infty$. The technique is exactly the same as in $\S 3$, and therefore we shall state the results, but leave the proofs to the reader.

Throughout this section we assume that $\alpha<0$ (except in Proposition 4.1). Let $Z_{S}$ be the (possibly empty, possibly infinite) set of eigenvalues $z_{l}$ of $\hat{L}$ satisfying $\alpha<\mathfrak{R} z_{l}<0$, and let $Z_{C}$ be the set of eigenvalues of $\hat{L}$ on the imaginary axis. Define $\lambda$ as in $\S 3$. If $Z_{S}=\varnothing$, then define $\iota=\alpha$; otherwise define

$$
\begin{equation*}
\iota=\max \left\{\Re z_{l} \mid z_{l} \in Z_{S}\right\} . \tag{4.1}
\end{equation*}
$$

Definition 4.1. A point $(\phi, f)$ in $\mathscr{D}$ belongs to the stable subspace $\mathscr{S}$, if the solution $x(\phi, f)$ of (2.5) satisfies $x(\phi, f)(t) \rightarrow 0$ as $t \rightarrow \infty$. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to the central subspace $\mathscr{C}$ if $\mathscr{L} \phi(t)=0$ for $t \in \mathbf{R}^{-}, \phi(t)=O\left(e^{(t+\varepsilon) t}\right)$ as $t \rightarrow-\infty$, for some $\varepsilon>0$, and $x(\phi, 0)(t)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$.

Clearly, both $\mathscr{S}$ and $\mathscr{C}$ are subspaces of $\mathscr{C S}$.
We want to show that $\mathscr{C} \mathscr{C}=\mathscr{S} \oplus \mathscr{C}$. To do this we proceed as in § 3. We fix two constants $\nu$ and $\gamma$, satisfying $\iota<\nu<0$ and $0<\gamma<\lambda$. Define three dominating functions $\rho^{s}, \rho^{C}$ and $\rho_{C}$, and a new influence function $\eta_{C}$ by

$$
\begin{array}{ll}
\rho^{S}(t)=e^{-t t}, & t \in \mathbf{R}, \\
\rho^{C}(t)=e^{-\gamma t}, & t \in \mathbf{R}, \\
\rho_{C}(t)=\max \left\{\rho^{s}(t), \rho^{C}(t)\right\}, & t \in \mathbf{R},  \tag{4.2}\\
\eta_{C}(t)=\min \left\{\rho^{s}(t), \rho^{C}(t)\right\}, & t \in \mathbf{R} .
\end{array}
$$

By Theorem 5.1 of [10], we can find a unique right continuous solution $r_{s} \in$ $W^{1,1}\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \rho^{s}\right) \cap W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{S}\right)$ to the resolvent equation (2.7). Define $d_{C}=r_{C S}-r_{s}$. Then $d_{C} \in B C_{0}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \eta_{C}\right)$.

For each point $(\phi, f) \in \mathscr{D}$, we define $v(\phi, f)$ and $w(\phi, f)$ by

$$
\begin{array}{ll}
v(\phi, f)(t)= \begin{cases}\phi(t)+r_{S}(t) \phi(0)+r_{S} *(f+M \phi)(t), & t \leqq 0, \\
r_{S}(t) \phi(0)+r_{S} *(f+M \phi)(t), & t \geqq 0,\end{cases}  \tag{4.3}\\
w(\phi, f)(t)=d_{C}(t) \phi(0)+d_{C} *(f+M \phi)(t), & t \in \mathbf{R} .
\end{array}
$$

Then, by (3.3), $v(\phi, f)+w(\phi, f)=y(\phi, f)$.
Theorem 4.1. Given $(\phi, f) \in \mathscr{D}$, define $v(\phi, f)$ and $w(\phi, f)$ by (4.3), and let $\theta$ and $\chi$ be the restrictions of $v(\phi, f)$ and $w(\phi, f)$, respectively, to $\mathbf{R}^{-}$. Let $P_{S}$ be the operator which maps $(\phi, f)$ into $(\theta, f)$, and let $P_{C}$ be the operator which maps $(\phi, f)$ into $(\chi, 0)$. Then $P_{S}$ and $P_{C}$ are continuous projections in $\mathscr{D}$ with ranges $\mathscr{S}$ and $\mathscr{C}$, respectively, and $P_{S}+P_{C}=P_{C S}$.

For each $z_{l} \in Z_{C}$ we define $\mathcal{N}_{l}$ in the same way as in the paragraph containing (3.4). Analogously to Lemma 3.1 we have Lemma 4.1.

Lemma 4.1. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to $\mathscr{C}$ if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in \oplus_{z_{l} \in Z_{C}} \mathcal{N}_{l}$, or equivalently, if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$ satisfying $\mathscr{L} x=0$.

Corollary 3.1 has the following analogue:
Corollary 4.1. If $(\phi, f) \in \mathscr{S}$, then $x(\phi, f)(t)=O\left(e^{(t+\varepsilon) t}\right)$ as $t \rightarrow \infty$ for every $\varepsilon>0$.
If $\alpha<0$ and $\hat{L}$ has no central eigenvalues, then by Lemma 4.1, $\mathscr{C}=\{(0,0)\}$, and for every $(\phi, f) \in \mathscr{C} \mathscr{S}$, the solution $x(\phi, f)$ of (2.5) tends exponentially to zero as $t \rightarrow \infty$. A similar result is true also when $\alpha=0$ and $\hat{L}$ has no critical eigenvalues:

Proposition 4.1. Suppose that $\alpha \leqq 0$ and that $\hat{L}$ has no eigenvalues in the region $\omega \leqq \Re z \leqq 0$. Then, for each $(\phi, f) \in \mathscr{C}$, the solution $x(\phi, f)$ of (2.5) satisfies $x \in$ $\mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$.

Proposition 4.1 is essentially contained in Theorems 6.5 and 6.6 of [10]. For completeness we include a proof.

Proof. Fix $\gamma, 0<\gamma<\lambda$, and define

$$
\begin{array}{ll}
\rho_{S}(t)=\max \left\{\rho(t), e^{-\gamma t}\right\}, & t \in \mathbf{R}, \\
\eta_{S}(t)=\left[\rho_{S}(-t)\right]^{-1}, & t \in \mathbf{R} .
\end{array}
$$

Then $\eta_{S}$ is an influence function dominated by $\rho_{S}$. It follows from Theorem 5.1 of [10] that $r_{C S} \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho_{S}\right)$ and $r_{C S}^{\prime} \in M\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho_{S}\right)$.

Let $(\phi, f) \in \mathscr{C S}$. Then, by (2.3), (2.5) and Corollary 3.1, $x(\phi, f) \in \mathscr{B}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{S}\right)$. Moreover, $x(\phi, f)$ satisfies $\mathscr{L} x(\phi, f)=g$, where $g \in \mathscr{B}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ is the function defined in (2.6). If we write this equation in the form $(x(\phi, f))^{\prime}=g-\mu * x(\phi, f)$, and use (2.3) and Lemma 2.1 of [10], we get $(x(\phi, f))^{\prime} \in \mathscr{B}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{S}\right)$; i.e., $x \in \mathscr{B}^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{S}\right)$. Convolving the equation $\mathscr{L} x(\phi, f)=g$ with $r_{C S}$, and using (2.7), we obtain $x(\phi, f)=r_{C S} * g$. Here $r_{C S} \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho_{S}\right) \subset L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho\right)$ and $r_{C S}^{\prime} \in M\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho_{S}\right) \subset M\left(\mathbf{R} ; \mathbf{C}^{n \times n} ;\right.$ $\rho$ ), and $g \in \mathscr{B}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$; therefore, by Lemmas 3.5 and 3.6 of [10], $x(\phi, f) \in$ $\mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$.
5. The singular part expansion. In the critical case, i.e., in the case when $\alpha=0$, the argument in the preceding section must be modified. Two problems arise. First, the method used to construct $r_{S}$ and $d_{C}$ is no longer available, unless $\omega<0$. Second, even if $\omega<0$, it need no longer be true that $r_{S} *(f+M \phi)$ and $d_{C} *(f+M \phi)$ are well defined.

In the scalar case one can define $r_{S}$ and $d_{C}$ by an alternative method which is based on the $L^{1}$-remainder theorem for locally analytic functions [3, Thm. 3.6]. The same approach can also be used in the vector case provided that we have an analogue of Theorem 3.6 in [3] for matrix-valued locally analytic functions. We devote this section to the development of such a result.

Our treatment is general in the sense that we assume that $\rho$ is any weight function on $\mathbf{R}$ with exponential orders of growth $\omega$ and $\alpha$ at plus and minus infinity, respectively. Throughout this section we assume that the reader has our recent paper [4] at hand. We refer to [4] for the significance of the region $\Pi=\{x \mid \omega \leqq \mathfrak{R} z \leqq \alpha\}$, the definitions of a zero, a locally analytic zero, smoothness of order $m$, a local Smith factorization and partial multiplicity, and for the factorization theory for locally analytic matrix functions developed in that paper.

Definition 5.1. Let $M$ be an $n$ by $n$ matrix-valued function, which is locally analytic at $z_{0} \in \Pi$. If $M^{-1}$ has the form

$$
\begin{equation*}
M^{-1}(z)=\sum_{i=1}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p}+\zeta(z), \quad z \in U \backslash\left\{z_{0}\right\}, \tag{5.1}
\end{equation*}
$$

where each $K_{i}$ is an $n$ by $n$ matrix, $K_{0} \neq 0, \zeta$ is locally analytic at $z_{0}$, and $U$ is a neighborhood (relative to $\Pi$ ) of $z_{0}$, then we say that $M^{-1}$ has a singular part expansion at $z_{0}$ of length $p$, and call $\sum_{i=1}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p}$ the singular part of $M^{-1}$.

As one would expect from the scalar theory, (cf. [3, Thms. 3.4, 3.6]), the property that $M^{-1}$ has a singular part expansion at $z_{0}$ is stronger than the property that $M$ has a local Smith factorization at $z_{0}$ :

Proposition 5.1. Let the $n$ by $n$ matrix function $M$ be locally analytic at $z_{0} \in \Pi$, and let $M^{-1}$ have a singular part expansion at $z_{0}$ of length $p$. Then $M$ has a local Smith factorization at $z_{0}$, and the maximal partial multiplicity $\sigma$ of $M$ at $z_{0}$ is equal to $p$.

Proof. By Theorem 4.4 of [1], one can construct a matrix function $T$ that is analytic at $z_{0}$ such that $T^{-1}$ and $M^{-1}$ have the same singular part at $z_{0}$. In other words, if $M^{-1}$ satisfies (5.1), then

$$
\begin{equation*}
T^{-1}(z)=\sum_{i=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p}+\xi(z), \quad z \in U \backslash\left\{z_{0}\right\}, \tag{5.2}
\end{equation*}
$$

with $\xi$ analytic at $z_{0}$. Clearly,

$$
M^{-1}(z)=T^{-1}(z)-\xi(z)+\zeta(z), \quad z \in U \backslash\left\{z_{0}\right\},
$$

so that the equations

$$
T^{-1}(z) M(z)=I-(\zeta(z)-\xi(z)) M(z)
$$

and

$$
M^{-1}(z) T(z)=I+(\zeta(z)-\xi(z)) T(z)
$$

both hold for all $z \in U \backslash\left\{z_{0}\right\}$. The right-hand sides of the last two equalities are locally analytic at $z_{0}$, and they are inverses of each other for $z \neq z_{0}$. Thus, if we define

$$
S(z)=I-(\zeta(z)-\xi(z)) M(z), \quad z \in U,
$$

then $S$ is locally analytic and invertible at $z_{0}$, and

$$
\begin{equation*}
M(z)=T(z) S(z), \quad z \in U . \tag{5.3}
\end{equation*}
$$

By, e.g., Theorem 3.1 of [4], the analytic matrix function $T$ has a left local Smith factorization $P D R$ at $z_{0}$, and, since $S\left(z_{0}\right)$ is invertible, $P D R S$ is a left local Smith factorization of $M$ at $z_{0}$. The existence of a right local Smith factorization is proved in a completely analogous way.

The claim that $p=\sigma$ follows directly from the corresponding property in the analytic case, the fact that (by the construction of $T$ ) $T^{-1}$ and $M^{-1}$ have the same singular part expansion at $z_{0}$, and the fact that $M$ and $T$ have the same maximal partial multiplicity at $z_{0}$ (by Lemma 3.1 of [4] since $S$ in (5.3) is invertible at $z_{0}$ ).

Proposition 5.1 tells us that a necessary condition for $M^{-1}$ to have a singular part expansion at $z_{0}$ is that $M$ has a local Smith factorization at $z_{0}$. If we require the locally analytic factor in this factorization to be sufficiently smooth, then we get a sufficient condition for the existence of a singular part expansion of $M^{-1}$ at $z_{0}$.

Theorem 5.1. Let the $n$ by $n$ matrix function $M$ have a left local Smith factorization at $z_{0} \in \Pi$ with maximal partial multiplicity $\sigma>0$. In addition, assume that each factor in this factorization is smooth of order $\sigma$ at $z_{0}$. Then $M^{-1}$ has a singular part expansion at $z_{0}$.

Of course, the analogue of Theorem 5.1 in which left factorization is replaced by right factorization is also valid.

Proof. By the hypothesis, $M$ can be written as $M(z)=P(z) D(z) R(z)$ in a neighborhood of $z_{0}$, where $P$ is a unimodular quasipolynomial,

$$
D(z)=\operatorname{diag}\left\{\left(\frac{z-z_{0}}{z-c}\right)^{\kappa_{1}}, \cdots,\left(\frac{z-z_{0}}{z-c}\right)^{\kappa_{n}}\right\}
$$

with $0 \leqq \kappa_{1} \leqq \cdots \leqq \kappa_{n}=\sigma$, and where $R$ is locally analytic and smooth of order $\sigma$ at $z_{0}$ with $\operatorname{det} R\left(z_{0}\right) \neq 0$. Here $c$ is a fixed constant with $\Re z<\omega$ [4, Definition 2.1]. Since $R$ is smooth of order $\sigma$, Lemma 2.1 of [4] yields that $R$ has the form $R(z)=$ $Q(z)+\left(z-z_{0}\right)^{\sigma} \chi(z)$, where $Q$ is a polynomial of degree at most $\sigma-1$ with $\operatorname{det} Q\left(z_{0}\right) \neq 0$,
and $\chi$ is locally analytic at $z_{0}$. It follows that in some neighborhood $U$ of $z_{0}$,

$$
\begin{aligned}
R^{-1}(z)-Q^{-1}(z) & =-R^{-1}(z)\left(z-z_{0}\right)^{\sigma} \chi(z) Q^{-1}(z) \\
& =-\left(z-z_{0}\right)^{\sigma} R^{-1}(z) \chi(z) Q^{-1}(z), \quad z \in U .
\end{aligned}
$$

Thus, $M^{-1}$ can be written as

$$
\begin{align*}
M^{-1}(z)= & R^{-1}(z) D^{-1}(z) P^{-1}(z) \\
= & Q^{-1}(z) D^{-1}(z) P^{-1}(z)  \tag{5.4}\\
& -R^{-1}(z) \chi(z) Q^{-1}(z)\left(z-z_{0}\right)^{\sigma} D^{-1}(z) P^{-1}(z), \quad z \in U .
\end{align*}
$$

Now $P D Q$ is analytic at $z_{0}$, and therefore $Q^{-1} D^{-1} P^{-1}$ has a singular part expansion at $z_{0}$ (cf. [1, p. 98]). Since the second term on the right-hand side of (5.4) is clearly locally analytic at $z_{0}, M^{-1}$ has a singular part expansion at $z_{0}$.

As an immediaate consequence of Theorem 5.1 combined with the factorization Theorem 3.1 of [4] (the localized matrix version of Theorem 3.4 of [3]), we obtain for matrix functions the following localized analogue of the scalar $L^{1}$-remainder theorem [3, Thm. 3.6].

Corollary 5.1. Let the $n$ by $n$ matrix function $M$ be locally analytic at $z_{0} \in \Pi$, and assume that $\operatorname{det} M$ has a zero of integral order $k \geqq 0$ at $z_{0}$. If $n>1$, let $\sigma=\sigma(M)$ be the smallest nonnegative integer such that every minor $\Delta$ of $M$ of order $n-1$ has a zero of order at least $k-\sigma$ at $z_{0}$; in the scalar case $n=1$ set $\sigma=k$. If $M$ is smooth of order $2 \sigma$ at $z_{0}$, then $M^{-1}$ has a singular part expansion at $z_{0}$.

Proof. By Theorem 3.1 of [4], $M$ has a (left) local Smith factorization $M=P D R$ in a neighborhood $U$ of $z_{0}$ with maximal partial multiplicity equal to $\sigma$. Since $R(z)=$ $D^{-1}(z) P^{-1}(z) M(z)$ for $z \in U \backslash\left\{z_{0}\right\}$ and $M$ is smooth of order $2 \sigma$, it follows from Lemma 2.2 of [4] that the locally analytic factor $R$ is smooth of order $\sigma$ at $z_{0}$. Corollary 5.1 then follows from Theorem 5.1.

We remark that the smoothness assumption on $M$ in Corollary 5.1 is not necessary for $M^{-1}$ to have a singular part expansion (compare with the corresponding discussion following the factorization Theorem 3.1 in [4]). For example, let $M(z)=$ $\operatorname{diag}\left(\phi_{1}(z),\left(z-z_{0}\right)\right)$, where $\phi_{1}$ is locally analytic at $z_{0}$, and $\phi_{1}\left(z_{0}\right) \neq 0$. Then

$$
M^{-1}(z)=\operatorname{diag}\left(0,\left(z-z_{0}\right)^{-1}\right)+\operatorname{diag}\left(\phi_{1}^{-1}(z), 0\right)
$$

has a singular part expansion at $z_{0}$, but $M$ is not smooth of order 2 at $z_{0}$ unless $\phi_{1}$ is smooth of order 2 at $z_{0}$.

We conclude this section by showing that the singular part $\sum_{k=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p}$ of $M^{-1}$ is closely related to the left and right Jordan chains of $M$ at $z_{0}$. In fact, the sequence $K_{0}, K_{1}, \cdots, K_{p-1}$ itself turns out to be both a left and a right Jordan chain of $M$ at $z_{0}$ provided we define the notion of a matrix Jordan chain in the obvious way:

Definition 5.2. Let the $n$ by $n$ matrix function $M$ be locally analytic at $z_{0} \in \Pi$. If $K_{0} \neq 0$ and $M(z) \sum_{k=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i}$ has a zero of order at least $p$ at $z_{0}$, then we call $K_{0}, K_{1}, \cdots, K_{p-1}$ a right (matrix) Jordan chain of $M$ at $z_{0}$. Similarly, if $K_{0} \neq 0$ and $\sum_{k=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i} M(z)$ has a zero of order at least $p$ at $z_{0}$, then we call $K_{0}, K_{1}, \cdots, K_{p-1}$ a left (matrix) Jordan chain of $M$ at $z_{0}$.

Apart from the different setting with matrices instead of vectors, this definition is equivalent to Definition 4.1 in [4].

Proposition 5.2. Let the $n$ by $n$ matrix function $M$ be locally analytic at $z_{0} \in \Pi$, and suppose that $M^{-1}$ has a singular part expansion $\sum_{k=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p}$ at $z_{0}$. Then $K_{0}, K_{1}, \cdots, K_{p-1}$ is both a left and a right Jordan chain of $M$ at $z_{0}$.

Proof. Define

$$
R(z)=\sum_{k=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i} .
$$

Then, by the hypothesis, $M^{-1}$ has the form

$$
M^{-1}(z)=\left(z-z_{0}\right)^{-p} R(z)+\zeta(z), \quad z \in U \backslash\left\{z_{0}\right\},
$$

where $U$ is a neighborhood of $z_{0}$, and $\zeta$ is locally analytic at $z_{0}$. Multiplying this equation from the left by $\left(z-z_{0}\right)^{p} M(z)$ we get

$$
M(z) R(z)=\left(z-z_{0}\right)^{p}(I-M(z) \zeta(z)), \quad z \in U .
$$

By definition, this means that $K_{0}, K_{1}, \cdots, K_{p-1}$ is a right Jordan chain of $M$ at $z_{0}$. The proof of the fact that $K_{0}, K_{1}, \cdots, K_{p-1}$ is also a left Jordan chain of $M$ is completely analogous.
6. The stable and central subspaces in the critical case. In this section we decompose the central-stable subspace $\mathscr{C S}$ into a central subspace $\mathscr{C}$ and a stable subspace $\mathscr{S}$ in the critical case when $\alpha=0$. The crucial properties of the functions $r_{S}$ and $d_{C}$ in $\S 4$ are that they have the appropriate growth rates at plus and minus infinity, and that $\mathscr{L} d_{C}=0$. In § 4 we first construct $r_{S}$, and then define $d_{C}$ to be $r_{C S}-r_{s}$. Here we proceed in the opposite way, i.e., we first construct $d_{C}$, and then define $r_{S}=r_{C S}-d_{C}$. Our construction of $d_{C}$ is based on the singular part expansion of $(\hat{L})^{-1}$ at the central eigenvalues of $\hat{L}$ in (2.7). In addition to being more general than the construction in $\S 3$, it has another advantage, since it gives a much more explicit description of $d_{C}$ (and also of the function $d_{U}$ in § 3).

We begin with the following lemma.
Lemma 6.1. Let $z_{0}$ be an eigenvalue of $\hat{L}$, and suppose that $(\hat{L})^{-1}$ has a singular part expansion with singular part

$$
\begin{equation*}
S P_{z_{0}}(z)=\sum_{i=0}^{p-1} K_{i}\left(z-z_{0}\right)^{i-p} \tag{6.1}
\end{equation*}
$$

at $z_{0}$, and that

$$
\begin{equation*}
\int_{\mathbf{R}^{+}} t^{p-1} e^{-\gamma t} d|\mu|(t)<\infty, \tag{6.2}
\end{equation*}
$$

where $\gamma=\mathfrak{R} z_{0}$. Then the function $d_{z_{0}}(t)$ defined by

$$
\begin{equation*}
d_{z_{0}}(t)=\sum_{i=0}^{p-1} \frac{t^{i}}{i!} K_{p-1-i} e^{z_{0} t}, \quad t \in \mathbf{R}, \tag{6.3}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
d_{z_{0}}^{\prime}+\mu * d_{z_{0}}=0=d_{z_{0}}^{\prime}+d_{z_{0}} * \mu . \tag{6.4}
\end{equation*}
$$

We remark that assumption (6.2) is automatically satisfied whenever $\gamma>\omega$.
Proof. We prove the left-hand equality; the proof of the right-hand equality is completely analogous.

By Proposition $5.2, K_{0}, \cdots, K_{p-1}$ is a right Jordan chain of length $p$ of $\hat{L}$ at $z_{0}$. Since (6.2) holds, $\hat{L}(z)$ is smooth of order $p-1$ at $z_{0}$ with respect to the dominating function $e^{-\gamma t}, t \in \mathbf{R}$, and a standard multiplication of series (cf. [4, (4.2)]) shows that

$$
\begin{equation*}
\sum_{i=0}^{j} \frac{\hat{L}^{(i)}\left(z_{0}\right)}{i!} K_{j-i}=0, \quad 0 \leqq j \leqq p-1 . \tag{6.5}
\end{equation*}
$$

Next, an elementary calculation that uses the binomial theorem and that is given in the proof of Lemma 5.2 of [4] yields that

$$
\mu * d_{z_{0}}(t)=e^{z_{0} t} \sum_{j=0}^{p-1} \frac{t^{p-1-j}}{(p-1-j)!} \sum_{i=0}^{j} \frac{\hat{\mu}^{(i)}\left(z_{0}\right)}{i!} K_{j-i} .
$$

This calculation is valid since (6.2) holds. Using the last line and (6.5), we get after another easy calculation that

$$
d_{z_{0}}^{\prime}(t)+\mu * d_{z_{0}}(t)=e^{z_{0} t} \sum_{j=0}^{p-1} \frac{t^{p-1-j}}{(p-1-j)!} \sum_{i=0}^{j} \frac{\hat{L}^{(i)}\left(z_{0}\right)}{i!} K_{j-i}=0 .
$$

We now proceed with our construction of the desired function $r_{s}$. We let $\rho^{s}$ be a positive, continuous, nondecreasing and submultiplicative function on $\mathbf{R}^{+}$satisfying $\rho^{s}(0)=1$ and $\rho^{s}(t) \leqq \rho(t)$ for $t \in \mathbf{R}^{+}$(this function will determine the rate of convergence to zero of the solutions corresponding to initial data in the stable subspace). If we extend $\rho^{s}$ to all of $\mathbf{R}$ by defining $\rho^{s}(t)=1$ for $t<0$, then $\rho^{s}$ is a weight function on R. We assume that $\hat{L}(z)$ has no eigenvalues in $\omega^{s} \leqq \mathfrak{R} z<0$, where $\omega^{s}=$ $-\lim _{t \rightarrow \infty} t^{-1} \log \rho^{S}(t)$ (if $\omega^{S}=0$, then this condition is vacuously satisfied). We also assume that $\hat{L}(z)$ has only a finite number of eigenvalues $z_{l}$ in the closed right half plane, and let the sets

$$
Z_{C}=\left\{z_{l} \mid \Re z_{l}=0\right\}, \quad Z_{U}=\left\{z_{l} \mid \Re z_{l}>0\right\},
$$

consist of the central and unstable eigenvalues, respectively. Let $Z=Z_{C} \cup Z_{U}$. Assume that $\hat{L}(z)$ has a singular part expansion with respect to $\rho^{s}$ with singular part $S P_{z_{l}}(z)=$ $\sum_{i=0}^{p_{l}-1} K_{l, i}\left(z-z_{l}\right)^{i-p_{l}}$ at each eigenvalue $z_{l} \in Z$. Of course, this assumption is automatically satisfied at all the unstable eigenvalues, and also at all the central eigenvalues if $\omega<0$. Theorem 5.1 gives sufficient smoothness assumptions on $\hat{L}$ for this hypothesis to hold at central eigenvalues in the case when $\omega=0$.

For each eigenvalue $z_{l} \in Z$, set

$$
d_{z_{l}}(t)=\sum_{i=0}^{p_{l}-1} \frac{t^{i}}{i!} K_{l, p_{l}-1-i} e^{z_{l} t}, \quad t \in \mathbf{R} .
$$

Define the matrix-valued functions $d_{U}, d_{C}$ and $d$ by

$$
d_{U}(t)=\sum_{z_{l} \in Z_{U}} d_{z_{l}}(t), \quad d_{C}(t)=\sum_{z_{l} \in Z_{C}} d_{z_{l}}(t),
$$

and $d=d_{C}+d_{U}$.
Before proceeding we first observe that the function $d_{U}$ as defined above is the same as the function $d_{U}$ previously defined in $\S 3$, and, in the noncritical case, $d_{C}$ as defined above is the same as the function $d_{C}$ defined in § 4. The verifications of these two claims are completely similar, so let us only give the argument for $d_{U}$. Define $\rho^{U}, r_{C S}$ and $d_{U}$ in the same way as in $\S 3$. We know that $r \in W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{U}\right)$, that $r$ vanishes on $(-\infty, 0)$ and that $\hat{r}(z)=[\hat{L}(z)]^{-1}$ for $\mathfrak{R} z=\xi$. Therefore, for each $t \neq 0$ we can express $r(t)$ as an inverse Laplace integral

$$
r(t)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{\xi-i T}^{\xi+i T} e^{z t}[\hat{L}(z)]^{-1} d z
$$

In the same way, one gets for each $t \neq 0$,

$$
r_{C S}(t)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{\gamma-i T}^{\gamma+i T} e^{z t}[\hat{L}(z)]^{-1} d z
$$

where $\gamma$ is the constant used in the definition of $\rho^{C}$ in (3.2). We defined $d_{U}$ to be $r-r_{C S}$; hence, for each $t \neq 0$,

$$
d_{U}(t)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi i}\left(\int_{\xi-i T}^{\xi+i T}-\int_{\gamma-i T}^{\gamma+i T}\right) e^{z t}[\hat{L}(z)]^{-1} d z .
$$

The function $[\hat{L}(z)]^{-1}$ tends to zero, uniformly in the strip $\gamma \leqq \mathfrak{R} z \leqq \xi$ as $\Im z \rightarrow \infty$. Therefore, if we define $\Gamma$ to be the closed curve in the complex plane which is composed of four straight lines, and joins the points $\gamma-i T, \xi-i T, \xi+i T, \gamma+i T$ in a counterclockwise way, then, for $t \neq 0$,

$$
d_{U}(t)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{\Gamma} e^{z t}[\hat{L}(z)]^{-1} d z .
$$

By the residue theorem, the integral on the right-hand side is the sum of the residues of the meromorphic function inside the integral. Expanding $e^{z t}$ into a power series around each unstable eigenvalue $z_{l}$ of $\hat{L}$, and using the singular part expansion of $[\hat{L}(z)]^{-1}$ at $z_{l}$, one easily gets the desired formula.

Continuing with our construction of $r_{S}$, we let $r_{C S}=r-d_{U}$ (as in $\S \S 3$ and 4), and define $r_{S}=r-d$. Let

$$
\sigma=\max \left\{p_{l} \mid z_{l} \in Z_{C}\right\}
$$

be the maximal partial multiplicity of the central eigenvalues of $\hat{L}$. At this stage we assume that $Z_{C} \neq \varnothing$; the case $Z_{C}=\varnothing$ will be discussed later.

Fix some constant $\gamma, 0<\gamma<\lambda$, with $\lambda$ defined as in $\S 3$, and define

$$
\begin{align*}
& \rho_{S}(t)= \begin{cases}1, & t \in \mathbf{R}^{-}, \\
(1+t)^{\sigma-1} \rho^{s}(t), & t \in \mathbf{R}^{+},\end{cases} \\
& \eta_{S}(t)= \begin{cases}(1+|t|)^{1-\sigma}, & t \in \mathbf{R}^{-}, \\
\rho^{s}(t), & t \in \mathbf{R}^{+},\end{cases}  \tag{6.6}\\
& \rho^{C}(t)=e^{-\gamma t}, \quad t \in \mathbf{R}, \\
& \rho_{C}(t)=\max \left\{\rho^{C}(t),(1+|t|)^{\sigma-1}\right\}, \quad t \in \mathbf{R}, \\
& \eta_{C}(t)=\left[\rho_{C}(-t)\right]^{-1}, \quad t \in \mathbf{R} .
\end{align*}
$$

Lemma 6.2. The function $r_{S}$ satisfies $r_{S} \in B U C\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \eta_{S}\right) \cap B C_{0}\left(\mathbf{R}^{+}\right.$; $\left.\mathrm{C}^{n \times n} ; \eta_{S}\right)$. In particular, $r_{S}(t) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. For $t<0$ we have $r_{S}(t)=-d(t)$, and the claim $r_{s} \in B U C\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \eta_{s}\right)$ follows immediately. It remains to show that $r_{S} \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \eta_{S}\right)$.

Define $d^{+}(t)=d(t)$ for $t \geqq 0, d^{+}(t)=0$ for $t<0$, and likewise $r_{S}^{+}(t)=r_{S}(t)$ for $t \geqq 0, r_{S}^{+}(t)=0$ for $t<0$. Then $r_{s}^{+}=r-d^{+}$, and it follows from elementary Laplace transform theory that for $\mathfrak{R z}$ sufficiently large,

$$
\begin{equation*}
\left(r_{S}^{+}\right)^{\wedge}(z)=\hat{r}(z)-\left(d^{+}\right)^{\wedge}(z)=[\hat{L}(z)]^{-1}-\sum_{z_{l} \in Z} S P_{z_{l}}(z) . \tag{6.7}
\end{equation*}
$$

The expression on the right-hand side is locally analytic with respect to $V\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{s}\right)$ on $\left\{z \mid \Re z \geqq \omega^{S}\right) \cup\{\infty\}$ and it vanishes at infinity; hence by Proposition 2.3 of [3], $r_{s}^{+} \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{s}\right)$. Multiplying (6.7) by $z$, we get

$$
\left[\left(r_{S}^{+}\right)^{\prime}\right]^{\prime}(z)=z\left\{[\hat{L}(z)]^{-1}-\sum_{z_{l} \in Z} S P_{z_{l}}(z)\right\}, \quad \Re z \geqq \omega^{s}
$$

Again the expression on the right-hand side is easily seen to be locally analytic with respect to $V\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{S}\right)$ in $\left\{z \mid \Re z \geqq \omega^{S}\right\} \cup\{\infty\}$; hence, $\left(r_{S}^{+}\right)^{\prime} \in V\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{S}\right)$. We conclude that $r_{S}^{+} \in W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{s}\right)$. By Lemma 3.7 of $[10], r_{S}^{+} \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \rho^{S}\right)$, or equivently, $r_{S} \in B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \eta_{S}\right)$.

We decompose $\mathscr{C} \mathscr{S}$ into the two subspaces $\mathscr{S}$ and $\mathscr{C}$ and construct projections of $\mathscr{D}$ onto $\mathscr{S}$ and $\mathscr{C}$ in a manner which parallels our earlier decomposition in $\S 4$. To do this we must now assume that the influence function $\eta$ is sufficiently small at minus infinity and sufficiently large at plus infinity. More precisely, henceforth we assume that

$$
\begin{gather*}
\rho(t) \geqq(1+t)^{\sigma-1}, \quad t \in \mathbf{R}^{+},  \tag{6.8}\\
B U C\left(\mathbf{R}^{-} ; \mathbf{C}^{n} ; \eta_{S}\right) \subset \mathscr{B}\left(\mathbf{R}^{-} ; \mathbf{C}^{n} ; \eta\right),  \tag{6.9}\\
\mathscr{B}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right) \subset L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho_{S}\right) . \tag{6.10}
\end{gather*}
$$

We discuss assumptions (6.8)-(6.10) after we have stated and proved our results. Note that the closed graph theorem implies that the inclusions in (6.9) and (6.10) are continuous.

Definition 6.1. A point $(\phi, f)$ in $\mathscr{D}$ belongs to the stable subspace $\mathscr{S}$ if the solution $x(\phi, f)$ of (2.5) satisfies $x(\phi, f)(t) \rightarrow 0$ as $t \rightarrow \infty$. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to the central subspace $\mathscr{C}$ if $\mathscr{L} \phi(t)=0$ for $t \in \mathbf{R}^{-}, \phi(t)=O\left(|t|^{\sigma-1}\right)$ as $t \rightarrow-\infty$, and $x(\phi, 0)(t)=o\left(e^{\lambda t}\right)$ as $t \rightarrow \infty$.

Theorem 6.1. Assume that (6.8)-(6.10) hold. Given $(\phi, f) \in \mathscr{D}$, define $v(\phi, f)$ and $w(\phi, f)$ by (4.3), and let $\theta$ and $\chi$ be the restrictions of $v(\phi, f)$ and $w(\phi, f)$, respectively, to $\mathbf{R}^{-}$. Let $P_{S}$ be the operator which maps $(\phi, f)$ into $(\theta, f)$, and let $P_{C}$ be the operator which maps $(\phi, f)$ into $(\chi, 0)$. Then $P_{S}$ and $P_{C}$ are continuous projections in $\mathscr{D}$ with ranges $\mathscr{S}$ and $\mathscr{C}$, respectively, and $P_{S}+P_{C}=P_{C S}$.

As usual, one can reduce the proof of Theorem 6.1 to the proof of the following two lemmas.

Lemma 6.3. A point $(\phi, 0)$ in $\mathscr{D}$ belongs to $\mathscr{C}$ if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in \oplus_{z_{l} \in Z_{C}} \mathcal{N}_{l}$, or equivalently, if and only if $\phi$ is the restriction to $\mathbf{R}^{-}$of a function $x \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$ satisfying $\mathscr{L} x=0$. Moreover, $\mathscr{S} \cap \mathscr{C}=\{(0,0)\}$.

Lemma 6.4. The range of $P_{S}$ is contained in $\mathscr{S}$, and the range of $P_{C}$ is contained in $\mathscr{C}$.

Proof of Lemma 6.3. That the two different characterizations of the functions $x$ in Lemma 3.1 are equivalent follows as usual from Theorem 5.1 of [4]. It is also clear that if $\phi$ is of the type mentioned in Lemma 6.3, then $(\phi, 0) \in \mathscr{C}$.

Conversely, suppose that $(\phi, 0) \in \mathscr{C}$. Then $(\phi, 0) \in \mathscr{C} \mathscr{C}$; hence, by Corollary 3.1, $x(\phi, 0)(t)=o\left(e^{\gamma t}\right)$ as $t \rightarrow \infty$. Therefore, $x(\phi, 0) \in L^{\infty}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$. As $\mathscr{L} \phi(t)=0$ for $t \in \mathbf{R}^{-}$, and $x(\phi, 0)$ satisfies (2.5) with $f=0$, we have $\mathscr{L} x(\phi, 0)=0$. As usual, this makes it possible for us first to conclude that $x \in W^{1, \infty}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$, so that by Lemma 3.7 of [10], $x \in \operatorname{BUC}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$, and then to use the fact that $\mathscr{L} x(\phi, 0)=0$ once more to get $x \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$. Thus, $\phi$ is the restriction to $\mathbf{R}^{-}$of the function $x(\phi, 0)$, which belongs to $B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta_{C}\right)$ and satisfies $\mathscr{L} x(\phi, 0)=0$.

The fact that $S \cap C=\{(0,0)\}$ follows immediately from the growth rate at infinity imposed on $x(\phi, f)$ in the case when $(\phi, f) \in \mathscr{S}$ together with the fact that $x(\phi, 0) \in$ $\oplus_{z_{l} \in Z_{C}} \mathcal{N}_{l}$ when $(\phi, 0) \in \mathscr{C}$.

Proof of Lemma 6.4. Define $\theta$ and $\chi$ as in Theorem 6.1. We have to show that $(\theta, f) \in \mathscr{\mathscr { S }}$, and that $(\chi, 0) \in \mathscr{C}$.

It follows from the way in which $d_{C}$ was defined that $d_{C} \in B U C^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \eta_{C}\right)$. By (6.6) and (6.10), $f+M \phi \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho_{S}\right) \subset L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho_{C}\right)$. We can now argue exactly in the same way as in the proof of Lemma 3.2 to show that $(\chi, 0) \in \mathscr{C}$.

It remains to show that $(\theta, f) \in \mathscr{S}$. As in the proof of Lemma 3.2 we conclude that $v(\phi, f)=x(\theta, f)$, so it suffices to show that $v(\phi, f)(t) \rightarrow 0$ as $t \rightarrow \infty$. To prove this, let us first observe that $\eta_{S}$ is dominated by $\rho_{S}$. To see that this is the case it suffices to note that the influence function which is $(1+|t|)^{1-\sigma}$ for $t \leqq 0$ and 1 for $t>0$ is dominated by the weight function which is 1 for $t \leqq 0$ and $(1+|t|)^{\sigma-1}$ for $t>0$, and $\rho^{S}$, extended to $\mathbf{R}$ to be 1 on ( $-\infty, 0$ ), is dominated by itself. It follows trivially from (2.1) and (2.2) that if $\eta_{1}$ is dominated by $\rho_{1}$ and $\eta_{2}$ is dominated by $\rho_{2}$, then $\eta_{1} \eta_{2}$ is dominated by $\rho_{1} \rho_{2}$, and therefore our claim that $\eta_{S}$ is dominated by $\rho_{S}$ is correct. By Lemma 6.2, $r_{S} \in B U C\left((-\infty, 0) ; \mathbf{C}^{n \times n} ; \eta_{S}\right) \cap B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n \times n} ; \eta_{S}\right), \quad$ and $\quad$ by (6.10), $\quad f+M \phi \in$ $L^{1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho_{S}\right)$. It follows from (4.3) and Lemma A. 1 in Appendix A that $v(\phi, f)(t) \in$ $B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta_{S}\right)=B C_{0}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho^{S}\right)$. As $\rho^{S}(t) \geqq 1$ for $t \in \mathbf{R}^{+}$we get $v(\phi, f)(t) \rightarrow 0$ as $t \rightarrow \infty$.

Again we observe that we obtained a better convergence rate in the stable subspace than the one used in Definition 6.1:

Corollary 6.1. If $(\phi, f) \in \mathscr{S}$, then $x(\phi, f)(t)=o\left(\left[\rho^{s}(t)\right]^{-1}\right.$ as $t \rightarrow \infty$.
Above, in the definition of $\sigma$, and in the definition of the weight and influence functions in (6.6), we assumed that $Z_{C}$ is nonempty. If $Z_{C}=\varnothing$, then one can still proceed in essentially the same way. There is no longer a need to assume (6.8) and (6.9), so these two conditions can be dropped. In this case, since $d_{C}=0$ and $r_{S}=r_{C S}$, we have $r_{C S} \in L^{1}\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho^{s}\right)$ and $r_{C S}^{\prime} \in V\left(\mathbf{R} ; \mathbf{C}^{n \times n} ; \rho^{s}\right)$. If we still assume (6.10), but with $\rho_{S}$ replaced by $\rho^{S}$, then for every $(\phi, f) \in \mathscr{C} \mathscr{S}$, it follows from (3.3) that $y(\phi, f)=$ $x(\phi, f)$, and from Lemma 2.1 of $[10]$ that $x(\phi, f) \in W^{1,1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \rho^{S}\right)$; hence, by Lemma 3.7 of $[10], x(\phi, f)=o\left(\left[\rho^{s}(t)\right]^{-1}\right)$ as $t \rightarrow \infty$. In other words, the conclusion of Corollary 6.1 still holds if we replace $\mathscr{S}$ by $\mathscr{C} \mathscr{S}$ and assume (6.10) with $\rho_{S}$ replaced by $\rho^{s}$, but drop (6.8) and (6.9).

One can also obtain a slightly different result in the case when $Z_{C}=\varnothing$ by appealing to Proposition 4.1 with $\rho$ replaced by $\rho^{s}$. For this to be possible we have to replace (6.10) by the assumption that there exists an influence function $\eta^{s}$ dominated by $\rho^{s}$, and satisfying

$$
\begin{equation*}
\eta^{S}(t) \leqq \eta(t), \quad t \in \mathbf{R}^{+} \tag{6.11}
\end{equation*}
$$

Clearly, when (6.11) holds, we have $\mathscr{B}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right) \subset \mathscr{B}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta^{S}\right)$. If we also knew that

$$
\begin{equation*}
\eta^{S}(t) \leqq \eta(t), \quad t \in \mathbf{R}^{-} \tag{6.12}
\end{equation*}
$$

then we could apply Proposition 4.1 to conclude that for every $(\phi, f) \in \mathscr{C S}, x(\phi, f) \in$ $\mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta^{S}\right)$. However, in general (6.12) will not be satisfied. Still, it turns out that (6.11) alone implies that $x(\phi, f) \in \mathscr{B}^{m+1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta^{S}\right)$ for each $(\phi, f) \in \mathscr{C S}$, a fact one can see as follows. Let $\xi$ be an infinitely many times continuously differentiable "cutoff" function satisfying $\xi(t)=1$ for $t \leqq-1$ and $\xi(t)=0$ for $t \geqq 0$. Define $x_{1}(\phi, f)(t)=$ $\xi(t) x(\phi, f)(t)$ and $x_{2}(\phi, f)(t)=(1-\xi(t)) x(\phi, f)(t)$ for $t \in \mathbf{R}$. Then, if we let $f_{1}$ be the restriction of the function $\mathscr{L} x_{1}$ to $\mathbf{R}^{+}$and $f_{2}=f-f_{1}$, we find that $x_{1}(\phi, f)=x\left(\phi_{1}, f_{1}\right)$ and $x_{2}(\phi, f)=x\left(\phi_{2}, f_{2}\right)$, where $\phi_{1}(t)=\xi(t) \phi(t)$ and $\phi_{2}(t)=(1-\xi(t)) \phi(t)$ for $t \in \mathbf{R}^{-}$. As $\mathscr{L}$ maps $\mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$ into $\mathscr{B}^{m}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta\right)$, both $f_{1}$ and $f_{2}$ belong to $\mathscr{B}^{m}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta\right) \subset \mathscr{B}^{m}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta^{S}\right)$. If follows from Definition 3.1 and the fact that $(\phi, f) \in \mathscr{C} \mathscr{S}$ that both $\left(\phi_{1}, f_{1}\right)$ and $\left(\phi_{2}, f_{2}\right)$ belong to $\mathscr{C} \mathscr{S}$. We can apply Proposition 4.1 with $\rho$ replaced by $\rho^{s}, \eta$ replaced by $\eta^{s}$, and ( $\phi, f$ ) replaced by ( $\phi_{2}, f_{2}$ ) to conclude that $x_{2}(\phi, f)=x\left(\phi_{2}, f_{2}\right) \in \mathscr{B}^{m+1}\left(\mathbf{R} ; \mathbf{C}^{n} ; \eta^{s}\right)$. But $x(\phi, f)(t)=x_{2}(\phi, f)(t)$ for $t \in \mathbf{R}^{+}$, and therefore also $x(\phi, f) \in \mathscr{B}^{m+1}\left(\mathbf{R}^{+} ; \mathbf{C}^{n} ; \eta^{S}\right)$, as claimed.

We conclude this section with a short discussion of the conditions (6.9) and (6.10), and with an example which shows that the decay rate in Corollary 6.1 is optimal.

The conditions (6.9) and (6.10) require that $\eta$ be small and large at $-\infty$ and $\infty$, respectively. As one might expect, this essentially implies (6.8), as the following example shows:

Example 6.1. Let $p \geqq 0$, and set $\rho(t)=1$ for $t \leqq 0, \rho(t)=(1+t)^{p}$ for $t>0$. Then $\rho$ is a dominating function with $\omega=\alpha=0$. Let $q_{-}$and $q_{+}$be nonnegative. Then the function $\eta$ defined by

$$
\eta(t)= \begin{cases}(1+|t|)^{-q_{-}}, & t \in \mathbf{R}^{-} \\ (1+|t|)^{q_{+}}, & t \in \mathbf{R}^{+}\end{cases}
$$

is dominated by $\rho$ if and only if $q_{-}+q_{+} \leqq p$.
To show that the condition $p \geqq q_{-}+q_{+}$is sufficient for $\rho$ to dominate $\eta$ one argues in the same way as in the proof of Lemma 6.4 (take $\rho^{s}(t)=\eta(t)$ for $t \geqq 0$ ). That this condition is necessary follows directly from (2.2), which for $s=-t / 2$ gives $\rho(t) \geqq$ $\eta(t / 2) / \eta(-t / 2)$.

That the decay rate in Corollary 6.1 is the best possible one can be shown with the following example.

Example 6.2. Let $\rho$ and $\eta$ be as in Example 6.1 with $q_{-}>1$, define $\rho^{s}(t)=\eta(t)$ for $t \geqq 0$, and let $\mathscr{B}=L^{1}$ and $m=0$. Consider the scalar equation

$$
\begin{array}{ll}
x^{\prime}(t)=f(t), & t \in \mathbf{R}^{+}, \\
x(t)=\phi(t), & t \in \mathbf{R}^{-} . \tag{6.13}
\end{array}
$$

The characteristic function $\hat{L}(z)=z$ has a simple central eigenvalue at $z=0$. For this example, $\mathscr{U}=\{(0,0)\}, \mathscr{C}=\{(k, 0) \mid k \in \mathbf{C}\}, \rho_{S}(t)=\rho^{S}(t)$ for $t \geqq 0$, and

$$
\mathscr{S}=\left\{(\phi, f) \in W^{1,1}\left(\mathbf{R}^{-} ; \mathbf{C} ; \eta\right) \times L^{1}\left(\mathbf{R}^{+} ; \mathbf{C} ; \eta\right) \mid \phi(0)+\int_{0}^{\infty} f(s) d s=0\right\} .
$$

The solution $x$ of (6.13) corresponding to $(\phi, f) \in \mathscr{T}$ is given by

$$
x(\phi, f)(t)=-\int_{t}^{\infty} f(s) d s, \quad t \in \mathbf{R}^{+}
$$

so $x(t)=o\left(t^{-q_{+}}\right)$as $t \rightarrow \infty$. Clearly, this estimate for the rate of decay of $x(t)$ to zero as $t \rightarrow \infty$ cannot be improved.

Appendix A. Above we needed the following variant of Lemma 2.3 of [10].
Lemma A.1. Let $a \in L^{1}(\rho)$ and $\phi \in L^{\infty}(\eta)$, where $\eta$ is dominated by $\rho$. Then $a * \phi \in B U C(\eta)$. If, in addition, $\lim _{t \rightarrow \infty}$ ess $\sup _{s \geqq t} \eta(t)|\phi(t)|=0$, then $\eta(t)(a * \phi)(t) \rightarrow 0$ as $t \rightarrow \infty$, and if $\lim _{t \rightarrow-\infty}$ ess $\sup _{s \leq t} \eta(t)|\phi(t)|=0$, then $\eta(t)(a * \phi)(t) \rightarrow 0$ as $t \rightarrow-\infty$.

As in [10], this follows directly from the fact that the same statement is true when $\rho(t) \equiv \eta(t) \equiv 1$.
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# LOCAL STABILITY RESULTS FOR THE ELASTIC BEAM EQUATION* 
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#### Abstract

We study classical solutions of a partial differential equation which arise as a model for the transverse deflection of an extensible beam with hinged ends in a viscous medium. In particular, we study the stability properties of all the stationary solutions and of small periodic orbits near stationary solutions.
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Introduction. In this paper we study the asymptotic behavior of the solutions of a partial differential equation

$$
\begin{align*}
& u_{t t}(t, x)+\alpha u_{x x x x}(t, x)-\left(\beta+k \int_{0}^{l}\left(u_{x}(\xi, t)\right)^{2} d \xi\right), \\
& u_{x x}(t, x)+\gamma u_{x x x x t}(t, x)-\sigma \int_{0}^{l} u_{x}(t, \xi) u_{x t}(t, \xi) d \xi  \tag{0.1}\\
& u_{x x}(t, x)+\delta u_{t}(t, x)=0, \quad t \geqq 0, \quad 0 \leqq x \leqq l
\end{align*}
$$

with initial and boundary conditions

$$
\begin{gather*}
u(t, 0)=u(t, l)=u_{x x}(t, 0)=u_{x x}(t, l)=0, \quad t \geqq 0,  \tag{0.2}\\
u(0, x)=u_{0}(x), \quad 0 \leqq x \leqq l, \\
u_{t}(0, x)=v_{0}(x), \quad 0 \leqq x \leqq l \tag{0.3}
\end{gather*}
$$

for initial data near stationary solutions. In particular, we study stability and instability of the stationary solutions and of small periodic orbits near stationary solutions.

Equation (0.1) arises as a model for the transverse deflection $u(t, x)$ of the centerline of an elastic beam in a viscous medium; the boundary conditions in (0.2) correspond to the case of hinged ends (see [9], [14]). The coefficients are given by

$$
\begin{equation*}
\alpha=\frac{E I}{\rho}, \quad \beta=\frac{E A \Delta}{\rho}, \quad \gamma=\frac{\eta I}{\rho}, \quad k=\frac{E A}{2 l \rho}, \quad \sigma=\frac{A \eta}{l \rho}, \tag{0.4}
\end{equation*}
$$

where $E$ is the Young's modulus, $I$ is the cross-sectional second moment of area, $\rho$ is the mass per unit length, $l$ is the length of the beam at stress-free state, $\Delta$ is the stretching, $\eta$ is the viscosity and $\delta$ is the coefficient of external damping. Therefore $\alpha, k, \gamma, \sigma$ are positive whereas the sign of $\beta$ and $\delta$ is unrestricted. The assumption $\gamma>0$ gives a parabolic character to (0.1). For the hyperbolic case $\gamma=0$ we refer to [8] and the references quoted there.

The initial value problem for (0.1) has been studied first in [2] and then in [7], [4], [5], [12], where results of existence in the large, uniqueness and continuous dependence of the solution on $u_{0}$ and $v_{0}$ in suitable norms are given. Moreover in [2], [4] and [5], sufficient conditions on the parameters are given which guarantee the convergence of the solution to zero or to some other stationary solution for any initial data. In [2] the Galerkin approximation method is used, and in [4], [5] the theory of

[^110]analytic semigroups in Hilbert space is used. In [7], [12] some qualitative methods (in particular, center manifold theory) are suggested for the study of the behavior of the solutions for small $u_{0}$ and $v_{0}$. All the mentioned authors work in a Hilbert space setting and obtain weak solutions which satisfy ( 0.1 ) in the variational sense ([2]), or strong solutions such that $u(t, \cdot), u_{t}(t, \cdot)$ belong to $H^{4}(0, l), u_{t t}(t, \cdot)$ belongs to $L^{2}(0, l)$ ([2], [4], [5]) or such that $u(t, \cdot)+\alpha u_{t}(t, \cdot)$ belongs to $H^{4}(0, l)$ and $u_{t}(t, \cdot) \in H^{2}(0, l), u_{t t} \in$ $L^{2}(0, l)$ ([7]).

We are interested here in classical solutions of (0.1) (that is, such that $u_{t}, u_{x x x x}, u_{x x x x t}$ exist and are continuous with respect to ( $\left.t, x\right)$ up to $t=0$ ); therefore we consider only initial data belonging to $C^{4}([0, l])$ and satisfying the necessary compatibility conditions

$$
\begin{gathered}
u_{0}(0)=u_{0}(l)=u_{0}^{\prime \prime}(0)=u_{0}^{\prime \prime}(l)=v_{0}(0)=v_{0}(l)=v_{0}^{\prime \prime}(0)=v^{\prime \prime}(l)=0, \\
\alpha u_{0}^{i v}(0)+\gamma v_{0}^{i v}(0)=\alpha u_{0}^{i v}(l)+\gamma v_{0}^{i v}(l)=0 .
\end{gathered}
$$

Setting

$$
\begin{gathered}
E=\{\phi \in C([0, l] ; \mathbb{R}) ; \phi(0)=\phi(l)=0\}, \\
D=\left\{\phi \in C^{4}([0, l] ; \mathbb{R}) ; \phi(0)=\phi(l)=\phi^{\prime \prime}(0)=\phi^{\prime \prime}(l)=0\right\},
\end{gathered}
$$

we transform problem (0.1)-(0.3) into an abstract parabolic initial value problem in the Banach space $X=D \times E$ :

$$
\begin{equation*}
w(t)=A(t)+g(w(t)), \quad t \geqq 0, \quad w(0)=w_{0}, \tag{0.5}
\end{equation*}
$$

where $w(t)=\left(u(t, \cdot), u_{t}(t, \cdot)\right), \quad w_{0}=\left(u_{0}, v_{0}\right)$. The linear unbounded operator $A: D(A)=\left\{(\phi, \psi) \in D \times D ; \alpha \phi^{i v}(0)+\gamma \phi^{i v}(0)=\alpha \phi^{i v}(l)+\gamma \psi^{i v}(l)=0\right\} \rightarrow X, A(\phi, \psi)=$ ( $\psi,-\alpha \phi^{i v}-\gamma \psi^{i v}+\beta \phi^{\prime \prime}-\delta \psi$ ) generates an analytic semigroup in $X$, and the nonlinear function $g$ maps $D(A)$ into an interpolation space $D_{A}(\theta, \infty)$. Now ( 0.5 ) is nothing but a semilinear abstract parabolic i.v.p., which is relatively easy to handle. In particular, it is not difficult to show local existence, uniqueness and continuous dependence (in the norm of $D(A)$ ) on $w_{0}$ of the solution and to give results of linearized stability and instability for any stationary solution $\bar{w}$ in the noncritical cases. Even in the cases of instability, we are able to give conditions on $w_{0}$ for existence in the large and convergence of the solution to $\bar{w}$ as $t \rightarrow+\infty$.

We study also the critical cases of stability, when the operator $L: D(A) \rightarrow X$, defined by $L w=\left(A+f^{\prime}(\bar{w})\right) w$, has some eigenvalues on the imaginary axis, and the remainder of the spectrum has negative real part. In our case, the purely imaginary eigenvalues of $L$ are simple, and their corresponding eigenvectors span a subspace $X^{+} \subset D(A)$, whose dimension may be 1,2 , or 4 . The dimension of $X^{+}$is 1 only when $\bar{w} \equiv 0$ and $\delta \geqq-\left(\pi^{4} / l^{4}\right) \gamma, \beta=-\left(\pi^{2} / l^{2}\right) \alpha$. In this case, we have $f(D(L)) \subset X^{-}$, where $X^{-}=(1-P)(X)$ and $P$ is a projection on $X^{+}$. Thanks to this property it is not difficult to prove the stability of the null solution of (0.5).

In the other cases, the dimension of $X^{+}$is 2 or 4 , and we have $f\left(X^{+}\right) \subset X^{+}$: that is, $X^{+}$is a center manifold, and it is shown to have the usual attractivity properties of the center manifolds. In particular, to study stability properties of the stationary solution $\bar{w}$ considered, and existence and attractivity of small periodic orbits near $\bar{w}$, we can reduce our problem to a system of ordinary differential equations in $\mathbb{R}^{2}$ or in $\mathbb{R}^{4}$.

The well-known techniques of Hopf bifurcation are employed in the twodimensional system and we give necessary and sufficient conditions on the parameters to get asymptotic stability or instability. The study of the four-dimensional system is much more complicated because the results available in the literature are not as
complete as in the two-dimensional case. Moreover, there are no relations between the stability properties of the stationary solutions and the stability properties of the periodic solutions given by Hopf's theorem. However, in our case, a nonresonance condition is satisfied and we find that $\bar{w}$ is asymptotically stable, whereas the periodic orbits are not stable.

The paper is organized as follows: in $\S 1$, problem ( 0.5 ) is treated; in $\S 2$, the results of $\S 1$ are applied to problem (0.1)-(0.3) and the noncritical cases of stability are studied. In § 3 the critical cases of stability are considered. At the end of § 3 we give a summary scheme of all the results. Finally, the Appendix contains the proofs of the propositions of $\S 1$.

1. Notation and preliminaries on abstract parabolic equations. Let $X$ be a real Banach space with norm $\|\cdot\|$ and let $\tilde{X}=\{x+i y ; x, y \in X\}$ be its complexification. If $L: D(L) \subset X \rightarrow X$ is a linear closed operator, we denote by $\tilde{L}: D(\tilde{L}) \rightarrow \tilde{X}$ its complexification, defined by $\tilde{L}(x+i y)=L x+i L y, x, y \in D(L)$. Throughout the paper we shall assume that $D(L)$ is dense in $X$ and $L$ generates an analytic semigroup $e^{t L}$ in $X$, that is,

$$
\begin{align*}
& \text { there exist } \omega \in \mathbb{R}, M>0, \theta \in] \pi / 2, \pi[\text { such that the resolvent } \\
& \text { set } \rho(\tilde{L}) \text { of } \tilde{L} \text { contains a sector } S=\{\lambda \in \mathbb{C} ; \lambda \neq \omega,|\arg (\lambda-\omega)|<\theta\}  \tag{1.1}\\
& \text { and }\left\|(\lambda-\tilde{L})^{-1}\right\|_{L(\tilde{X})} \leqq M|\lambda-\omega|^{-1} \text { for } \lambda \in S \text {. }
\end{align*}
$$

In this case, the interpolation spaces $D_{L}(\theta, \infty)(0<\theta<1)$ are defined by

$$
\begin{align*}
& D_{L}(\theta, \infty)=\left\{x \in X ;[x]_{\theta}=\sup _{0<t \leqslant 1}\left\|t^{1-\theta} L e^{t L} x\right\|<+\infty\right\}, \\
& \|x\|_{D_{L}(\theta, \infty)}=\|x\|+[x]_{\theta} . \tag{1.2}
\end{align*}
$$

Then we have $D(L) \hookrightarrow D_{L}(\theta, \infty) \hookrightarrow D_{L}(\alpha, \infty) \hookrightarrow X$ for $0<\alpha<\theta<1$, where $D(L)$ is endowed with the graph norm. For other properties see [21, §§ 1.13, 1.14].

In the next section, problem (0.1), (0.2) will be reduced to an abstract semilinear initial value problem:

$$
\begin{equation*}
\dot{w}(t)=L w(t)+g(w(t)), \quad t \geqq 0, \quad w(0)=w_{0}, \tag{1.3}
\end{equation*}
$$

where
$L$ satisfies (1.1), $g$ belongs to $C^{\infty}\left(D(L) ; D_{L}(\theta, \infty)\right)$
for some $\theta \in] 0,1[$. For such a problem it is not difficult to give results of local existence and uniqueness of the solution, continuous dependence on $w_{0}$ and regularity (see the Appendix for a proof).

Proposition 1.1. Let (1.4) hold and let $w_{0} \in D(L)$. Then there exists a maximal time interval $\left[0, \tau\left[\left(\tau=\tau\left(w_{0}\right)>0\right)\right.\right.$ and a unique $w \in C^{1}([0, \tau[; X) \cap C([0, \tau[; D(L))$ which satisfies (1.3).

Let $w_{0 n} \in D(L)(n \in \mathbb{N})$ be such that $\left\|w_{0 n}-w_{0}\right\|_{D(L)} \rightarrow 0$ as $n \rightarrow+\infty$, and denote by $w_{n}:\left[0, \tau\left(w_{n}\right)\left[\rightarrow D(L)\right.\right.$ the solution of (1.3) with initial value $w_{0 n}$. Then for each $\tau<\tau\left(w_{0}\right)$ and $\varepsilon>0$ there exists $\bar{n}$ such that, for $n \geqq \bar{n}, \tau\left(w_{0 n}\right) \geqq \tau$ and $\sup _{0 \leqq t \leqq \tau}\left\|w_{n}(t)-w(t)\right\|_{D(L)} \leqq$ $\varepsilon$. In other words, the mapping $w_{0} \rightarrow w(t)$ is a local semiflow on $D(L)$.

From now on, we shall assume

$$
\begin{equation*}
g(0)=0, \quad g^{\prime}(0)=0 \tag{1.5}
\end{equation*}
$$

and we shall study the stability properties of the null solution of (1.3) and of other invariant sets.

We recall that, if $S:\left\{\left(t, w_{0}\right) ; w_{0} \in Y, t \in\left[0, \tau\left(w_{0}\right)[ \} \rightarrow Y\right.\right.$ is a semiflow on a Banach space $Y$, a subset $\Omega \subset Y$ is said to be invariant if for each $w_{0} \in \Omega$ we have $\tau\left(w_{0}\right)=+\infty$ and $S\left(t, w_{0}\right) \in \Omega$ for all $t \geqq 0 . \Omega$ is said to be stable if for any $r>0$ there exists $\varepsilon>0$ such that for any $w_{0} \in Y$ with dist $\left(w_{0}, \Omega\right) \leqq \varepsilon$ we have $\tau\left(w_{0}\right)=+\infty$ and dist $\left(S\left(t, w_{0}\right), \Omega\right) \leqq r$ for all $t \geqq 0 . \Omega$ is said to be asymptotically stable if it is stable and moreover, for any $\varepsilon>0$, there are $\delta>0, T>0$ such that if $w_{0} \in Y$ and dist $\left(w_{0}, \Omega\right) \leqq \delta$, then $\operatorname{dist}\left(S\left(t, w_{0}\right), \Omega\right) \leqq \varepsilon$ for all $t \geqq T$. $\Omega$ is said to be unstable if it is not stable.

Let now $Y=D(L), S\left(t, w_{0}\right)=w(t)$, where $w$ is the solution of (1.3). The null solution of (1.3) is said to be stable (resp. asymptotically stable, unstable) if the set $\Omega=\{0\}$ is stable (resp. asymptotically stable, unstable).

We begin with an exponential asymptotic stability result.
Proposition 1.2. Assume that

$$
\begin{equation*}
\sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(L)\} \doteq-\bar{\omega}<0 . \tag{1.6}
\end{equation*}
$$

Then the null solution of (1.3) is asymptotically stable. In particular, for each $\eta \in] 0, \bar{\omega}[$ there exists $r, C>0$ such that for any $w_{0} \in D(L)$ with $\left\|w_{0}\right\|_{D(L)}<r$ we have

$$
\begin{align*}
& \tau\left(w_{0}\right)=+\infty \\
& \|w(t)\|_{D(L)} \leqq C e^{-\eta t}\left\|w_{0}\right\|_{D(L)} \quad \text { for all } t \geqq 0 . \tag{1.7}
\end{align*}
$$

Assume now that the spectrum of $\tilde{L}$ has an element with positive real part. Then, if $\sigma^{+}(L)=\{\lambda \in \sigma(L) ; \operatorname{Re} \lambda>0\}$ is closed, one can show (arguing as in [6, Thm. 5.1.3]) that the null solution is unstable. But, even in this case, it is often possible to prove the existence of an invariant stable manifold $M$, such that $0 \in M \subset D(L), M$ is homeomorphic to a ball of some subspace of $D(L)$, and for each $w_{0} \in M$ the solution of (1.3) is defined in $[0,+\infty[$ and converges to 0 exponentially as $t \rightarrow+\infty$. Analogously, we can show the existence of an invariant unstable manifold $W$, such that $0 \in W \subset D(L), W$ is homeomorphic to a ball of another subspace of $D(L)$, and for each $w_{0} \in W$ there exists a backward solution of (1.3), w: $]-\infty, 0] \rightarrow W$, with $\lim _{t \rightarrow-\infty} w(t)=0$. To study critical cases of stability (namely, when $\sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{L})\}=0$ ), another invariant manifold-the so-called center manifold-may be introduced. The study of such manifolds and of their properties is, in general, rather lengthy and complicated. For the sake of brevity we do not consider here the most general case, but we assume on $L$ and $g$ some particular hypotheses which are satisfied in a sufficiently large class of equations, including the beam equation (0.1), (0.2). In particular, we set, for $\omega \in \mathbb{R}$ :

$$
\begin{equation*}
\sigma_{\omega}^{+}(L)=\{\lambda \in \sigma(\tilde{L}) ; \operatorname{Re} \lambda>\omega\}, \quad \sigma_{\omega}^{-}(L)=\sigma(\tilde{L}) \backslash \sigma_{\omega}^{+}(L), \tag{1.8}
\end{equation*}
$$

and we assume that there exists $\omega \in \mathbb{R}$ such that
$\sigma_{\omega}^{+}(L)$ consists of a finite (nonzero) number of eigenvalues with
finite algebraic multiplicity.

Let $\tilde{X}^{+}$be the eigenspace of $\tilde{L}$ corresponding to $\sigma_{\omega}^{+}(L)$. If $\tilde{X}^{+}$is spanned by $x_{1}+$ $i y_{1}, \cdots, x_{n}+i y_{n}(n \in \mathbb{N})$, set

$$
\begin{equation*}
X^{+}=\operatorname{span}_{\mathbb{R}}\left\{x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right\} . \tag{1.10}
\end{equation*}
$$

Let $P^{+}: X \rightarrow X^{+}$be a projection that commutes with $L$, that is

$$
\begin{align*}
& P^{+} \in L(X), \quad P^{+}(X) \subset X^{+}, \quad P^{+} x=x \quad \forall x \in X^{+},  \tag{1.11}\\
& P^{+} L x=L P^{+} x \quad \forall x \in D(L)
\end{align*}
$$

(such a $P^{+}$exists thanks to (1.9)), and set

$$
\begin{equation*}
P^{-}: X \rightarrow X, \quad P^{-} x=x-P^{+} x, \quad X^{-}=P^{-}(X) \tag{1.12}
\end{equation*}
$$

In the following we shall often assume

$$
\begin{equation*}
g\left(X^{+}\right) \subset X^{+} \tag{1.13}
\end{equation*}
$$

Condition (1.13) implies that $X^{+}$is invariant; since, by (1.9), $X^{+}$is finite-dimensional, all the stability results about ordinary differential equations hold for the semiflow in $X^{+}$. In particular, we easily get instability results as follows:

If $\omega=0$ satisfies (1.9), and (1.13) holds, then the null solution is unstable. In particular, there is $r>0$ such that for each $w_{0} \in X^{+}$with $\left\|w_{0}\right\|_{D(L)} \leqq r$ there exists a backward solution $w:]-\infty, 0\left[\rightarrow X^{+}\right.$of (1.3), which converges exponentially to zero as $t \rightarrow-\infty$.

Moreover, as a corollary of Proposition 1.2, we get a stability result as follows:
If some $\omega<0$ satisfies (1.9) and $g\left(D(L) \cap X^{-}\right) \subset X^{-}$, then for each $\eta \in] 0,-\sup \sigma_{\omega}^{-}(L)[$ there exist $\varepsilon=\varepsilon(\eta)>0, C=C(\eta)>0$ such that if $w_{0} \in D(L) \cap X^{-}$and $\left\|w_{0}\right\|_{D(L)} \leqq \varepsilon$, then (1.7) holds.
While (1.14) and (1.15) are quite obvious, the attractivity properties of $X^{+}$stated in the next proposition are not trivial and will be proved in the Appendix.

Proposition 1.3. Let (1.4), (1.5) hold, and assume that (1.9), (1.13) are satisfied for some $\omega<0$. Then
(a) for each $\eta \in] 0,-\sup \sigma_{\omega}^{-}(L)\left[\right.$ there exist $\varepsilon_{0}=\varepsilon_{0}(\eta)>0, C_{0}=C_{0}(\eta)>0$ such that if $w_{0} \in D(L)$ and $\left\|w_{0}\right\|_{D(L)} \leqq \varepsilon_{0}$, then

$$
\left\|P^{-} w(t)\right\|_{D(L)} \leqq C_{0} e^{-\eta t}\left\|P^{-} w_{0}\right\|_{D(L)} \quad \text { for all } t \geqq 0
$$

(b) there exists $r>0$ such that if $\Omega \subset X^{+}$is compact and asymptotically stable in $X^{+}$, and $\operatorname{diam} \Omega=\max \left\{\|x\|_{D(L)} ; x \in \Omega\right\} \leqq r$, then $\Omega$ is asymptotically stable in $D(L)$.
Statement (a) is nothing but a local exponential attractivity property of $X^{+}$. Statement (b) gives the possibility of reducing local stability problems in Banach space to finite-dimensional ones; it will be widely used in § 3.

We finally consider a critical case of stability, which happens for some value of the parameters in the beam equation.

Proposition 1.4. Let (1.4), (1.5) hold. Assume that L has a finite number of semisimple eigenvalues on the imaginary axis, and $\sup \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{L}), \operatorname{Re} \lambda \neq 0\}<0$, so that (1.9) is satisfied for suitable $\omega<0$. Assume also $g(D(L)) \subset X^{-}$. Then the zero solution of (1.13) is stable but not asymptotically stable.
2. Reduction to an abstract problem, stability and instability in the noncritical cases. Setting $u_{t}=v$, problem (0.1)-(0.3) becomes

$$
\begin{align*}
& u_{t}=v, \\
& v_{t}=-\alpha u_{x x x x}+\left(\beta+k\left|u_{x}\right|^{2}+\sigma\langle u, v\rangle\right) u_{x x}-\gamma v_{x x x x}-\delta v, \tag{i}
\end{align*}
$$

(ii)
(iii) $\quad u(0, x)=u_{0}(x), \quad v(0, x)=v_{0}(x)$,
with the obvious notation

$$
\begin{equation*}
\langle\phi, \psi\rangle=\int_{0}^{l} \phi(x) \psi(x) d x, \quad|\phi|=\left(\int_{0}^{l}(\phi(x))^{2} d x\right)^{1 / 2} \tag{2.2}
\end{equation*}
$$

Let $E$ be the Banach space of all continuous functions $\phi:[0, l] \rightarrow \mathbb{R}$ such that $\phi(0)=\phi(l)=0$, endowed with the sup norm, and let

$$
\begin{equation*}
D=\left\{\phi \in C^{4}([0,1]) ; \phi(0)=\phi(l)=\phi^{\prime \prime}(0)=\phi^{\prime \prime}(l)=0\right\} \tag{2.3}
\end{equation*}
$$

be endowed with the $C^{4}$-norm. Set

$$
\begin{align*}
& X=D \times E \\
& D(A)=\left\{(\phi, \psi) \in D \times D ; \alpha \phi^{(i v)}(0)+\gamma \psi^{(i v)}(0)=\alpha \phi^{(i v)}(l)+\gamma \psi^{(i v)}(l)=0\right\} \tag{2.4}
\end{align*}
$$

(endowed with the product norms),

$$
\begin{equation*}
A(\phi, \psi)=\left(\psi,-\alpha \phi^{(i v)}-\gamma \psi^{(i v)}\right), \quad(\phi, \psi) \in D(A) \tag{2.5}
\end{equation*}
$$

Then the following proposition holds.
Proposition 2.1. $D(A)$ is dense in $X$ and the operator $A: D(A) \subset X \rightarrow X$ satisfies (1.1). For $\theta \in] 0,1\left[\right.$ we have ${ }^{1}$

$$
D_{A}(\theta, \infty)=\left\{\begin{array}{l}
D \times\left\{\phi \in C^{4 \theta}([0, l]), \phi(0)=\phi(l)=0\right\}  \tag{2.6}\\
\\
\text { if } 0<\theta<\frac{1}{2}, \quad \theta \neq \frac{1}{4}, \\
D \times\left\{\phi \in C^{4 \theta}([0, l]) ; \phi(0)=\phi(l)=\phi^{\prime \prime}(0)=\phi^{\prime \prime}(l)=0\right\} \\
\text { if } \frac{1}{2}<\theta<1, \quad \theta \neq \frac{3}{4},
\end{array}\right.
$$

with equivalence of the respective norms.
Proof. The density of $D(A)$ in $X$ is obvious. Let $\Lambda: D \rightarrow C([0, l])$ be defined by $\Lambda u=-u^{i v}, u \in D$. It is easy to see that the spectrum of $\Lambda$ consists of the simple eigenvalues $-\pi^{4} n^{4} / l^{4}, n \in \mathbb{N}$, and that $\Lambda$ satisfies (1.1). Therefore $\Lambda$ generates an analytic semigroup in $C([0, l])$ (for analytic semigroups with nondense domain, see [19]).

For $(\phi, \psi) \in \tilde{X}$ and $\lambda \in \mathbb{C}$, the equation $\lambda(u, v)-\tilde{A}(u, v)=(\phi, \psi)$ is equivalent to

$$
\begin{align*}
& (u, v) \in D(\tilde{A}), \quad v=\lambda u-\phi,  \tag{2.7}\\
& \lambda^{2} u-(\alpha+\gamma \lambda) \Lambda u=\psi+\lambda \phi-\gamma \Lambda \phi .
\end{align*}
$$

Hence the spectrum of $\tilde{A}$ consists of the point $\lambda_{0}=-\alpha / \gamma$ and of the eigenvalues

$$
\lambda_{n}^{ \pm}=\frac{\pi^{2} n^{2}}{2 l^{2}}\left(-\frac{\pi^{2} n^{2}}{l^{2}} \gamma \pm \sqrt{\frac{\pi^{4} n^{4}}{l^{4}} \gamma^{2}-4 \alpha}\right) .
$$

Moreover, for $\lambda \in \rho(\tilde{A})$ we have: $u=\left(\left(\lambda^{2} /(\alpha+\gamma \lambda)-\Lambda\right)^{-1}(\psi+\lambda \phi-\gamma \Lambda \phi) /(\alpha+\gamma \lambda)\right)$, so that (1.1) easily follows. Since the graph norm of $A$ is equivalent to the norm of $D$ on $D(A)$, then $D_{A}(\theta, \infty)=D \times D_{\Lambda}(\theta, \infty)$, with equivalence of the respective norms. To characterize $D_{\Lambda}(\theta, \infty)$ it is sufficient to observe that $\Lambda=-\Delta^{2}$, where $\Delta: D(\Delta) \rightarrow E$, $D(\Delta)=\left\{\phi \in C^{2}([0, l]) ; \phi(0)=\phi(1)=0\right\}, \Delta \phi=\phi^{\prime \prime}$. Then we have $D_{\Lambda}(\theta, \infty)=D_{\Delta}(2 \theta, \infty)$ for $\theta \neq \frac{1}{2}$. Theorem 2.10 of [11] implies now

$$
\begin{align*}
& D_{\Delta}(\eta, \infty)=\left\{\phi \in C^{2 \eta}([0, l]), \phi(0)=\phi(l)=0\right\}, \quad 0<\eta<1, \quad \eta \neq \frac{1}{2},  \tag{2.8}\\
& D_{\Delta}(\eta, \infty)=\left\{\phi \in C^{2 \eta}([0, l]) ; \phi(0)=\phi(l)=\phi^{\prime \prime}(0)=\phi^{\prime \prime}(l)=0\right\},
\end{align*}
$$

$$
\begin{equation*}
1<\eta<2, \quad \eta \neq \frac{3}{2}, \tag{2.9}
\end{equation*}
$$

with equivalence of the respective norms, so that (2.6) follows. The results of general interpolation theory which we have just used (such as $D_{\Delta^{2}}(\theta, \infty)=D_{\Delta}(2 \theta, \infty)$, etc.) are well known in the dense domain case (see, for instance, [21, §§ 1.13, 1.14]) and may be easily extended to our case (see [11]).

[^111]Now set

$$
\begin{equation*}
f(\phi, \psi)=\left(0, k\left|\phi^{\prime}\right|^{2}+\sigma\langle\phi, \psi\rangle\right) \phi^{\prime \prime}, \quad \phi \in C^{2}([0, l]), \quad \psi \in C^{1}([0, l]) . \tag{2.10}
\end{equation*}
$$

Then it is easy to see that $f$ belongs to $C^{\infty}\left(D(A), D_{A}(\theta, \infty)\right)$ for each $\theta<\frac{1}{2}$ and

$$
\begin{align*}
f^{\prime}(\bar{\phi}, \bar{\psi})(\phi, \psi)= & \left(0,2 k\left\langle\phi^{\prime}, \bar{\psi}^{\prime}\right\rangle+\sigma\left\langle\bar{\phi}^{\prime}, \psi^{\prime}\right\rangle+\sigma\left\langle\phi^{\prime}, \bar{\psi}^{\prime}\right\rangle\right) \bar{\phi}^{\prime \prime}  \tag{2.11}\\
& +\left(0, k\left|\bar{\phi}^{\prime}\right|^{2}+\sigma\left\langle\bar{\phi}^{\prime}, \bar{\psi}^{\prime}\right\rangle\right) \phi^{\prime \prime} .
\end{align*}
$$

Finally, define a linear operator $L: D(L) \rightarrow X$ by

$$
\begin{equation*}
D(L)=D(A), \quad L(\phi, \psi)=\left(\psi,-\alpha \phi^{i v}-\gamma \psi^{i v}+\beta \phi^{\prime \prime}-\delta \psi\right), \quad(\phi, \psi) \in D(A) . \tag{2.12}
\end{equation*}
$$

Then $L=A+B$, where $B \in L(X), B(\phi, \psi)=\left(0, \beta \phi^{\prime \prime}-\delta \psi\right)$. Therefore $L$ satisfies (1.1) and $D_{L}(\theta, \infty)=D_{A}(\theta, \infty)$ for each $\left.\theta \in\right] 0,1[$, with equivalence of the norms.

Now, if we set $w=(u, v)$, problem (2.1) may be written in the abstract form (1.3), with

$$
\begin{equation*}
w_{0}=\left(u_{0}, v_{0}\right), \quad g(w)=f(u, v) . \tag{2.13}
\end{equation*}
$$

In fact, if $w(t)=(u(t), v(t))$ is a solution of (1.3) in some interval [0,T] with $X, D(L)$, $L$ defined by (2.4) and (2.12), then $(u(t, x) \doteq u(t)(x), v(t, x) \doteq v(t)(x))$ is a classical solution of (2.1), such that each term appearing in $(2.1)(i)$ is continuous in $[0, T] \times[0, l]$. Conversely, if $(u(t, x), v(t, x))$ is a solution of (2.1) such that $u, v, u_{t}, v_{t}, u_{x x x x}, v_{x x x x}$ are continuous in $[0, T] \times[0, l]$, then the compatibility conditions $v(t, 0)=v(t, l)=$ $v_{x x}(t, 0)=v_{x x}(t, l)=\alpha u_{x x x x}(t, 0)+\gamma v_{x x x x}(t, 0)=\alpha u_{x x x x}(t, l)+\gamma v_{x x x x}(t, l)=0 \quad(0 \leqq t \leqq T)$ hold. Therefore $(u(t) \doteq u(t, \cdot), v(t) \doteq v(t, \cdot))$ belongs to $D(A)$ for $0 \leqq t \leqq T$ and $w(t)=$ $(u(t), v(t))$ is a solution of (1.3) in [0,T].

Then, applying Proposition 1.1, it is possible to obtain a local existence and uniqueness result for the solution of (2.1), together with continuous dependence on ( $u_{0}, v_{0}$ ). More precisely, for each $u_{0}, v_{0} \in C^{4}([0, l])$ such that the compatibility conditions

$$
\begin{align*}
& u_{0}(0)=u_{0}(l)=u_{0}^{\prime \prime}(0)=u_{0}^{\prime \prime}(l)=v_{0}(0)=v_{0}(l) \\
&=v_{0}^{\prime \prime}(0)=v_{0}^{\prime \prime}(l)=0,  \tag{2.14}\\
& \alpha u_{0}^{(i v)}(0)+\gamma v_{0}^{(i v)}(0)=\alpha u_{0}^{(i v)}(l)+\gamma v_{0}^{(i v)}(l)=0
\end{align*}
$$

hold, there exist $\tau>0$ and a unique solution $u:[0, \tau[\times[0, l] \rightarrow \mathbb{R}$ of $(0.1)$ such that each derivative of $u$ appearing in (0.1) is continuous in $\left[0, \tau\left[\times[0, l]\right.\right.$. Moreover, the $C^{4}$ norms of $u(t, \cdot)$ and $u_{t}(t, \cdot)$ depend continuously on the $C^{4}$ norms of $u_{0}$ and $v_{0}$ (in the sense of Proposition 1.1).

In fact, one could show existence, uniqueness and $C^{\infty}$ regularity (for $t>0$ ) for less regular initial data ( $u_{0}, v_{0}$ ) and even existence in the large of the solution (that is, $\left.\tau\left(u_{0}, v_{0}\right)=+\infty\right)$. These are not purposes of the present paper and we shall limit ourselves to consider very regular initial data ( $u_{0}, v_{0}$ ) near ( $\bar{\phi}, 0$ ), where $\bar{\phi}$ is any stationary solution of (0.1), (0.2).

We begin with the stationary solution $\bar{\phi} \equiv 0$. To apply the results of $\S 1$ we have to compute the spectrum of $\tilde{L}$ : it is easy to see that $\sigma(\tilde{L})=\{-\alpha / \gamma\} \cup\left\{\lambda_{ \pm h}, h \in \mathbb{N}\right\}$, where the simple eigenvalues $\lambda_{ \pm h}$ are given by

$$
\begin{equation*}
\lambda_{ \pm h}=-\frac{1}{2}\left(\delta+\frac{\pi^{4}}{l^{4}} \gamma h^{4}\right) \pm \frac{1}{2}\left[\left(\delta+\frac{\pi^{4}}{l^{4}} \gamma h^{4}\right)^{2}-4 \frac{\pi^{2} h^{2}}{l^{2}}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha h^{2}\right)\right]^{1 / 2}, \quad h \in \mathbb{N}, \tag{2.15}
\end{equation*}
$$

and the eigenspace corresponding to the eigenvalue $\lambda_{ \pm h}$ is spanned by

$$
\begin{equation*}
\left(\sin \frac{\pi h}{l} x, \lambda_{ \pm h} \sin \frac{\pi h}{l} x\right) \tag{2.16}
\end{equation*}
$$

Using (1.14), (1.15) and Proposition 1.2 gives some results about the stability of the null solution.

Theorem 2.2. Let $\lambda_{j}, j \in \mathbb{Z}$, be defined by (2.15). Then
(a) If $\delta>-\left(\pi^{4} / l^{4}\right) \gamma$ and $\beta+\left(\pi^{2} / l^{2}\right) \alpha>0$, the null solution of $(0.1),(0.2)$ is exponentially asymptotically stable in the $C^{4}$ norm; more precisely, for each $\eta \in$ $] 0, \min \left\{\alpha / \gamma,-\operatorname{Re} \lambda_{1}\right\}\left[\right.$ there exist $r>0, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy the compatibility conditions (2.14) and $\left\|u_{0}\right\|_{C^{4}([0, r])} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq r$, then the solution $u$ of (0.1)-(0.3) is defined for all positive $t$, and

$$
\begin{align*}
& \|u(t, \cdot)\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])} \\
& \quad \leqq C e^{-\eta t}\left(\left\|u_{0}\right\|_{C^{4}([0, l])}+\left\|v_{0}\right\|_{C^{4}([0, l])}\right) \quad \text { for all } t \geqq 0 . \tag{2.17}
\end{align*}
$$

(b) If $\delta<-\left(\pi^{4} / l^{4}\right) \gamma$ or $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0$, the null solution is unstable. In particular, if $J \subset \mathbb{Z}$ is such that $\operatorname{Re} \lambda_{j}>0$ for each $j \in J$, then there exists $r>0$ such that for $a_{j}, b_{j} \in \mathbb{R}$, $\left|a_{j}\right| \leqq r,\left|b_{j}\right| \leqq r(j \in J)$ and

$$
\begin{equation*}
u_{0}(x)=\sum_{j \in J} a_{j} \sin \frac{\pi j}{l} x, \quad v_{0}(x)=\sum_{j \in J} b_{j} \sin \frac{\pi j}{l} x, \quad 0 \leqq x \leqq l, \tag{2.18}
\end{equation*}
$$

there exists a backward solution $u:]-\infty, 0] \times[0, l] \rightarrow \mathbb{R}$ of $(0.1),(0.2), u(t, x)=$ $\sum_{j \in J} a_{j}(t) \sin (\pi j / l) x$, and $a_{j}, \dot{a}_{j}$ decay exponentially to 0 as $t \rightarrow-\infty$.

On the other hand,
(c) let $\delta<-\left(\pi^{4} / l^{4}\right) \gamma$ or $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0$, and let $J^{\prime}=\left\{j \in \mathbb{Z} ; \operatorname{Re} \lambda_{j}<0\right\}$. Then for each $\eta \in] 0, \min \left\{\alpha / \gamma,-\sup \left\{\operatorname{Re} \lambda_{j} ; j \in J^{\prime}\right\}\right\}\left[\right.$ there exist $r>0, c>0$ such that if $u_{0} \in$ $C^{4}([0, l]), v_{0} \in C^{4}([0, l])$ satisfy $(2.14)$,

$$
\left\|u_{0}\right\|_{C^{4}([0, l])} \leqq r, \quad\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq r
$$

and

$$
\begin{equation*}
\left\langle u_{0}, \sin \frac{\pi j}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{\pi j}{l} x\right\rangle=0 \quad \forall j \in \mathbb{Z} \backslash J^{\prime}, \tag{2.19}
\end{equation*}
$$

then the solution of (0.1) is defined for all positive $t$ and satisfies (2.17).
The critical cases $\delta=-\left(\pi^{4} / l^{4}\right) \gamma$ and $\beta+\left(\pi^{2} / l^{2}\right) \alpha=0$ will be studied in the next section.

Let us consider now the other stationary solutions: it is easy to see that if $\beta+\left(\pi^{2} / l^{2}\right) \alpha \geqq 0$ the unique stationary solution of $(0.1),(0.2)$ is $\bar{\phi} \equiv 0$, whereas if $\beta+\left(\pi^{2} n^{2} / l^{2}\right) \alpha<0$ for some $n \in \mathbb{N}$, then (0.1), (0.2) has exactly $2 n$ nontrivial stationary solutions $\pm \bar{\phi}_{j}, j=1, \cdots, n$, given by

$$
\begin{align*}
\bar{\phi}_{j}(x)=\frac{1}{\pi j}\left[-\frac{2}{k l}\left(\beta+\frac{\pi^{2} j^{2}}{l^{2}} \alpha\right)\right]^{1 / 2} \sin \frac{\pi j}{l} x, & \\
& 0 \leqq x \leqq l, \quad j=1, \cdots, n . \tag{2.20}
\end{align*}
$$

It is easy to see that a function $u$ satisfies $(0.1),(0.2)$ if and only if $-u$ does. Therefore for any $j=1, \cdots, n, \bar{\phi}_{j}$ and $-\bar{\phi}_{j}$ have the same stability properties, and, from now on, we shall consider only the $\bar{\phi}_{j}$ 's.

To use the results of $\S 1$ for the study of the stability of $\bar{\phi}_{n}$ we must define the linear operators $L_{n}: D\left(L_{n}\right) \rightarrow X$ and the functions $g_{n}: D\left(L_{n}\right) \rightarrow D_{L_{n}}(\theta, \infty)$ :

$$
\begin{gather*}
D\left(L_{n}\right)=D(A), \quad L_{n}(\phi, \psi)=L(\phi, \psi)+f^{\prime}\left(\bar{\phi}_{n}, 0\right)(\phi, \psi), \quad(\phi, \psi) \in D(A),  \tag{2.21}\\
g_{n}(\phi, \psi)=f\left(\bar{\phi}_{n}+\phi, \psi\right)-f^{\prime}\left(\bar{\phi}_{n}, 0\right)(\phi, \psi)-f\left(\bar{\phi}_{n}, 0\right), \quad(\phi, \psi) \in D(A), \tag{2.22}
\end{gather*}
$$

where $L, f, f^{\prime}$ are given by (2.12), (2.20), (2.21), respectively.

Then $L_{n}$ satisfies (1.1), $g_{n} \in C^{\infty}\left(D\left(L_{n}\right), D_{L_{n}}(\theta, \infty)\right)$ for $\theta<\frac{1}{2}, g_{n}(0)=g_{n}^{\prime}(0)=0$, so that the results of the previous section may be applied to problem

$$
\dot{w}_{n}(t)=L_{n} w_{n}(t)+g_{n}(w(t)), \quad t \geqq 0, \quad w_{n}(0)=w_{0}
$$

with $w(t)=\left(u(t, \cdot)-\bar{\phi}_{n}, u_{t}(t, \cdot)\right), w_{0}=\left(u_{0}-\bar{\phi}_{n}, v_{0}\right)$.
The spectrum of $\tilde{L}_{n}$ consists of the point $\lambda_{0}=-\alpha / \gamma$ and of the simple eigenvalues $\lambda_{ \pm h}, h \in \mathbb{N}$, defined by

$$
\lambda_{ \pm h}= \begin{cases}-\frac{1}{2}\left(\delta+\frac{\pi^{4}}{l^{4}} \gamma h^{4}\right) \pm \frac{1}{2}\left[\left(\delta+\frac{\pi^{4}}{l^{4}} \gamma h^{4}\right)^{2}-\frac{4 \pi^{4} h^{2}}{l^{2}}\left(h^{2}-n^{2}\right) \alpha\right]^{1 / 2}, & h \in \mathbb{N},  \tag{2.23}\\ -\frac{1}{2}(\delta+\mu(n)) \pm \frac{1}{2}\left[(\delta+\mu(n))^{2}+\frac{8 \pi^{2} n^{2}}{l^{2}}\left(\beta+\frac{\pi^{2} n^{2}}{l^{2}} \alpha\right)\right]^{1 / 2}, & h=n,\end{cases}
$$

with $\mu(n)=\left(\pi^{4} n^{4} / l^{4}\right) \gamma-\left(\pi^{2} n^{2} / l^{2}\right)\left(\beta+\left(\pi^{2} n^{2} / l^{2}\right) \alpha\right) \sigma / k$. The corresponding eigenspace is spanned by

$$
\begin{equation*}
\left(\sin \frac{\pi h}{l} x, \lambda_{ \pm h} \sin \frac{\pi h}{l} x\right), \quad 0 \leqq x \leqq l . \tag{2.24}
\end{equation*}
$$

Applying (1.14), (1.15) and Proposition 1.2 gives results quite similar to those of Theorem 2.2.

Theorem 2.3. Let $\beta+\left(\pi^{2} n^{2} / l^{2}\right) \alpha<0$ for some $n \in \mathbb{N}$, and let $\bar{\phi}_{j}, j=1, \cdots, n$ be defined by (2.20). The following are true:
(a) If $\delta>\max \left\{\delta_{1}, \delta_{2}\right\}$, where

$$
\begin{equation*}
\delta_{1}=-\frac{\pi^{4}}{l^{4}} \gamma+\frac{\pi^{2}}{l^{2}}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right) \frac{\sigma}{k}, \quad \delta_{2}=-16 \frac{\pi^{4}}{l^{4}} \gamma \tag{2.25}
\end{equation*}
$$

then $\bar{\phi}_{1}$ is exponentially asymptotically stable: for each $\left.n \in\right] 0, \min \left\{-\alpha / \gamma, \operatorname{Re} \lambda_{1}, \operatorname{Re} \lambda_{2}\right\}[$ $\left(\lambda_{1} \lambda_{2}\right.$ are given by (2.23) with $\left.n=1\right)$ there exist $r>0, C>0$ such that if $u_{0}, v_{0} \in C^{4}$ ( $[0, l])$ satisfy the compatibility conditions (2.14), and $\left\|u_{0}-\bar{\phi}_{1}\right\|_{C^{4}([0, I])} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, I])} \leqq r$, then the solution $u$ of $(0.1)-(0.3)$ is defined in $[0,+\infty[\times[0, l]$, and

$$
\begin{align*}
& \left\|u(t, \cdot)-\bar{\phi}_{1}\right\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])} \\
& \quad \leqq C e^{-\eta t}\left(\left\|u_{0}-\bar{\phi}_{1}\right\|_{C^{4}([0, l])}+\left\|v_{0}\right\|_{C^{4}([0, l])}\right) \quad \text { for all } t \geqq 0 . \tag{2.26}
\end{align*}
$$

(b) If $\delta<\max \left\{\delta_{1}, \delta_{2}\right\}$, then $\bar{\phi}_{1}$ is unstable. In particular, if $J \in \mathbb{Z}$ is such that $\operatorname{Re} \lambda_{j}>0$ for each $j \in J$ (the eigenvalues $\lambda_{j}$ are defined in (2.23) with $n=1$ ) then there exists $r>0$ such that if $a_{j}, b_{j} \in \mathbb{R},\left|a_{j}\right| \leqq r,\left|b_{j}\right| \leqq r$ for $j \in J$ and

$$
\begin{align*}
& u_{0}(x)=\bar{\phi}_{1}(x)+\sum_{j \in J} a_{j} \sin \frac{\pi j}{l} x, \quad 0 \leqq x \leqq l,  \tag{2.27}\\
& v_{0}(x)=\sum_{j \in J} b_{j} \sin \frac{\pi j}{l} x, \quad 0 \leqq x \leqq l
\end{align*}
$$

then there exists a backward solution $u:]-\infty, 0] \times[0, l] \rightarrow \mathbb{R}$ of $(0.1)-(0.3), u(t, x)=$ $\bar{\phi}_{1}(x)+\sum_{j \in J} a_{j}(t) \sin (\pi j / l) x$ and $a_{j}, \dot{a}_{j}$ converge to 0 exponentially as $t \rightarrow-\infty$.
(c) The other stationary solutions $\bar{\phi}_{2}, \cdots, \bar{\phi}_{n}$ are unstable for each value of $\delta$. The second statement of (b) holds for $\bar{\phi}_{2}, \cdots, \bar{\phi}_{n}$, with obvious modifications.
(d) Let $\nu \in\{1, \cdots, n\}$ and let $\lambda_{j}, j \in \mathbb{Z}$, be defined by (2.23) with $n$ replaced by $\nu$. Assume that $\operatorname{Re} \lambda_{\nu}<0$, and let $J^{\nu} \subset \mathbb{Z}$ be the set of all integers $j$ such that $\operatorname{Re} \lambda_{j}<0$. Then for each $\eta \in] 0, \min \left\{\alpha / \gamma,-\sup \left\{\operatorname{Re} \lambda_{j}, j \in J^{\nu}\right\}\right\}[$ there exist $r>0, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy $(2.24),\left\|u_{0}-\bar{\phi}_{\nu}\right\|_{C^{4}([0, l])} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq r$, and

$$
\begin{equation*}
\left\langle u_{0}, \sin \frac{\pi j}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{\pi j}{l} x\right\rangle=0 \quad \forall j \in \mathbb{Z} \backslash J^{\nu}, \tag{2.28}
\end{equation*}
$$

the solution $u$ of $(0.1)-(0.3)$ is defined for all positive $t$, and

$$
\begin{align*}
& \left\|u(t, \cdot)-\bar{\phi}_{\nu}\right\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])}  \tag{2.29}\\
& \quad \leqq C e^{-\eta t}\left(\left\|u_{0}-\bar{\phi}_{\nu}\right\|_{C^{4}([0, l])}+\left\|v_{0}\right\|_{C^{4}([0, l])}\right) \quad \forall t \geqq 0 .
\end{align*}
$$

The critical case $\delta=\max \left\{\delta_{1}, \delta_{2}\right\}$ will be treated in the next section.
Let us remark that (d) differs from (c) of Theorem 2.2 because of the additional assumption $\operatorname{Re} \lambda_{\nu}<0$. This is due to the fact that now we have (see (2.22))

$$
\begin{align*}
g_{\nu}(\phi, \psi)= & \left(k\left|\phi^{\prime}\right|^{2}+2 k\left\langle\phi^{\prime}, \bar{\phi}_{\nu}^{\prime}\right\rangle+\sigma\left\langle\bar{\phi}^{\prime} ; \psi^{\prime}\right\rangle\right) \phi^{\prime \prime} \\
& +\left(k\left|\phi^{\prime}\right|^{2}+\sigma\left\langle\phi^{\prime}, \psi^{\prime}\right\rangle\right) \bar{\phi}_{\nu}^{\prime \prime}, \quad \nu=1, \cdots, n \tag{2.30}
\end{align*}
$$

so that, using the notation of $\S 1$, there exists $\omega<0$ such that $g_{\nu}\left(X^{-}\right) \subset X^{-}$if and only if $\bar{\phi}_{\nu} \in X^{-}$, that is, if and only if $\operatorname{Re} \lambda_{\nu}<0$. Then statement (d) follows from (1.15).
3. Critical cases of stability, bifurcation and stability of periodic orbits. In this section we shall treat the problem of the stability of the stationary solutions $0, \bar{\phi}_{1},-\bar{\phi}_{1}$, for the values of the parameters $\alpha, \beta, \gamma, \delta, k, \sigma$ which we did not consider in § 2: that is, when $\max \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{L})\}=0$ and when $\max \left\{\operatorname{Re} \lambda ; \lambda \in \sigma\left(\tilde{L}_{1}\right)\right\}=0$. In these cases, $X^{+}$may be one-, two- or four-dimensional, so that we shall use classical results about ordinary differential equations in $\mathbb{R}^{n}$ to study the stability of $0, \bar{\phi}_{1},-\bar{\phi}_{1} \in X^{+}$for the restriction of the semiflow to $X^{+}$. By Proposition 1.3(b), asymptotic stability of any stationary solution in $X^{+}$implies its asymptotic stability in $D(L)$ : therefore our problem is reduced to a finite-dimensional one. Proposition 1.3(b) holds not only for stationary solutions, but also for small compact sets (near stationary solutions): it will be used for studying the stability of periodic orbits which we shall prove to exist for suitable values of the parameters.

We shall use the following notion of stability, which involves not only $u$ but also $u_{t}$.

Definition 3.1. A stationary solution $\bar{\phi}$ of $(0.1)$ is said to be stable in $C^{4}([0, l])$ if
(i) for any $\varepsilon>0$ there is $\delta_{\varepsilon}>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy the compatibility conditions (2.14) and $\left\|u_{0}-\bar{\phi}\right\|_{C^{4}([0, l])}+\left\|v_{0}\right\|_{C^{4}([0, \eta])} \leqq \delta_{\varepsilon}$, then the solution $u$ of (0.1)-(0.3) satisfies

$$
\|u(t, \cdot)-\bar{\phi}\|_{C^{4}([0, l])} \leqq \varepsilon, \quad\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])} \leqq \varepsilon \quad \forall t \geqq 0 .
$$

It is said to be asymptotically stable in $C^{4}([0, l])$ if (i) holds and
(ii) there is $\bar{\delta}>0$ such that for any $\varepsilon>0$ there exists $T_{\varepsilon}>0$ such that if $u_{0}, v_{0} \in$ $C^{4}([0, l])$ satisfy $(2.14)$ and $\left\|u_{0}-\bar{\phi}\right\|_{C^{4}([0, l])}+\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq \bar{\delta}$, then

$$
\|u(t, \cdot)-\bar{\phi}\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])} \leqq \varepsilon \quad \forall t \geqq T_{\varepsilon} .
$$

It is said to be unstable if it is not stable. A time periodic solution $\phi(t, x)$ of (0.1) is said to be asymptotically stable in $C^{4}([0, l])$ if
(i') for any $\varepsilon>0$ there is $\delta_{\varepsilon}>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy (2.14) and

$$
\left\|u_{0}-\phi\left(t_{0}, \cdot\right)\right\|_{C^{4}([0, l])}+\left\|v_{0}-\phi_{t}\left(t_{0}, \cdot\right)\right\|_{C^{4}([0, l])} \leqq \delta_{\varepsilon}
$$

for some $t_{0} \in \mathbb{R}$, then

$$
\left\|u(t, \cdot)-\phi\left(t_{0}+t, \cdot\right)\right\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)-\phi_{t}\left(t_{0}+t, \cdot\right)\right\|_{C^{4}([0, l])} \leqq \varepsilon \quad \forall t \geqq 0 ;
$$

(ii') there is $\bar{\delta}>0$ such that for any $\varepsilon>0$ there exists $T_{\varepsilon}>0$ such that if $u_{0}, v_{0} \in$ $C^{4}([0, l])$ satisfy (2.14), and $\left\|u_{0}-\phi\left(t_{0}, \cdot\right)\right\|_{C^{4}([0, l)}+\left\|v_{0}-\phi_{t}\left(t_{0}, \cdot\right)\right\|_{C^{4}([0, l])} \leqq \bar{\delta}$ for some $t_{0} \in \mathbb{R}$, then

$$
\left\|u(t, \cdot)-\phi\left(t_{0}+t, \cdot\right)\right\|_{C^{4}([0, l])}+\left\|u_{t}(t, \cdot)-\phi_{t}\left(t_{0}+t, \cdot\right)\right\|_{C^{4}([0, l])} \leqq \varepsilon \quad \forall t \geqq T_{\varepsilon} .
$$

We begin with the stationary solution $\bar{\phi} \equiv 0$.
3.1. Stability of the null solution and of small periodic orbits near 0 . By (2.15), there are two possibilities for $\max \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{L})\}$ to be zero: either $\delta \geqq \delta_{0}$, where

$$
\begin{equation*}
\delta_{0}=-\frac{\pi^{4}}{l^{4}} \gamma \tag{3.1}
\end{equation*}
$$

and $\beta+\left(\pi^{2} / l^{2}\right) \alpha=0$, so that the unique element of $\sigma(\tilde{L})$ on the imaginary axis is 0 , or $\delta=\delta_{0}$ and $\beta+\left(\pi^{2} / l^{2}\right) \alpha>0$, so that $\sigma(\tilde{L})$ has exactly two purely imaginary conjugate eigenvalues.

Let us consider the first case.
Proposition 3.2. Let $\delta \geqq \delta_{0}, \beta+\left(\pi^{2} / l^{2}\right) \alpha=0$. Then $\bar{\phi} \equiv 0$ is stable (but not asymptotically stable) in $C^{4}([0, l])$. Moreover, for any $\left.\eta \in\right] 0, \min \left\{\alpha / \gamma,-\operatorname{Re} \lambda_{2}\right\}[($ the eigenvalues $\lambda_{j}, j \in \mathbb{Z}$ are defined in (2.15)) there exist $r, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy the compatibility conditions (2.14), $\left\|u_{0}\right\|_{C^{4}([0, l)} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, I])} \leqq r$, and

$$
\begin{equation*}
\left\langle u_{0}, \sin \frac{\pi}{l} x\right\rangle=0 \tag{3.2}
\end{equation*}
$$

then (2.17) holds.
Proof. In this case, 0 is a simple eigenvalue of $L$ and the corresponding eigenspace is spanned by $(\sin (\pi / l) x, 0)$; we have also $\max \{\operatorname{Re} \lambda ; \lambda \in \sigma(\tilde{L}), \quad \lambda \neq 0\}=$ $\max \left\{-\alpha / \gamma, \operatorname{Re} \lambda_{2}\right\}$ (see (2.15), (2.16)). Therefore any $\omega \in\left[\max \left\{-\alpha / \gamma, \operatorname{Re} \lambda_{2}\right\}, 0[\right.$ satisfies (1.10), and the projection

$$
P^{+}(\phi, \psi)=\left(\left\langle\phi, \sin \frac{\pi}{l} x\right\rangle \sin \frac{\pi}{l} x, 0\right)
$$

obviously satisfies (1.11). The statements follow now from Proposition 1.4.
Let us consider now the case $\delta=\delta_{0}, \beta+\left(\pi^{2} / l^{2}\right) \alpha>0$.
Proposition 3.3. Let $\delta=\delta_{0}, \beta+\left(\pi^{2} / l^{2}\right) \alpha>0$. Then $\bar{\phi} \equiv 0$ is asymptotically stable in $C^{4}([0, l])$. Moreover, for any $\left.\eta \in\right] 0, \min \left\{\alpha / \gamma,-\operatorname{Re} \lambda_{2}\right\}[$ there exist $r, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy $(2.14),\left\|u_{0}\right\|_{C^{4}([0, l])} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq r$, and

$$
\begin{equation*}
\left\langle u_{0}, \sin \frac{\pi}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{\pi}{l} x\right\rangle=0 \tag{3.3}
\end{equation*}
$$

then (2.17) holds.
By Theorem 2.2, when $\delta<\delta_{0}$, the null solution is unstable. But, for $\delta$ near $\delta_{0}, \delta<\delta_{0}$, it can be proved that other solutions are stable (in fact, asymptotically stable). In particular, if $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0$, the stationary solutions $\bar{\phi}_{1}$ and $-\bar{\phi}_{1}$ are stable (see further information later in the text), and if $\beta+\left(\pi^{2} / l^{2}\right) \alpha>0$, there exists a stable small periodic orbit, as the following proposition states.

Proposition 3.4. Let $\beta+\left(\pi^{2} / l^{2}\right) \alpha>0$. Then there exists $\varepsilon<0$ such that for each $\delta \in] \delta_{0}-\varepsilon, \delta_{0}\left[\right.$, problem $(0.1),(0.2)$ has a time periodic solution $\bar{u}_{\delta}(t, x)=$ $\phi(\delta, t) \sin (\pi / l) x$, which is asymptotically stable in $C^{4}([0, l])$. Denoting by $T_{\delta}$ the period of $\bar{u}_{\delta}(\cdot, x)$, we have
(i) $\lim _{\delta \rightarrow \delta_{0}^{-}} T_{\delta}=2 l\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)^{-1 / 2}$,
(ii) $\lim _{\delta \rightarrow \delta_{0}^{-}} \max \left\{\left\|\bar{u}_{\delta}(t, \cdot)\right\|_{C^{4}([0, I])}+\left\|\frac{\partial}{\partial t} \bar{u}_{\delta}(t, \cdot)\right\|_{C^{4}([0, I])} ; t \in \mathbb{R}\right\}=0$.

There exists $r_{0}>0$ such that $\bar{u}_{\delta}$ is the unique periodic solution (translations apart) of (0.1), (0.2) in the class of the $u(t, x)$ such that $\|u(t, \cdot)\|_{C^{4}([0, l])} \leqq r_{0},\left\|u_{t}(t, \cdot)\right\|_{C^{4}([0, l])} \leqq r_{0}$ for all $t \geqq 0$.

The stability of the zero solution in Proposition 3.3 and the stability of the periodic orbits in Proposition 3.4 are closely related, so that the two propositions above will be proved together.

Proof of Propositions 3.3 and 3.4. Let $\eta>0$ be such that for $\delta \in] \delta_{0}-\eta, \delta_{0}+\eta[$ we have

> (i) $\operatorname{Re} \lambda_{1}=\operatorname{Re} \lambda_{-1}=-\frac{1}{2}\left(\delta-\delta_{0}\right)$,
> (ii) $-\frac{1}{2}\left(\delta-\delta_{0}\right)>\sup \left\{\operatorname{Re} \lambda ; \lambda \in \sigma(L), \lambda \neq \lambda_{ \pm 1}\right\}=\max \left\{-\alpha / \gamma, \operatorname{Re} \lambda_{2}\right\}$.

Then, by (3.5)(ii), each $\omega \in\left[\max \left\{-\alpha / \gamma, \operatorname{Re} \lambda_{2}\right\}, \operatorname{Re} \lambda_{1}\left[\right.\right.$ satisfies (1.9), and $X^{+}$is spanned by $(\sin (\pi / l) x, 0)$ and $(0, \sin (\pi / l) x)$. A projection satisfying (1.11) is, for instance,

$$
\begin{equation*}
P^{+}(\phi, \psi)=\left(\left\langle\phi, \sin \frac{\pi}{l} x\right\rangle \sin \frac{\pi}{l} x,\left\langle\psi, \sin \frac{\pi}{l} x\right\rangle \sin \frac{\pi}{l} x\right) . \tag{3.6}
\end{equation*}
$$

For $\delta_{0}-\eta<\delta<\delta_{0}+\eta$ set

$$
\begin{equation*}
a(\delta)=-\frac{1}{2}\left(\delta-\delta_{0}\right), \quad b(\delta)=\frac{1}{2}\left[\frac{4 \pi^{2}}{l^{2}}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)-\left(\delta-\delta_{0}\right)^{2}\right]^{1 / 2} \tag{3.7}
\end{equation*}
$$

By (3.5)(ii), $b(\delta) \in \mathbb{R}$ and $\lambda_{ \pm 1}=a(\delta) \pm i b(\delta)$. Define a basis for $X^{+}$, setting

$$
\begin{align*}
& e_{1}=\left(-\sin \frac{\pi}{l} x,-a(\delta) \sin \frac{\pi}{l} x\right)  \tag{3.8}\\
& e_{2}=\left(0, b(\delta) \sin \frac{\pi}{l} x\right)
\end{align*}
$$

With this choice of the basis in $X^{+}$the operator $L_{\mid X^{+}}: X^{+} \rightarrow X^{+}$may be represented with the matrix

$$
A(\delta)=\left(\begin{array}{cc}
a(\delta) & -b(\delta)  \tag{3.9}\\
b(\delta) & a(\delta)
\end{array}\right)
$$

We have seen that if $\left(u_{0}, v_{0}\right) \in X^{+}$, then the solution $(u(t), v(t))$ of (2.1) belongs to $X^{+}$for each $t$ belonging to the interval of existence. Set

$$
\begin{equation*}
(u(t), v(t))=x(t) e_{1}+y(t) e_{2} \tag{3.10}
\end{equation*}
$$

so that

$$
\begin{align*}
& \dot{x}(t)=a(\delta) x(t)-b(\delta) y(t) \\
& \dot{y}(t)=b(\delta) x(t)+a(\delta) y(t)+q(\delta, x(t), y(t)) \tag{3.11}
\end{align*}
$$

where $q(\delta, x, y)=\left\langle f\left(x e_{1}+y e_{2}\right), e_{2}\right\rangle$ is given by

$$
\begin{equation*}
q(\delta, x, y)=\frac{\pi^{4}}{2 l^{3} b(\delta)}\left((k+\sigma a(\delta)) x^{3}-\sigma b(\delta) x^{2} y\right) \tag{3.12}
\end{equation*}
$$

Moreover, by (3.7)

$$
\begin{equation*}
a\left(\delta_{0}\right)=0, \quad b\left(\delta_{0}\right)>0, \quad a^{\prime}\left(\delta_{0}\right)=-\frac{1}{2}<0 \tag{3.13}
\end{equation*}
$$

so that the classical Hopf bifurcation assumptions are satisfied for system (3.11). Therefore (see for instance [13, Thm. 3.1] or [16, Thm. 2.1]) there exist $\varepsilon>0, c_{0}>0$, a neighborhood $U$ of 0 in $\mathbb{R}^{2}$ and a continuous function $\left[0, c_{0}[\rightarrow] \delta_{0}-\varepsilon, \delta_{0}+\varepsilon[, c \rightarrow \delta(c)\right.$ (with $\delta(0)=\delta_{0}$ ), such that system (3.11) has a nontrivial periodic solution ( $x(t), y(t)$ ) with $(x(t), y(t)) \in U$ for all $t \in \mathbb{R}$ if and only if there exists $c \in] 0, c_{0}[$ with $\delta=\delta(c)$. Moreover any periodic solution $(x(t), y(t))$ of (3.11) with $(x(t), y(t)) \in U$ for all $t \in \mathbb{R}$ is one of the above (translations apart). Since the data are analytic, our periodic orbits have the same stability properties of the null solution of (3.11) for $\delta=\delta_{0}$ : more precisely, exactly one of the following possibilities holds (see [16, Cor. 4.4]):
(i) 0 is asymptotically stable for $\delta=\delta_{0}$, the periodic orbits given by Hopf's Theorem are asymptotically stable and occur only for $\delta<\delta_{0}$ (that is, $\delta(c)<\delta_{0}$ for any $c$ ).
(ii) 0 is unstable for $\delta=\delta_{0}$, and for any sufficiently small $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$ system (3.11) has a backward solution $(x(t), y(t))$ such that $x(0)=x_{0}, y(0)=y_{0}$ and $\lim _{t \rightarrow-\infty} x(t)=\lim _{t \rightarrow-\infty} y(t)=0$; the periodic orbits are unstable and occur only for $\delta>\delta_{0}$.
(iii) 0 is stable but not asymptotically stable for $\delta=\delta_{0}$; the periodic orbits have the same property and occur only for $\delta=\delta_{0}$ (that is, $\delta(c) \equiv \delta_{0}$ ).

To see that, in our case, (3.14)(i) holds, we may, for instance, use the classical Poincaré procedure (see [16, §3]) which allows us to construct a Lyapunov function for (3.13) when $\delta=\delta_{0}$. Using this procedure, we find that the polynomial

$$
\begin{equation*}
V(x, y)=x^{2}+y^{2}+\frac{\pi^{4} k}{4 l^{3} b^{2}\left(\delta_{0}\right)} x^{4}-\frac{\pi^{4} \sigma}{8 l^{3} b\left(\delta_{0}\right)} x^{3} y+\frac{\pi^{4} \sigma}{8 l^{3} b\left(\delta_{0}\right)} x y^{3} \tag{3.15}
\end{equation*}
$$

is such that

$$
\begin{align*}
\dot{V}(x, y) & \doteq-b\left(\delta_{0}\right) y \frac{\partial V}{\partial x}(x, y)+\left(b\left(\delta_{0}\right) x+q\left(\delta_{0}, x, y\right)\right) \frac{\partial V}{\partial x}(x, y) \\
& =-\frac{\pi^{4}}{8 l^{3}} \sigma\left(x^{2}+y^{2}\right)^{2}+\text { higher order terms } \tag{3.16}
\end{align*}
$$

so that $\dot{V}$ is negative for $(x, y)$ near $(0,0)$. Therefore $(0,0)$ is asymptotically stable when $\delta=\delta_{0}$, so that (3.4)(i) holds. The statements of Propositions 3.2 and 3.3 now follow from (b) of Proposition 1.3 and (3.14)(i) (except for the second part of Proposition 3.2, which follows from Theorem 2.2(c), and (3.4)(i), which can be deduced from [16, § 2] or [13, Thm. 3.1]).

Let us consider system (3.11) for $\delta=\delta_{0}$. Since $V(x, y)$ defined in (3.15) has degree 4 , the origin is said to be 3 -asymptotically stable in the notation of [16] and it is said to be a vague attractor in the notation of [13], [17].

Let us finally remark that the procedure above can be used to show the existence of small periodic solutions of (2.1) for $\delta$ near $h^{4} \delta_{0}$, for each $h \in \mathbb{N}, h>1$.
3.2. Stability of $\overline{\boldsymbol{\phi}}_{1}$ and of small periodic orbits near $\overline{\boldsymbol{\phi}}_{1}$. We have seen in $\S 2$ that if

$$
\begin{equation*}
\beta+\frac{\pi^{2}}{l^{2}} \alpha<0 \tag{3.17}
\end{equation*}
$$

then problem $(0.1),(0.2)$ has (at least) two nontrivial stationary solutions $\pm \bar{\phi}_{1}$, given by (2.20). The spectrum of the corresponding linear operator $L_{1}$ consists of the point $\lambda_{0}=-\alpha / \gamma$ and of the eigenvalues $\lambda_{ \pm h}, h \in \mathbb{N}$, defined in (2.23) with $n=1$. Therefore there are three critical cases of stability: namely, $\delta=\delta_{1}>\delta_{2}, \delta=\delta_{2}>\delta_{1}$ and $\delta=\delta_{1}=\delta_{2}$, where $\delta_{1}$ and $\delta_{2}$ are defined by (2.25). In the first two cases, there are two eigenvalues on the imaginary axis and the situation is very similar to the one of Propositions 3.3 and 3.4 , so the proofs of Propositions 3.5 and 3.6 below will be only outlined. Also in this section we shall consider only $\bar{\phi}_{1}$; all the results hold, with obvious modifications, for $-\bar{\phi}_{1}$ also.

Proposition 3.5. Let $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0$. Then, for $\delta=\delta_{1}>\delta_{2}, \bar{\phi}_{1}$ is unstable. In particular, for

$$
\begin{align*}
& u_{0}(x)=\bar{\phi}_{1}(x)+a \sin \frac{\pi}{l} x, \quad 0 \leqq x \leqq l, \\
& v_{0}(x)=b \sin \frac{\pi}{l} x, \quad 0 \leqq x \leqq l \tag{3.18}
\end{align*}
$$

with $a, b \in \mathbb{R}, a, b$ sufficiently small, then there exists a backward solution $u:]-\infty, 0] \times$ $[0, l] \rightarrow \mathbb{R}$ of $(0.1)-(0.3), u(t, x)=\bar{\phi}_{1}(x)+a(t) \sin (\pi / l) x$ such that $\lim _{t \rightarrow-\infty} a(t)=$ $\lim _{t \rightarrow-\infty} \dot{a}(t)=0$. If $\delta=\delta_{2}>\delta_{1}$, there $\bar{\phi}_{1}$ is asymptotically stable. Moreover, for any $n \in] 0, \min \left\{a / \gamma, \operatorname{Re} \lambda_{1}, \operatorname{Re} \lambda_{3}\right\}\left[\right.$ there exist $r, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy (2.14), $\left\|u_{0}-\bar{\phi}_{1}\right\|_{C^{4}([0, l])} \leqq r,\left\|v_{0}\right\|_{C^{4}([0, l])} \leqq r$, and

$$
\begin{equation*}
\left\langle u_{0}, \sin \frac{2 \pi}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{2 \pi}{l} x\right\rangle=0, \tag{3.19}
\end{equation*}
$$

then (2.26) holds.
Proposition 3.6. Let $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0$ and $\delta_{1}<\delta_{2}$ (resp. $\left.\delta_{1}>\delta_{2}\right)$. Then there exists $\varepsilon>0$ such that for any $\delta \in] \delta_{2}-\varepsilon, \delta_{2}[$ (resp. $\delta \in] \delta_{1}, \delta_{1}+\varepsilon[$ ), problem (0.1), (0.2) has a nonconstant time periodic solution $w_{\delta}(t, x)=\phi(\delta, t) \sin (2 \pi / l) x \quad\left(r e s p . w_{\delta}(t, x)=\right.$ $\phi(\delta, t) \sin (\pi / l) x)$, which is asymptotically stable (resp. unstable) in $C^{4}([0, l])$. Denoting by $T_{\delta}$ the period of $\phi(\delta, \cdot)$, we have

$$
\begin{aligned}
& \lim _{\delta \rightarrow \delta_{2}^{-}} T_{\delta}=\frac{l^{2}}{\pi}(3 \alpha)^{-1 / 2}\left(\text { resp. } \lim _{\delta \rightarrow \delta_{1}^{+}} T_{\delta}=2 l\left[-2\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)\right]^{-1 / 2}\right), \\
& \lim _{\delta \rightarrow \delta_{2}^{-}}\left(\text {resp. } \lim _{\delta \rightarrow \delta_{1}^{+}}\right) \max \left\{\left\|w_{\delta}(t, \cdot)-\bar{\phi}\right\|_{C^{4}([0, l])}+\left\|\frac{d}{d t} w_{\delta}(t, \cdot)\right\|_{C^{4}([0, l])}, \quad t \in \mathbb{R}\right\}=0 .
\end{aligned}
$$

Moreover, there exists $r>0$ such that $w_{\delta}$ is the unique periodic solution of (0.1), (0.2) (translations apart) satisfying $\left\|w_{\delta}(t, \cdot)-\bar{\phi}_{1}\right\|_{C^{4}([0, l)}+\left\|(d / d t) w_{\delta}(t, \cdot)\right\|_{C^{4}([0, l)} \leqq r$ for all $t \in \mathbb{R}$.

Sketch of the proof of Propositions 3.5 and 3.6. We have to use the procedure of Propositions 3.3 and 3.4 , with obvious changes: $\delta_{0}$ must be replaced by $\max \left\{\delta_{1}, \delta_{2}\right\}, u(t)$ by $u(t)-\bar{\phi}_{1}, L$ by $L_{1}$ (see (2.21)). Now $a(\delta)$ and $b(\delta)$ are defined by

$$
\begin{align*}
& a(\delta)=-\frac{1}{2}\left(\delta-\max \left\{\delta_{1}, \delta_{2}\right\}\right), \\
& b(\delta)=\left\{\begin{array}{l}
b_{1}(\delta) \doteq \frac{1}{2}\left[-\frac{8 \pi^{2}}{l^{2}}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)-\left(\delta-\delta_{1}\right)^{2}\right]^{1 / 2} \quad \text { if } \delta_{1}>\delta_{2}, \\
b_{2}(\delta) \doteq \frac{1}{2}\left[48 \frac{\pi^{4}}{l^{4}} \alpha-\left(\delta-\delta_{2}\right)^{2}\right]^{1 / 2} \quad \text { if } \delta_{1}<\delta_{2}
\end{array}\right. \tag{3.20}
\end{align*}
$$

and $q(\delta, x, y)$ in (3.11) is given by

$$
q(\delta, x, y)=\left\{\begin{align*}
\text { (i) } & \frac{\pi^{3}}{2 l^{2} b(\delta)}\left[-\frac{2}{k l}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)\right]^{1 / 2} \\
& \cdot\left[(-3 k-2 \sigma a(\delta)) x^{2}+2 \sigma b(\delta) x y\right] \\
& \quad+\frac{\pi^{4}}{2 l^{3} b(\delta)}\left[(k+\sigma a(\delta)) x^{3}-\sigma b(\delta) x^{2} y\right]  \tag{3.21}\\
& =A x^{2}+B x y+C x^{3}+D x^{2} y \quad \text { if } \delta_{1}>\delta_{2}, \\
\text { (ii) } & \frac{8 \pi^{4}}{l^{3} b(\delta)}\left[(k+\sigma a(\delta)) x^{3}-\sigma b(\delta) x^{2} y\right] \\
& =E x^{3}+F x^{2} y \quad \text { if } \delta_{1}<\delta_{2} .
\end{align*}\right.
$$

Then the polynomials
$V_{1}(x, y)=x^{2}+y^{2}+\frac{1}{b\left(\delta_{1}\right)}\left[\frac{2}{3} A x^{3}-\frac{2}{3} B y^{3}+\frac{1}{2} C x^{4}+\frac{1}{4}\left(D-\frac{A B}{b\left(\delta_{1}\right)}\right) x^{3} y\right.$

$$
\left.-\frac{1}{4}\left(D-\frac{A B}{b\left(\delta_{1}\right)}\right) x y^{3}+\frac{1}{2 b\left(\delta_{1}\right)} B y^{4}\right] \quad \text { if } \delta_{1}>\delta_{2}
$$

$V_{2}(x, y)=x^{2}+y^{2}+\frac{1}{2 b\left(\delta_{1}\right)}\left[E x^{4}+\frac{1}{2} F\left(x^{3} y-x y^{3}\right)\right] \quad$ if $\delta_{1}<\delta_{2}$
(constructed by the Poincaré procedure) satisfy

$$
\begin{aligned}
\dot{V}_{1}(x, y) & =\frac{1}{4}\left(D-\frac{A B}{b\left(\delta_{1}\right)}\right)\left(x^{2}+y^{2}\right)^{2}+\text { higher order terms } \\
& =\frac{\pi^{4} \sigma}{4 l^{3}}\left(x^{2}+y^{2}\right)^{2}+\text { h.o.t., } \\
\dot{V}_{2}(x, y) & =\frac{F}{4}\left(x^{2}+y^{2}\right)^{2}+\text { h.o.t. }=-\frac{2 \pi^{4} \sigma}{l^{3}}\left(x^{2}+y^{2}\right)^{2}+\text { h.o.t. }
\end{aligned}
$$

Therefore, if $\delta_{1}>\delta_{2}$, then (3.14)(ii) holds and the instability statements of Propositions 3.5 and 3.6 follow easily. If $\delta_{1}>\delta_{2}$, then (3.17)(i) holds and the stability results of Propositions 3.5 and 3.6 follow by (1.15) and Proposition 1.3(b).

The case $\delta=\delta_{1}=\delta_{2}$ is much more complicated because it requires the study of a four-dimensional system. The problem of the stability (in the critical cases) of the stationary solutions of o.d.e. in $\mathbb{R}^{4}$ has not yet been completely solved, nor under
nonresonance assumptions. However, in our case, we will obtain an equation which can be treated again by the Poincaré procedure, since ( 0.4 ) implies the nonresonance condition

$$
\begin{equation*}
\delta_{1}=\delta_{2} \Rightarrow b_{1}\left(\delta_{1}\right) / b_{2}\left(\delta_{1}\right) \in \mathbb{R} \backslash \mathbb{Q} \tag{3.22}
\end{equation*}
$$

$\left(b_{1}(\delta)\right.$ and $b_{2}(\delta)$ are defined in (3.20)).
Proposition 3.7. Let $\delta=\delta_{1}=\delta_{2}$. Then $\bar{\phi}_{1}$ is asymptotically stable in $C^{4}([0, l])$. Moreover, for any $\eta \in] 0, \min \left\{\alpha / \gamma,-\operatorname{Re} \lambda_{3}\right\}\left[\left(\lambda_{3}\right.\right.$ is defined in (2.23) with $\left.n=1\right)$ there exist $r, C>0$ such that if $u_{0}, v_{0} \in C^{4}([0, l])$ satisfy (2.14), $\left\|u_{0}-\bar{\phi}_{1}\right\|_{C^{4}([0, l])} \leqq r$, $\left\|v_{0}\right\|_{C^{4}([0, r])}<r$, and

$$
\left\langle u_{0}, \sin \frac{\pi}{l} x\right\rangle=\left\langle u_{0}, \sin \frac{2 \pi}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{\pi}{l} x\right\rangle=\left\langle v_{0}, \sin \frac{2 \pi}{l} x\right\rangle=0,
$$

then (2.26) holds.
Proof. A procedure similar to the one employed in Propositions 3.4-3.6 gives rise to the system

$$
\begin{align*}
& \dot{x}_{1}(t)=a(\delta) x_{1}(t)-b_{1}(\delta) y_{1}(t), \\
& \dot{y}_{1}(t)=b_{1}(\delta) x_{1}(t)+a(\delta) y_{1}(t)+q_{1}\left(\delta, x_{1}(t), y_{1}(t), x_{2}(t), y_{2}(t)\right),  \tag{3.23}\\
& \dot{x}_{2}(t)=a(\delta) x_{2}(t)-b_{2}(\delta) y_{2}(t), \\
& \dot{y}_{2}(t)=b_{2}(\delta) x_{2}(t)+a(\delta) y_{2}(t)+q_{2}\left(\delta, x_{1}(t), y_{1}(t), x_{2}(t), y_{2}(t)\right),
\end{align*}
$$

where $a, b_{1}, b_{2}$ are defined in (3.20), and

$$
\begin{aligned}
& q_{1}\left(\delta, x_{1}, y_{1}, x_{2}, y_{2}\right) \\
& =-\frac{\pi^{3}}{2 l^{2} b_{1}(\delta)} \sqrt{\frac{2}{k l}\left(-\beta-\frac{\pi^{2}}{l^{2}} \alpha\right)} \\
& \quad \cdot\left[3 k x_{1}^{2}+4 k x_{2}^{2}-2 \sigma x_{1}\left(-x_{1} a(\delta)+y_{1} b_{1}(\delta)\right)-4 \sigma x_{2}\left(-x_{2} a(\delta)+y_{2} b_{2}(\delta)\right)\right] \\
& \quad-\frac{\pi^{4}}{2 l^{3} b_{1}(\delta)}\left[-k x_{1}^{3}-4 k x_{1} x_{2}^{2}+\sigma x_{1}^{2}\left(-x_{1} a(\delta)+y_{1} b_{1}(\delta)\right)\right. \\
& \left.\quad+4 \sigma x_{1} x_{2}\left(-x_{2} a(\delta)+y_{2} b_{2}(\delta)\right)\right] \\
& =c(\delta) x_{1}^{2}+d(\delta) x_{2}^{2}+e(\delta) x_{1} y_{1}+f(\delta) x_{2} y_{2}+g(\delta) x_{1}^{3} \\
& \quad
\end{aligned}
$$

$$
\cdot\left[2 k x_{1} x_{2}-\sigma x_{2}\left(-x_{1} a(\delta)+y_{1} b_{1}(\delta)\right)\right]-\frac{2 \pi^{4}}{l^{3} b_{2}(\delta)}
$$

$$
\cdot\left[-k x_{1}^{2} x_{2}-4 k x_{2}^{3}+\sigma x_{1} x_{2}\left(-x_{1} a(\delta)+y_{1} b_{1}(\delta)\right)\right.
$$

$$
\left.+4 \sigma x_{2}^{2}\left(-x_{2} a(\delta)+y_{2} b_{2}(\delta)\right)\right]
$$

$$
\doteq p(\delta) x_{1} x_{2}+q(\delta) x_{2} y_{1}+r(\delta) x_{1}^{2} x_{2}+s(\delta) x_{2}^{3}+t(\delta) x_{1} x_{2} y_{1}+u(\delta) x_{2}^{2} y_{2} .
$$

Using the generalization of the Poincaré method described in [18] we construct a Lyapunov function for system (3.23) when $\delta=\delta_{1}=\delta_{2}$ :

$$
\begin{aligned}
& V\left(x_{1}, y_{1}, x_{2}, y_{2}\right)=x_{1}^{2}+y_{1}^{2}+x_{2}^{2}+y_{2}^{2}+A x_{1}^{3}+B y_{1}^{3}+C x_{1} x_{2}^{2}+D x_{2}^{2} y_{1} \\
&+E x_{1} y_{2}^{2}+F y_{1} y_{2}^{2}+G x_{1} x_{2} y_{2}+H x_{2} y_{1} y_{2},
\end{aligned}
$$

where

$$
\begin{aligned}
& A=\frac{2 c(\delta)}{3 b_{1}(\delta)}, \quad B=-\frac{2 e(\delta)}{3 b_{1}(\delta)}, \quad C=\frac{b_{2}(\delta)\left(2 b_{1}(\delta) p(\delta)-4 b_{2}(\delta) d(\delta)\right)}{b_{1}(\delta)\left(4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)\right)}, \\
& D=\frac{2 b_{2}(\delta)(q(\delta)+f(\delta))}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}, \quad E=\frac{b_{2}(\delta)\left(4 b_{2}(\delta) d(\delta)-2 b_{1}(\delta) p(\delta)\right)}{b_{1}(\delta)\left(4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)\right)}, \\
& F=\frac{-2 b_{2}(\delta)(q(\delta)+f(\delta))}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}, \quad G=\frac{-2 b_{1}(\delta)(q(\delta)+f(\delta))}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}, \\
& H=-\frac{4 b_{2}(\delta) d(\delta)-2 b_{1}(\delta) p(\delta)}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)} .
\end{aligned}
$$

Then (see $[18, \S 3]) \dot{V}$ is negative definite near $(0,0,0,0)$ if, setting for $\delta=\delta_{1}=\delta_{2}$,

$$
\begin{aligned}
& H=\frac{2}{7 b_{1}(\delta)}\left(b_{1}(\delta) l(\delta)-e(\delta)\right) \\
& K=\frac{2}{7}\left(u(\delta)+\frac{b_{1}(\delta) p(\delta) f(\delta)+2 b_{2}(\delta) q(\delta) d(\delta)}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}\right), \\
& S=\frac{b_{1}(\delta) q(\delta) p(\delta)}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)} \\
& Q=\frac{1}{2}\left(-\frac{e(\delta)}{b_{1}(\delta)}-\frac{2 b_{2}(\delta) q(\delta) d(\delta)}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}-\frac{b_{2}(\delta) p(\delta) f(\delta)}{4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)}\right),
\end{aligned}
$$

we have $H<0, K<0$ and $H Q$ or $K S \geqq 0 ; \dot{V}$ is positive definite if $H$ or $K$ is positive and $H Q$ or $K S \geqq 0$. In our case (see (3.24), (3.25)) $H$ is negative, $K$ and $S$ have the same sign of $b_{1}^{2}(\delta)-4 b_{2}^{2}(\delta)$. Therefore the null solution of (3.23) is asymptotically stable if $4 b_{2}^{2}(\delta)-b_{1}^{2}(\delta)=\beta+\left(25 \pi^{2} / l^{2}\right) \alpha$ is positive, and it is unstable if $\beta+$ $\left(25 \pi^{2} / l^{2}\right) \alpha<0$. In our case (see (0.4)) we have $\beta+\left(25 \pi^{2} / l^{2}\right) \alpha=\left(9 \pi^{2} / l^{2}\right)(E I / \rho)>0$. The conclusions follow now from Proposition 1.3(b) and (1.15).

We have seen before that the problem of existence and stability of small periodic orbits for system (3.11) is closely related to the problem of the stability of the null solution. The same thing does not happen, in general, for higher-dimensional systems. For studying small periodic solutions of (3.23) we shall use the method employed in [15].

Proposition 3.8. Let $\beta+\left(\pi^{2} / l^{2}\right) \alpha<0, \delta=\delta_{1}=\delta_{2}$ and assume (3.23). Then there exists $\varepsilon>0$ such that for any $\delta \in] \delta_{1}-\varepsilon, \delta_{1}+\varepsilon\left[, \delta \neq \delta_{1}\right.$, problem ( 0.1 ), ( 0.2 ) has a nonconstant time periodic solution $u_{\delta}$, given by $u(t, x)=a_{1}(\delta, t) \sin (\pi / l) x+$ $a_{2}(\delta, t) \sin (2 \pi / l) x, t \in \mathbb{R}, x \in[0, l]$, with $a_{2}(\delta, \cdot) \equiv 0$ for $\delta>\delta_{1} . u_{\delta}$ is unstable in $C^{4}([0, l])$ and, denoting by $T_{\delta}$ the period of $u_{\delta}$, we have

$$
\begin{gather*}
\lim _{\delta \rightarrow \delta_{1}^{-1}} T_{\delta}=\frac{l^{2}}{\pi}(3 \alpha)^{-1 / 2}, \quad \lim _{\delta \rightarrow \delta_{1}^{+}} T_{\delta}=2 l\left[-2\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right)\right]^{-1 / 2},  \tag{3.26}\\
\lim _{\delta \rightarrow \delta_{1}} \max \left\{\left\|u_{\delta}(t, \cdot)-\bar{\phi}_{1}\right\|_{C^{4}([0, l])}+\left\|\frac{d}{d t} u_{\delta}(t, \cdot)\right\|_{C^{4}([0, l])} ; t \in \mathbb{R}\right\}=0 . \tag{3.27}
\end{gather*}
$$

Moreover there exists $r>0$ such that if $v(t, x): \mathbb{R} \times[0, l] \rightarrow \mathbb{R}$ is a $T$-periodic solution of (0.1), (0.2) with

$$
\sup \left\{\|v(t, \cdot)-\bar{\phi}\|_{C^{4}([0, l])}+\left\|\frac{d}{d t} v(t, \cdot)\right\|_{C^{4}([0, l])} \leqq r\right\}
$$

and

$$
\left|T-\frac{l}{\pi}(3 \alpha)^{-1 / 2}\right| \leqq r\left(\operatorname{resp} .\left|T-2 l\left[-2\left(\beta+\left(\frac{\pi^{2}}{l^{2}}\right) \alpha\right)\right]^{-1 / 2}\right| \leqq r\right)
$$

then $v(t, \cdot)=v_{\delta}(t+r, \cdot)$ for some $\left.\tau \in \mathbb{R}, \delta \in\right] \delta_{1}-\varepsilon, \delta_{1}\left[(\right.$ resp. $\delta \in] \delta_{1}, \delta_{1}+\varepsilon[)$.
Proof. Let us consider again system (3.23). Existence and uniqueness of small periodic solutions satisfying (3.26) may be proved by applying Hopf's Theorem twice (see [13, Thm. 3.15], since the transversality condition $a^{\prime}\left(\delta_{1}\right) \neq 0$ holds. We find that the periodic orbits corresponding to the eigenvalues $a(\delta) \pm i b_{1}(\delta)\left(\right.$ resp. $\left.a(\delta) \pm i b_{2}(\delta)\right)$ occur for $\delta>\delta_{1}$ (resp. $\delta<\delta_{1}$ ).

Let us consider first the couple of eigenvalues $a(\delta) \pm i b_{1}(\delta)$, where $a(\delta), b_{1}(\delta)$ are defined in (3.20). The manifold $x_{2}=y_{2}=0$ is invariant for system (3.23). In particular, setting $x_{2}=y_{2}=0$, the $\left(x_{1}, y_{1}\right)$-part of (3.23) takes the form

$$
\begin{equation*}
x_{1}=-b_{1}(\delta) y_{1}, \quad y_{1}=b_{1}(\delta) x_{1}+q\left(\delta, x_{1}, y_{1}\right) \tag{3.28}
\end{equation*}
$$

where $q(\delta, x, y)$ is defined in (3.21)(i). Therefore (see the proof of Proposition 3.6) the small periodic solutions of (3.28) occurring for $\delta>\delta_{1}$ are unstable. Setting now $u_{\delta}(t, x)=\bar{x}_{1}(t) \sin (\pi / l) x, u_{\delta}$ satisfies all the statements of Proposition 3.8 (the uniqueness follows from Proposition 1.3(a)).

Let us consider now the second couple of eigenvalues $a(\delta) \pm i b_{2}(\delta)$. The existence of another invariant manifold $\left(x_{1} y_{1}\right)=\phi\left(x_{2}, y_{2}\right)$ (which could allow us to reduce again (3.23) to a two-dimensional system) is not evident. To study the stability properties of the periodic solutions of (3.23) given by Hopf's Theorem we shall use the procedure of [15]. To use the notation of [15], we replace $t$ by $\tau=t / b_{2}\left(\delta_{1}\right)$. Setting $x(t)=$ $x_{2}\left(t / b_{2}\left(\delta_{1}\right)\right), y(t)=y_{2}\left(t / b_{2}\left(\delta_{1}\right)\right), z_{1}(t)=x_{1}\left(t / b_{2}\left(\delta_{1}\right)\right), z_{2}(t)=y_{1}\left(t / b_{2}\left(\delta_{1}\right)\right)$, and taking $\delta=\delta_{1},(3.23)$ becomes

$$
\begin{align*}
& \dot{x}=-y, \quad \dot{y}=x+\frac{1}{b_{1}\left(\delta_{1}\right)} q_{2}\left(\delta_{1}, z_{1}, z_{2}, x, y\right), \\
& \dot{z}_{1}=-\omega z_{2}, \quad \dot{z}_{2}=\omega z_{1}+\frac{1}{b_{2}\left(\delta_{1}\right)} q_{1}\left(\delta_{1}, z_{1}, z_{2}, x, y\right), \tag{3.29}
\end{align*}
$$

where $\omega=b_{1}\left(\delta_{1}\right) / b_{2}\left(\delta_{1}\right)$ and $q_{1}, q_{2}$ are defined in (3.24), (3.25). Thanks to the nonresonance condition (3.22), for each $h \in \mathbb{N}$ it is possible to find a polynomial $\Phi^{(h)}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of degree $h$, such that

$$
\left.\frac{d}{d t}\left(z-\Phi^{(h)}(x, y)\right)\right|_{z=\Phi^{(h)}(x, y)}=o\left(x^{2}+y^{2}\right)^{h / 2}
$$

where $d / d t$ is evaluated along the solutions of (3.29). In particular, for $h=3$, we get

$$
\begin{aligned}
\Phi^{(3)}(x, y) & =\left(A_{1} x^{2}+B_{1} x y+C_{1} y^{2}, A_{2} x^{2}+B_{2} x y+C_{2} y^{2}\right) \\
& =\left(\Phi_{1}^{(3)}(x, y), \Phi_{2}^{(3)}(x, y)\right),
\end{aligned}
$$

where

$$
\begin{array}{lll}
A_{1}=\frac{d\left(\delta_{1}\right)}{\omega b_{2}\left(\delta_{1}\right)} \frac{2-\omega^{2}}{\omega^{2}-4}, & B_{1}=-\frac{\omega f\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)\left(\omega^{2}-4\right)}, & C_{1}=\frac{2 d\left(\delta_{1}\right)}{\omega b_{2}\left(\delta_{1}\right)\left(\omega^{2}-4\right)} \\
A_{2}=\frac{f\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)\left(\omega^{2}-4\right)}, & B_{2}=-\frac{2 d\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)\left(\omega^{2}-4\right)}, & C_{2}=-\frac{f\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)\left(\omega^{2}-4\right)}
\end{array}
$$

and the functions $d, f$ are defined in (3.24) and (3.25). When we set $z=\Phi^{(3)}(x, y)$ in (3.29), the ( $x, y$ )-part becomes

$$
\begin{align*}
\dot{x}= & -y, \\
\dot{y}=x & +\frac{p\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} x \Phi_{1}^{(3)}(x, y)+\frac{q\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} x \Phi_{2}^{(3)}(x, y)  \tag{3.30}\\
& +\frac{s\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} x^{3}+\frac{u\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} x^{2} y+\frac{r\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)}\left(\Phi_{1}^{(3)}(x, y)\right)^{2} \\
& +\frac{t\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} \Phi_{1}^{(3)}(x, y)\left(\Phi_{1}^{(3)}(x, y)\right)^{2} .
\end{align*}
$$

By the Poincaré procedure we find that the polynomial

$$
\begin{aligned}
V(x, y)= & x^{2}+y^{2}+\frac{c\left(\delta_{1}\right)}{2} x^{4}+\frac{1}{4}\left(\frac{p\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} B_{1}+\frac{q\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} B_{2}\right) \\
& \cdot\left(x^{3} y+x y^{3}\right)-\frac{e\left(\delta_{1}\right)}{2} y^{4}
\end{aligned}
$$

satisfies

$$
\begin{align*}
\dot{V}(x, y) & =\frac{1}{4}\left(\frac{p\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} B_{1}+\frac{q\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} B_{2}\right)\left(x^{2}+y^{2}\right)+\text { h.o.t. }  \tag{3.31}\\
& \doteq G_{3}\left(x^{2}+y^{2}\right)^{2}+\text { h.o.t. }
\end{align*}
$$

so that $V$ is negative definite for small $(x, y)$ (since $\delta_{1}=\delta_{2}$ implies $\omega^{2}-4>0$; see (0.4)) The definiteness of $V$ implies (see [15, Thms. 2.2, 3.1, 4.2]) that the stability properties of the bifurcating orbits may be recognized by studying the auxiliary system (3.30)(3.32) and its normal form, where

$$
\begin{align*}
\dot{\chi}_{1}= & -\frac{G_{3}}{2}\left(x^{2}+y^{2}\right) \chi_{1}-\omega \chi_{2}, \\
\dot{\chi}_{2}=\omega & \omega \chi_{1}-\frac{G_{3}}{2}\left(x^{2}+y^{2}\right) \chi_{2}+\frac{1}{b_{2}\left(\delta_{1}\right)}  \tag{3.32}\\
& \cdot\left[2 c\left(\delta_{1}\right) \Phi_{1}^{(3)}(x, y)+e\left(\delta_{1}\right) \Phi_{1}^{(3)}(x, y)+h\left(\delta_{1}\right) x^{2}+m\left(\delta_{1}\right) x y\right] \chi_{1} \\
& +\frac{e\left(\delta_{1}\right)}{b_{2}\left(\delta_{1}\right)} \Phi_{1}^{(3)}(x, y) \chi_{2} .
\end{align*}
$$

The normal form of (3.32) (see [1], [20]) may be obtained by a change of variables $\chi=\xi+L(x, y) \xi$, where $L(x, y) \xi=\left(\phi_{11}(x, y) \xi_{1}+\phi_{12}(x, y) \xi_{2}, \phi_{21}(x, y) \xi_{1}+\phi_{22}(x, y) \xi_{2}\right)$ and $\phi_{i j}(j=1,2)$ are polynomials of degree 3 vanishing at the origin, such that (3.32) becomes

$$
\begin{align*}
& \dot{\xi}_{1}=P\left(x^{2}+y^{2}\right) \xi_{1}-\left(\omega+Q\left(x^{2}+y^{2}\right)\right) \xi_{2}+\psi_{1}(x, y) \xi,  \tag{3.33}\\
& \dot{\xi}_{2}=\left(\omega+Q\left(x^{2}+y^{2}\right)\right) \xi_{1}+P\left(x^{2}+y^{2}\right) \xi_{2}+\psi_{2}(x, y) \xi,
\end{align*}
$$

where $P, Q \in \mathbb{R}$ and $\psi_{j}(x, y)=o\left(x^{2}+y^{2}\right)^{3 / 2}$. Then ( $[15$, Thm. 4.3]) the bifurcating orbits given by Hopf's Theorem are stable if both $G_{3}$ and $P$ are negative ( $G_{3}$ is given by
(3.31)), they are unstable if one of them is positive. In our case we get

$$
P=-\frac{G_{3}}{2}-\frac{d\left(\delta_{1}\right)}{b_{1}\left(\delta_{2}\right)}
$$

so that the orbits are unstable. Now it is sufficient to set $u_{\delta}(t, x)=$ $-\bar{x}_{1}(t) \sin (\pi / l) x-\bar{x}_{2}(t) \sin (2 \pi / l) x\left(\right.$ where $\left(\bar{x}_{1}(\cdot), \bar{y}_{1}(\cdot), \bar{x}_{2}(\cdot), \bar{y}_{2}(\cdot)\right)$ is the periodic solution of (3.32)), and the proof is finished.

In Tables 1 and 2 we summarize the stability properties of the stationary solutions $0, \bar{\phi}_{1},-\bar{\phi}_{1}$.

Table 1
Stability of the null solution.

|  | $\beta+\frac{\pi^{2}}{l^{2}} \alpha<0$ | $\beta+\frac{\pi^{2}}{l^{2}} \alpha=0$ | $\beta+\frac{\pi^{2}}{l^{2}} \alpha>0$ |
| :---: | :---: | :---: | :---: |
| $\delta<\delta_{0}$ | unstable <br> Theorem 2.2(b) | unstable <br> Theorem 2.2(b) | unstable <br> Theorem 2.2(b) |
| $\delta=\delta_{0}$ | unstable <br> Theorem 2.2(b) | stable <br> Proposition 3.2 | asymptotically stable <br> Proposition 3.3 |
| $\delta>\delta_{0}$ | unstable <br> Theorem 2.2(b) | stable <br> Proposition 3.2 | asymptotically stable <br> Theorem 2.2(a) |

Table 2
Stability of $\bar{\phi}_{1}$ and $-\bar{\phi}_{1}\left(\beta<-\left(\pi^{2} / l^{2}\right) \alpha\right)$.

| $\delta<\max \left\{\delta_{1}, \delta_{2}\right\}$ | unstable | Theorem 2.3(b) |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\delta=\delta_{1}>\delta_{2}$ | unstable | Proposition 3.5 |  |  |  |
| $\delta=\delta_{1}=\delta_{2}$ | asymptotically stable | Proposition 3.7 |  |  |  |
| $\delta=\delta_{2}>\delta_{1}$ | asymptotically stable | Proposition 3.5 |  |  |  |
| $\delta>\max \left\{\delta_{1}, \delta_{2}\right\}$ | asymptotically stable | Theorem 2.3(a) |  |  |  |
| $\delta_{0}=-\frac{\pi^{4}}{l^{4}} \gamma$ |  |  |  | $\delta_{1}=-\frac{\pi^{4}}{l^{4}} \gamma+\frac{\pi^{2}}{l^{2}}\left(\beta+\frac{\pi^{2}}{l^{2}} \alpha\right) \frac{\sigma}{k}$, | $\delta_{2}=-\frac{16 \pi^{4}}{l^{4}} \gamma$. |

## Appendix.

## Proofs of the propositions of $\S 1$.

Proof of Proposition 1.1. The proof is straightforward, and it will be only outlined. Let $\bar{w} \in D(L)$, and let $r>0$ be such that $g$ is Lipschitz continuous on the closed ball centered at $\bar{w}$ with radius $r$.

Let $0 \leqq t_{0}<t_{1}, w_{0} \in D(L),\left\|w_{0}-\bar{w}\right\|_{D(L)} \leqq r / 2$. Consider the problem

$$
\begin{equation*}
\dot{w}=L w+g(w), \quad t_{0} \leqq t \leqq t_{1}, \quad w\left(t_{0}\right)=w_{0} . \tag{A.1}
\end{equation*}
$$

A function $w \in C^{1}\left(\left[t_{0}, t_{1}\right] ; X\right) \cap C\left(\left[t_{0}, t_{1}\right] ; D(L)\right)$ is a solution of (A.1) if and only if

$$
\begin{equation*}
w(t)=e^{\left(t-t_{0}\right) L} w_{0}+\int_{t_{0}}^{t} e^{(t-s) L} g(w(s)) d s, \quad t_{0} \leqq t \leqq t_{1} \tag{A.2}
\end{equation*}
$$

Set

$$
\begin{aligned}
& Y=\left\{w \in C\left(\left[t_{0}, t_{1}\right] ; D(L)\right) ;\|w(\cdot)-\bar{w}\|_{C\left(\left[t_{0}, t_{1}\right] ; D(L)\right)} \leqq r\right\} \\
& \Gamma: Y \rightarrow C\left(\left[t_{0}, t_{1}\right] ; D(L)\right), \quad \Gamma(w)(t)=e^{\left(t-t_{0}\right) L} w_{0}+\int_{t_{0}}^{t} e^{(t-s) L} g(w(s)) d s .
\end{aligned}
$$

In fact, $\Gamma(Y) \subset C\left(\left[t_{0}, t_{1}\right] ; D(L)\right)$ because for each $w \in Y, g(w(\cdot))$ belongs to $C\left(\left[t_{0}, t_{1}\right] ; D_{L}(\theta, \infty)\right.$ ) and $w_{0} \in D(L), L w_{0} \in X=\overline{D(L)}$ (see [19, Thm. 5.5]). Moreover, using the estimates (see [19, § 1])

$$
\left\|e^{s L}\right\|_{\mathscr{L}(D(L))} \leqq K, \quad\left\|s^{1-\theta} e^{s L}\right\|_{\mathscr{L}\left(D_{L}(\theta, \infty) ; D(L)\right)} \leqq K, \quad 0 \leqq s \leqq t_{1}-t_{0}
$$

we can easily see that if $t_{1}-t_{0}$ and $r$ are sufficiently small, then $\Gamma(Y) \subset Y$ and $\Gamma$ is a contraction with constant $\alpha<1$, not depending on $w_{0}$, so that $\Gamma$ has a unique fixed point $w$ in $Y$. It is also easy to show that in fact $w$ is the unique solution of (A.1), and that if $w_{0 n} \in D(L)(n \in \mathbb{N})$ are such that $\lim _{n \rightarrow \infty}\left\|w_{0}-w_{0 n}\right\|_{D(L)}=0$, then, denoting by $w_{n}$ the solution of (A.1) with initial value $w_{0 n}$, we have $\lim _{n \rightarrow+\infty}\left\|w-w_{n}\right\|_{C\left(\left[t_{0}, t_{1}\right] ; D(L)\right)}=0$. Consider again the solution of (A.1): we have $w\left(t_{1}\right) \in D(L)$, so that $w$ can be continued to some interval $\left[t_{1}, t_{2}\right]$. Set

$$
\tau=\sup \{T>0 ;(1.3) \text { has a solution in }[0, T]\}
$$

Then $[0, \tau[$ is the maximal interval of existence of the solution of (1.3). The last statement may be proved as in [10, Thm. 4.11], with obvious modifications.

Proof of Proposition 1.2. For $\eta \in] 0, \bar{\omega}[$ let $M(\eta)>0$ be such that

$$
\begin{aligned}
& \left\|t^{1-\theta} e^{t L}\right\|_{L\left(D_{L}(\theta, \infty), D(L)\right)} \leqq M(\eta) e^{-\eta t} \quad \text { for all } t>0, \\
& \left\|e^{t L}\right\|_{L(D(L))} \leqq M(\eta) e^{-\eta t} \quad \text { for all } t>0 .
\end{aligned}
$$

Fix $0<\eta<\eta_{1}<\bar{\omega}$ and let $R, K>0$ be such that $\|x\|_{D(L)} \leqq R \Rightarrow\|g(x)\|_{D_{L}(\theta, \infty)} \leqq$ $K\|x\|_{D(L)}^{2}$. Let $r \leqq R$ be such that $\left(M\left(\eta_{1}\right) K \Gamma(\theta) /\left(\eta_{1}-\eta\right)^{\theta}\right) r^{2} \leqq r / 3$ ( $\Gamma$ denotes the Euler Gamma Function). We shall show that, if $w_{0} \in D(L)$ and $\left\|w_{0}\right\|_{D(L)}<r / 3 M(\eta)$, then $\tau\left(w_{0}\right)=+\infty$ and (1.7) holds. Assume by contradiction that $\tau\left(w_{0}\right)<+\infty$. Then, setting

$$
T=\sup \left\{t>0, \tau\left(w_{0}\right)>2 t,\left\|w(s) e^{\eta s}\right\|_{D(L)} \leqq r, 0 \leqq s \leqq t\right\}
$$

we have $T<+\infty$, and $\left\|w(T) e^{\eta T}\right\|_{D(L)}=r$ because of the continuity of $w$. Therefore

$$
\begin{aligned}
r & =\left\|w(T) e^{\eta T}\right\|_{D(L)} \leqq M(\eta)\left\|w_{0}\right\|_{D(L)}+\left\|\int_{0}^{T} e^{(T-s) L} g(w(s)) d s\right\|_{D(L)} \\
& \leqq M(\eta)\left\|w_{0}\right\|_{D(L)}+e^{\eta T} M\left(\eta_{1}\right) \int_{0}^{T} e^{-\eta_{1}(T-s)}(T-s)^{\theta-1} K r^{2} e^{-2 \eta s} d s \\
& \leqq \frac{r}{3}+M\left(\eta_{1}\right) K r^{2} \int_{0}^{T} e^{\left(-\eta_{1}+\eta\right)(T-s)}(T-s)^{\theta-1} d s \leqq \frac{2}{3} r .
\end{aligned}
$$

Hence $\tau\left(w_{0}\right)=T=+\infty$, and (1.7) holds with $C(\eta)=(3 / 2) M(\eta)$.
Proof of Proposition 1.3. The proof follows the same lines as in [3, Thms. 3.3, 3.4], but is simpler because of the invariance properties of $\boldsymbol{X}^{+}$.
(a) Set $\omega_{1}=\sup \left\{\operatorname{Re} \lambda ; \lambda \in \sigma_{\omega}^{-}(L)\right\}, w_{2}=\min \left\{\operatorname{Re} \lambda ; \lambda \in \sigma_{\omega}^{+}(L)\right\}, \omega_{3}=\max \{\operatorname{Re} \lambda$; $\left.\lambda \in \sigma_{\omega}^{+}(L)\right\}$, and define the operators:

$$
\begin{align*}
& L_{1}: D\left(L_{1}\right)=D(L) \cap X^{-} \rightarrow X^{-}, \quad L_{1} x=L x,  \tag{A.3}\\
& L_{2}: D\left(L_{2}\right)=X^{+} \rightarrow X^{+}, \quad L_{2} x=L x .
\end{align*}
$$

Then $D_{L_{1}}(\theta, \infty)=D_{L}(\theta, \infty) \cap X^{-}$. For $\left.\eta \in\right] 0,-\omega_{1}\left[\right.$ let $M_{1}(\eta)>0$ be such that

$$
\begin{align*}
\left\|e^{t L_{1}}\right\|_{\mathscr{L}\left(D\left(L_{1}\right)\right)} & \leqq M_{1}(\eta) e^{-\eta t},\left\|t^{1-\theta} e^{t L_{1}}\right\|_{\mathscr{L}\left(D_{L}(\theta, \infty) ; D\left(L_{1}\right)\right)}  \tag{A.4}\\
& \leqq M_{1}(\eta) e^{-\eta t} \quad \forall t>0
\end{align*}
$$

and, for $\varepsilon>0$, let $M_{2}(\varepsilon)>0$ be such that

$$
\begin{align*}
\left\|e^{t L_{2}}\right\|_{\mathscr{L}\left(X^{+}\right)} \leqq M_{2}(\varepsilon) e^{\left(\omega_{2}-\varepsilon\right) t} & \forall t \leqq 0,  \tag{A.5}\\
\left\|e^{t L_{2}}\right\|_{\mathscr{S}\left(X^{+}\right)} \leqq M_{3}(\varepsilon) e^{\left(\omega_{3}+\varepsilon\right) t} & \forall t \geqq 0 .
\end{align*}
$$

For $\rho>0$ (to be chosen later) consider the system

$$
\begin{array}{ll}
\dot{x}(t)=L_{1} x(t)+g_{1}(x(t), y(t)), & x(0)=x_{0}, \\
\dot{y}(t)=L_{2} y(t)+g_{2}(x(t), y(t)), & y(0)=y_{0}, \tag{A.6}
\end{array}
$$

where

$$
\begin{aligned}
& x_{0}=P^{-} w_{0}, \quad y_{0}=P^{+} w_{0}, \\
& g_{1}: D\left(L_{1}\right) \times X^{+} \rightarrow D_{L_{1}}(\theta, \infty), \quad g_{1}(x, y)=P^{-} g(x+\psi(y / \rho) y), \\
& g_{2}: D\left(L_{1}\right) \times X^{+} \rightarrow X^{+}, \quad g_{2}(x, y)=P^{+} g(x+\psi(y / \rho) y)
\end{aligned}
$$

and $\psi: X^{+} \rightarrow \mathbb{R}$ is a $C^{\infty}$ function such that

$$
\begin{aligned}
& 0 \leqq \psi(x) \leqq 1 \quad \forall x \in X^{+}, \\
& \psi(x)=1 \quad \text { if }\|x\| \leqq \frac{1}{2}, \quad \psi(x)=0 \quad \text { if }\|x\| \geqq 1 .
\end{aligned}
$$

System (A.6) is equivalent (setting $x(t)=P^{-} w(t), y(t)=P^{+} w(t)$ ) to (3.1) when $\|w(t)\|_{D(L)}$ is sufficiently small. Proposition 1.1 may be applied to system (A.6) to get local existence and uniqueness of the solution. Let

$$
\begin{align*}
& K(\rho)=\max \left\{\left\|\frac{\partial g_{1}}{\partial x}(x, y)\right\|_{\mathscr{L}\left(D\left(L_{1}\right), D_{L_{1}}(\theta, \infty)\right)},\left\|\frac{\partial g_{1}}{\partial y}(x, y)\right\|_{\mathscr{S}\left(X^{+}, D_{L_{1}}(\theta, \infty)\right)},\right. \\
& \left\|\frac{\partial g_{2}}{\partial x}(x, y)\right\|_{\mathscr{L}\left(D\left(L_{1}\right), X^{+}\right)},\left\|\frac{\partial g_{2}}{\partial y}(x, y)\right\|_{\mathscr{L}\left(X^{+}\right)},  \tag{A.7}\\
& \left.y \in X^{+}, x \in D\left(L_{1}\right),\|x\|_{D\left(L_{1}\right)} \leqq \rho\right\} .
\end{align*}
$$

Then $\lim _{\rho \rightarrow 0} K(\rho)=0$.
It is easy to see (arguing as in the proof of Proposition 1.2) that there exist $\bar{\rho}, \bar{c}>0$ such that for $0<\rho<\bar{\rho}$ and $\left\|x_{0}\right\|_{D\left(L_{1}\right)} \leqq \bar{c} \rho$ then $\|x(t)\|_{D\left(L_{1}\right)} \leqq \rho$ for each $t \in\left[0, \tau\left(x_{0}, y_{0}\right)[\right.$. This a priori estimate implies easily $\tau\left(x_{0}, y_{0}\right)=+\infty$. Fixed such $\rho$ and $x_{0}$, let $t \geqq 0$ and let $z(s, t)(s \in \mathbb{R})$ be the solution of the i.v.p.

$$
\dot{z}(s)=L_{2} z(s)+g_{2}(0, z(s)), \quad z(t)=y(t) .
$$

Then for $0 \leqq s \leqq t$ and $\varepsilon>0$

$$
\begin{aligned}
\|y(s)-z(s, t)\| & =\left\|\int_{t}^{s} e^{(s-\sigma) L_{2}}\left[g_{2}(x(\sigma), y(\sigma))-g_{2}(0, z(\sigma, t))\right] d \sigma\right\| \\
& \leqq M_{2}(\varepsilon) \int_{s}^{t} e^{\left(\omega_{2}-\varepsilon\right)(s-\sigma)} K(\rho)\left(\|x(\sigma)\|_{D\left(L_{1}\right)}+\|y(\sigma)-z(\sigma, t)\|\right) d \sigma .
\end{aligned}
$$

Therefore, by Gronwall's Lemma

$$
\begin{aligned}
& \|y(s)-z(s, t)\| \leqq M_{2}(\varepsilon) K(\rho) \int_{s}^{t} e^{\left(-\omega_{2}+\varepsilon\right)(\sigma-s)+M_{2}(\varepsilon) K(\rho)(t-s)} \\
& \|x(\sigma)\|_{D\left(L_{1}\right)} d \sigma, \quad 0 \leqq s \leqq t
\end{aligned}
$$

so that, since $g_{1}(0, w(s, t))=0$, we have, for $\left.\eta \in\right] \max \left\{-\omega_{2}, 0\right\},-\omega_{1}[$ and $\varepsilon \in] 0, \omega_{2}+\eta[$ :

$$
\begin{aligned}
& \left\|e^{\eta s} g_{1}(x(s), y(s))\right\|_{D_{L_{1}}(\theta, \infty)} \\
& \quad \leqq K(\rho)\left\|e^{\eta s} x(s)\right\|_{D\left(L_{1}\right)}+M_{2}(\varepsilon)(K(\rho))^{2} \int_{s}^{t} e^{\left(-\omega_{2}+\varepsilon-\eta\right)(\sigma-s)} d \sigma e^{M_{2}(\varepsilon) K(\rho)(t-s)} \\
& \quad \cdot \sup _{s \leqq \sigma \leq t}\left\|x(\sigma) e^{\eta \sigma}\right\|_{D\left(L_{1}\right)} \\
& \quad \leqq K(\rho)\left(1+\frac{M_{2} K(\rho)}{\omega_{2}+\eta-\varepsilon}\right) \sup _{0 \leqq \sigma \leqq t}\left\|x(\sigma) e^{\mu \sigma}\right\|_{D\left(L_{1}\right)}, \quad 0 \leqq s \leqq t
\end{aligned}
$$

if $\rho$ is so small that $\omega_{2}+\eta-\varepsilon>M_{2}(\varepsilon) K(\rho)$. Then we have (since $\eta<-\omega_{1}$ )

$$
\begin{aligned}
\left\|e^{\eta t} x(t)\right\|_{D\left(L_{1}\right)}= & \left\|e^{\eta t}\left(e^{t L_{1}} x_{0}+\int_{0}^{t} e^{(t-s) L_{1}} g_{1}(x(s), y(s))\right) d s\right\|_{D\left(L_{1}\right)} \\
\leqq & M_{1}(\eta)\left\|x_{0}\right\|_{D\left(L_{1}\right)}+M_{1}\left(\frac{\eta-\omega_{1}}{2}\right) K(\rho)\left(1+\frac{M_{2} K(\rho)}{\omega_{2}+\eta-\varepsilon}\right) \int_{0}^{+\infty} e^{-\left(\eta-\omega_{1}\right)_{s} / 2} \\
& \cdot s^{\theta-1} d s \sup _{0 \leqq s \leqq t}\left\|e^{\eta s} x(s)\right\|_{D\left(L_{1}\right)} .
\end{aligned}
$$

Choose $\rho$ so small that

$$
K(\rho) M_{1}\left(\frac{\eta-\omega_{1}}{2}\right)\left(1+\frac{M_{2} K(\rho)}{\eta+\omega_{2}-\varepsilon}\right)\left(\frac{2}{\eta-\omega_{1}}\right)^{\theta} \Gamma(\theta) \leqq \frac{1}{2} .
$$

Then $\quad\|x(t)\|_{D\left(L_{1}\right)}=\left\|P^{-} w(t)\right\|_{D(L)} \leqq 2 M_{1}(\eta) e^{-\eta t}\left\|x_{0}\right\|_{D\left(L_{1}\right)}=2 M_{1}(\eta) e^{-\eta t}\left\|P^{-} w_{0}\right\|_{D\left(L_{1}\right)}$ for $t \geqq 0$ and the proof of (a) is finished.
(b) Let $\eta \in] 0,-\omega_{1}[$ and $\left.r \in] 0, \varepsilon_{0}(\eta) / 2\right]\left(\varepsilon_{0}(\eta)\right.$ is given in (a)).

Let $\Omega \subset X^{+}$be compact and asymptotically stable for the semiflow in $X^{+}$, and assume $\operatorname{diam} \Omega \leqq r$. For $\delta>0$ define $I(\Omega, \delta)=\left\{y \in X^{+} ; \operatorname{dist}(y, \Omega) \leqq \delta\right\}$. Then, if $\delta$ is sufficiently small, say $\delta \leqq \bar{\delta}$, there exists a Lyapunov function $V: I(\Omega, \delta) \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
& |V(y)-V(\bar{y})| \leqq\|y-\bar{y}\| \quad \text { for any } y, \bar{y} \in I(\Omega, \delta), \\
& V(w(t)) \leqq e^{-t} V(w(0)) \quad \text { if } w(0) \in I(\Omega, \delta), \\
& \alpha(\operatorname{dist}(y, \Omega)) \leqq V(y) \leqq \operatorname{dist}(y, \Omega) \quad \text { for any } y \in I(\Omega, \delta),
\end{aligned}
$$

where $\alpha:[0,+\infty[\rightarrow[0,+\infty[$ is increasing, continuous and $\alpha(0)=0$.
Let us define a Lyapunov function for system (A.6):

$$
W: D\left(L_{1}\right) \times I(\Omega ; \delta) \rightarrow[0,+\infty[, \quad W(x, y)=p\|x\|-V(y)
$$

where $p>1$ will be chosen later. We have

$$
\begin{equation*}
(\operatorname{dist}((x, y),\{0\} \times \Omega)) \leqq W(x, y) \leqq p \operatorname{dist}((x, y),\{0\} \times \Omega) \tag{A.8}
\end{equation*}
$$

where $\beta^{-1}(\xi)=\xi+\alpha^{-1}(\xi)$ for $\xi \geqq 0$, and the distance is in the norm $\|(x, y)\|=$ $\|x\|_{D\left(L_{1}\right)}+\|y\|, x \in D\left(L_{1}\right), y \in X^{+}$.

Let $z(t)(t \in \mathbb{R})$ be the solution of

$$
z^{\prime}(t)=L_{2} z(t)+g_{2}(0, z(t)), \quad z(0)=y_{0} .
$$

Then for $\left\|x_{0}\right\|_{D(L)} \leqq \varepsilon_{0}(\eta) / 2,\left\|y_{0}\right\|_{D(L)} \leqq \varepsilon_{0}(\eta) / 2, y_{0} \in I(\bar{\delta}, \Omega)$ and $\varepsilon>0$, we have (using Proposition 1.3(a) and Gronwall's Lemma)

$$
\|z(t)-y(t)\| \leqq c_{1} e^{c_{2} t}\left\|x_{0}\right\|_{D(L)} \quad \text { for all } t \geqq 0,
$$

where

$$
c_{1}=\frac{K(\rho) M_{3}(\varepsilon) C_{0}(\eta)}{\omega_{3}+\varepsilon+\eta}, \quad c_{2}=K(\rho) M_{3}(\varepsilon)-\eta .
$$

Since

$$
W(x(t), y(t))=V(z(t))+[V(y(t))-V(z(t))]+p\|x(t)\|_{D(L)}, \quad t \geqq 0,
$$

for $T \geqq 0$ and $T \leqq t \leqq 2 T$ we have

$$
W(x(t), y(t)) \leqq e^{-T} V\left(y_{0}\right)+\left[c_{1} e^{c_{2} t}+C_{0}(\eta) p e^{-\eta T}\right]\left\|x_{0}\right\|_{D(L)} .
$$

Let $T>0$ be such that

$$
\begin{equation*}
e^{-T} \leqq \frac{1}{2}, \quad C_{0}(\eta) e^{-T} \leqq \frac{1}{4}, \quad \alpha^{-1}\left(e^{-T} \bar{\delta}\right) \leqq \bar{\delta} \tag{A.9}
\end{equation*}
$$

and choose $p$ so large that $c_{1} e^{2 c_{2} T} \leqq p / 4$; then $W(x(t), y(t)) \leqq \frac{1}{2} W\left(x_{0}, y_{0}\right)$ for all $t \in[T, 2 T]$. Then for

$$
\left\|x_{0}\right\|_{D(L)} \leqq \frac{\bar{\delta}}{2 c_{1}} e^{-c_{2} T} \wedge \frac{\varepsilon_{0}(\eta)}{2}
$$

and $y_{0} \in I(\Omega, \bar{\delta})$ with $\left\|y_{0}\right\| \leqq \varepsilon_{0}(\eta) / 2$ we have, by (A.9) and Proposition 1.3(a), $\|x(T)\|_{D(L)} \leqq \frac{1}{4}\left\|x_{0}\right\|_{D(L)}$, and

$$
\begin{aligned}
\operatorname{dist}(y(T), \Omega) & \leqq\|y(T)-z(T)\|+\operatorname{dist}(z(T), \Omega) \\
& \leqq c_{1} e^{c_{2} T}\left\|x_{0}\right\|_{D(L)}+\alpha^{-1}(V(z(T))) \\
& \leqq \frac{\bar{\delta}}{2}+\alpha^{-1}\left(e^{-T} \bar{\delta}\right) \leqq \bar{\delta}
\end{aligned}
$$

so that we can repeat the previous argument replacing $\left(x_{0}, y_{0}\right)$ by $(x(T), y(T))$. We get

$$
W(x(t), y(t)) \leqq 2^{-n} W\left(x_{0}, y_{0}\right), \quad n T \leqq t \leqq(n+1) T, \quad n \in \mathbb{N}
$$

so that $W(x(t), y(t)) \leqq 2 e^{-(t / T) \log 2} W\left(x_{0}, y_{0}\right)$ for all $t \geqq T$. This implies, together with (A.5), that $W$ is a Lyapunov function for system (A.6) and the conclusion follows.

Proof of Proposition 1.4. Consider again system (A.6). In our cases we have $g_{1} \equiv 0$. Since the purely imaginary eigenvalues of $L$ are semisimple, there exists $M_{4}>0$ such that

$$
\left\|e^{t L_{2}}\right\|_{L\left(X^{+}\right)} \leqq M_{4} \quad \forall t \in \mathbb{R}
$$

Therefore we have

$$
\|y(t)\|_{D(L)} \leqq c M_{4}\left\|P^{+} w_{0}\right\|_{D(L)},
$$

where $c>0$ is such that $\|y\|_{D(L)} \leqq c\|y\|$ for all $y \in X^{+}$. For each $\left.\alpha \in\right] 0,-\sup \{\operatorname{Re} \lambda ; \lambda \in$ $\left.\sigma_{\omega}^{-}(L)\right\}[$ and $t \in] 0, \tau\left(w_{0}\right)[$ we have, by (A.4),

$$
\begin{aligned}
\|x(t)\|_{D(L)} \leqq & M_{1}(\alpha)\left\|P^{-} w_{0}\right\|_{D(L)} \\
& \quad+M_{1}(\alpha) \frac{\Gamma(\theta)}{\alpha^{\theta}} \sup _{0 \leqq s \leqq t}\left\|g_{1}(x(s)+y(s))\right\|_{D_{L}(\theta, \infty)} \\
\leqq & M_{1}(\alpha)\left\|P^{-} w_{0}\right\|_{D(L)}+\frac{M_{1}(\alpha) \Gamma(\theta)}{\alpha^{\theta}} \\
& \quad K(\rho)\left(\sup _{0 \leqq s \leq t}\|x(s)\|_{D(L)}+c M_{4}\left\|P^{+} w_{0}\right\|_{D(L)}\right) .
\end{aligned}
$$

Therefore for $\left\|w_{0}\right\|_{D(L)} \leqq \rho$, where $\rho$ is such that $\left(M_{1}(\alpha) \Gamma(\theta) / \alpha^{\theta}\right) K(\rho) \leqq \frac{1}{2}$, we have

$$
\|x(t)\|_{D(L)} \leqq 2 M_{1}(\alpha)\left\|P^{-} w_{0}\right\|_{D(L)}+C M_{4}\left\|P^{+} w_{0}\right\|_{D(L)}, \quad 0 \leqq t<\tau,
$$

and the statement follows easily.
Evaluation of the eigenvalues of $\tilde{\boldsymbol{L}}$. For any $\lambda \in \mathbb{C}$, the equation $\lambda(\phi, \psi)=\tilde{L}(\phi, \psi)$ is equivalent to

$$
\begin{equation*}
\text { (i) } \quad(\phi, \psi) \in D(L), \quad \text { (ii) } \quad \lambda \phi=\psi \text {, } \tag{A.10}
\end{equation*}
$$

(iii) $\quad(\alpha+\gamma \lambda) \phi^{(i v)}-\beta \phi^{\prime \prime}+\left(\lambda^{2}+\delta \lambda\right) \phi=0$.

Each solution of (A.10) is a couple of $C^{\infty}$ functions whose even order derivatives vanish at $x=0, x=1$. Therefore $\phi(x)=$ const. $\sin (h \pi / l) x(0 \leqq x \leqq l)$ for some $h \in \mathbb{N}$, and

$$
\begin{equation*}
\lambda^{2}+\lambda\left(\delta+\frac{\gamma h^{4} \pi^{4}}{l^{4}}\right)+\frac{h^{2} \pi^{2}}{l^{2}}\left(\frac{\alpha h^{2} \pi^{2}}{l^{2}}+\beta\right)=0 \tag{A.11}
\end{equation*}
$$

so that the eigenvalues of $\tilde{L}$ are given by (2.15).
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# SOME MATHEMATICAL ASPECTS ON A PROBLEM OF THE OPTIMAL DESIGN OF A VIBRATING BEAM* 
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#### Abstract

An optimal design problem for a vibrating beam is considered. The problem is to maximize (with respect to a design function $\alpha$ ) the smallest eigenvalue of a certain eigenvalue problem involving a fourth order differential equation. There is no positive lower bound prescribed for $\alpha$. Instead it is found that the proper condition on $\alpha$ is that a certain integral should be convergent. It is shown that without this condition the eigenvalue problem need not have any solution. On the other hand it is shown that for functions $\alpha$ satisfying the condition there are eigenvalues and, furthermore, that there is an $\alpha_{0}$ such that the smallest eigenvalue is as large as possible. Finally, some necessary conditions satisfied by $\alpha_{0}$ are derived in a rigorous way.
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1. Introduction. Problems of optimal design of beams or plates have been much studied in the engineering literature during the last decades, see e.g. [9], [7], [10] and [11] ([11] is a review paper with many references). In a mathematical formulation it is often the question of maximizing (with respect to a "design variable") the least eigenvalue of a certain eigenvalue problem involving a differential equation of the second or fourth order. Some of the mathematical problems appearing are the questions of existence of an optimal solution and of a rigorous derivation of the necessary conditions (justifying the formal calculations in many papers). Existence proofs when the design variable is bounded away from zero can be found in some papers, e.g. [8] and [3]. In this paper, however, we will have no such restriction. Necessary conditions for optimality for certain problems are derived in [1] and [2]. For eigenvalue problems the question of differentiability of the least eigenvalue with respect to the design variable is important; this is discussed in [6].

In this paper we will take up the problem from [9] and discuss the questions of existence and necessary conditions. The problem in [9] is to find the optimal shape of a simply supported vibrating beam. The equation of motion gives, after separation of variables, the eigenvalue problem

$$
\begin{aligned}
& \frac{d^{2}}{d x^{2}}\left(E I(x) \frac{d^{2} y}{d x^{2}}\right)=\omega^{2} \rho A(x) y, \quad 0<x<L, \\
& y(0)=y(L)=0,\left.\quad E I(x) y^{\prime \prime}(x)\right|_{x=0}=\left.E I(x) y^{\prime \prime}(x)\right|_{x=L}=0
\end{aligned}
$$

where $y$ is the deflection, $L$ is the length of the beam, $E$ is Young's modulus, $\rho$ is the density, $I(x)$ is the cross sectional moment of inertia, $A(x)$ is the cross sectional area and $\omega$ is a natural frequency of the beam. We consider the volume of the beam to be given

$$
\int_{0}^{L} A(x) d x=V
$$

[^112]and we want to choose the cross section in such a way that the least natural frequency becomes as large as possible. We will assume a relation between $I(x)$ and $A(x)$ of the form
$$
I(x)=c[A(x)]^{p}
$$
where $p=1,2,3$ are of particular interest (see [7]). Introduce the dimensionless variable $\xi=x / L$ and replace then $\xi$ by $x$. The equations are then simplified to the following:
\[

$$
\begin{align*}
& \frac{d^{2}}{d x^{2}}\left(\alpha^{p}(x) \frac{d^{2} y}{d x^{2}}\right)=\lambda \alpha(x) y, \quad 0<x<1,  \tag{1.1a}\\
& y(0)=y(1)=0,  \tag{1.1b}\\
& \left.\alpha^{p}(x) y^{\prime \prime}(x)\right|_{x=0}=\left.\alpha^{p}(x) y^{\prime \prime}(x)\right|_{x=1}=0,  \tag{1.1c}\\
& \int_{0}^{1} \alpha(x) d x=1 \tag{1.2}
\end{align*}
$$
\]

where

$$
\alpha(x)=\frac{A(x L) L}{V}, \quad \lambda=\frac{\omega^{2} \rho L^{p+3}}{c E V^{p-1}} .
$$

The function $\alpha$ is $\geqq 0$, and we allow that $\alpha(x)=0$ at some points, so that (1.1a) might be singular. We shall first (in §§ 2 and 3 ) consider the eigenvalue problem (1.1) for a fixed $\alpha$. It turns out that there exist eigenvalues if and only if

$$
\begin{equation*}
\int_{0}^{1} x^{2}(1-x)^{2} \alpha^{-p}(x) d x<\infty, \tag{1.3}
\end{equation*}
$$

provided that $\alpha$ satisfies (1.2) and $\alpha^{-p}$ is locally integrable in ( 0,1 ).
In § 4 we prove that, in the class of $\alpha$ 's satisfying (1.2) and (1.3), there exists an $\alpha_{0}$ such that the corresponding smallest eigenvalue $\lambda_{1}$ is maximal. Finally, in $\S 5$, we derive some necessary conditions for optimality.
2. The eigenvalue problem. Let $\alpha:[0,1] \rightarrow \mathbb{R}$ be a measurable function satisfying

$$
\begin{align*}
& \alpha(x) \geqq 0 \text { a.e., } \quad \int_{0}^{1} \alpha(x) d x<\infty,  \tag{2.1}\\
& \int_{0}^{1} x^{2}(1-x)^{2} \alpha^{-p}(x) d x<\infty, \tag{2.2}
\end{align*}
$$

and consider the eigenvalue problem (1.1).
In discussing this problem it is convenient to introduce some classes of functions.
Definition 2.1. (i) Let $D$ be the class of all functions $f:[0,1] \rightarrow \mathbb{R}$ such that $f^{\prime}$ exists on all $[0,1]$ and is absolutely continuous on $[0,1]$. If $f \in D$, it follows that $f$ is absolutely continuous on $[0,1]$, and $f^{\prime \prime}$ exists a.e. and belongs to $L_{1}(0,1)$.
(ii) Let $D_{\text {loc }}$ be the class of all functions $f:[0,1] \rightarrow \mathbb{R}$ such that $f$ is absolutely continuous on $[0,1], f^{\prime}$ exists on $(0,1)$ and is absolutely continuous on closed subintervals of $(0,1)$. If $f \in D_{\text {loc }}$, it follows that $f^{\prime} \in L_{1}(0,1)$ and $f^{\prime \prime} \in L_{1, \text { loc }}(0,1)$.
(iii) Let $D_{\alpha}$ be the class of all functions $f:[0,1] \rightarrow \mathbb{R}$ such that $f \in D_{\text {loc }}, f(0)=$ $f(1)=0$, and $\alpha^{p / 2} f^{\prime \prime} \in L_{2}(0,1)$.

The eigenvalue problem consists of finding $\lambda$ and $y \neq 0$ such that $y \in D_{\text {loc }}, \alpha^{p} y^{\prime \prime} \in D$, and such that (1.1) is satisfied; this means that there exists a $g \in D$ such that

$$
\begin{array}{ll}
\alpha^{p}(x) y^{\prime \prime}(x)=g(x) & \text { a.e., } \\
g^{\prime \prime}(x)=\lambda \alpha(x) y(x) & \text { a.e., }  \tag{2.3}\\
y(0)=y(1)=0, & g(0)=g(1)=0 .
\end{array}
$$

If (in a formal calculation) (1.1) is multiplied by $y$ and integrated, then after partial integrations, taking (1.1b), (1.1c) into account, we find that $\lambda$ satisfies

$$
\lambda=\frac{\int_{0}^{1} \alpha^{p}(x)\left[y^{\prime \prime}(x)\right]^{2} d x}{\int_{0}^{1} \alpha(x)[y(x)]^{2} d x} .
$$

(If $y$ satisfies the conditions above, this can be justified.)
In most treatments (see e.g. [9], [7], [11]) the eigenvalue problem is replaced by the problem of minimizing this Rayleigh quotient. It is therefore of interest to show that the minimum is attained for some $y$. The exact problem is to find the minimum of

$$
\begin{equation*}
R(y)=\frac{\int_{0}^{1} \alpha^{p}(x)\left[y^{\prime \prime}(x)\right]^{2} d x}{\int_{0}^{1} \alpha(x)[y(x)]^{2} d x} \tag{2.4}
\end{equation*}
$$

as $y$ varies over $D_{\alpha} \backslash\{0\}$. One can show by direct methods that this problem has a solution $y$. Then, as a consequence of the necessary conditions for minimum, one can show that $\alpha^{p} y^{\prime \prime} \in D$ and that (1.1) is satisfied (note in particular that (1.1c) results from the necessary conditions). We shall however proceed differently and transform (1.1) to an eigenvalue problem for an integral operator. The following lemma will then be useful.

Lemma 2.1. The differential equation

$$
\left\{\begin{array}{c}
y^{\prime \prime}=f \text { in }(0,1) \\
y(0)=y(1)=0
\end{array}\right.
$$

has the unique solution

$$
\begin{equation*}
y(x)=\int_{0}^{1} h(x, t) f(t) d t, \quad x \in[0,1] \tag{2.5}
\end{equation*}
$$

where

$$
h(x, t)= \begin{cases}-(1-x) t & \text { for } 0 \leqq t \leqq x,  \tag{2.6}\\ -x(1-t) & \text { for } x \leqq t \leqq 1,\end{cases}
$$

if
(a) $f \in L_{1}(0,1)$, in which case $y \in D$ and $\alpha^{-p / 2} y \in L_{2}(0,1)$, or
(b) $f=\alpha^{-p / 2} v$, where $v \in L_{2}(0,1)$, in which case $y \in D_{\alpha}$.

The proof consists of an easy verification, so we omit the details. Let us only remark that we use that

$$
\begin{equation*}
|h(x, t)| \leqq \min (x(1-x), t(1-t)), \tag{2.7}
\end{equation*}
$$

and that the function $t \mapsto t(1-t) \alpha^{-p / 2}(t)$ belongs to $L_{2}(0,1)$.
Theorem 2.1. Let $\alpha$ satisfy (2.1) and (2.2). Then the eigenvalue problem (1.1) (or (2.3)) has infinitely many eigenvalues, $0<\lambda_{1} \leqq \lambda_{2} \leqq \cdots$. The Rayleigh quotient (2.4) attains its minimum $\lambda_{1}$ if and only if $y$ is an eigenfunction corresponding to $\lambda_{1}$. The least eigenvalue $\lambda_{1}$ is simple and the corresponding eigenfunction can be chosen to be positive in $(0,1)$.

Proof. By a double application of Lemma 2.1 we see that a function $y \neq 0$ such that $y \in D_{\text {loc }}$ and $\alpha^{p} y^{\prime \prime} \in D$ satisfies (1.1) if and only if

$$
\begin{equation*}
y(x)=\lambda \int_{0}^{1} h(x, t) \alpha^{-p}(t)\left[\int_{0}^{1} h(t, \tau) \alpha(\tau) y(\tau) d \tau\right] d t . \tag{2.8}
\end{equation*}
$$

We have then used that $t \mapsto \alpha^{-p / 2}(t) \int_{0}^{1} h(t, \tau) \alpha(\tau) y(\tau) d \tau$ belongs to $L_{2}(0,1)$. This fact also implies that $y \in D_{\alpha}$.

Let us introduce the integral operator $K_{\alpha}$ defined by

$$
\begin{equation*}
\left(K_{\alpha} v\right)(x)=\int_{0}^{1} h(x, t) \alpha^{1 / 2}(x) \alpha^{-p / 2}(t) v(t) d t . \tag{2.9}
\end{equation*}
$$

For the kernel

$$
k_{\alpha}(x, t)=h(x, t) \alpha^{1 / 2}(x) \alpha^{-p / 2}(t)
$$

we have

$$
\int_{0}^{1} \int_{0}^{1} k_{\alpha}^{2}(x, t) d x d t \leqq \int_{0}^{1} \alpha(x) d x \cdot \int_{0}^{1} t^{2}(1-t)^{2} \alpha^{-p}(t) d t<\infty,
$$

and therefore $K_{\alpha}$ is a Hilbert-Schmidt operator from $L_{2}(0,1)$ to $L_{2}(0,1)$. This means in particular that $K_{\alpha}$ is compact. Its adjoint $K_{\alpha}^{*}$ is defined by

$$
\left(K_{\alpha}^{*} v\right)(x)=\int_{0}^{1} h(x, t) \alpha^{1 / 2}(t) \alpha^{-p / 2}(x) v(t) d t, \quad v \in L_{2}(0,1) .
$$

We see then that (2.8) can be written

$$
\begin{equation*}
z=\lambda\left(K_{\alpha} K_{\alpha}^{*}\right) z \tag{2.10}
\end{equation*}
$$

where

$$
z(x)=\alpha^{1 / 2}(x) y(x)
$$

Thus the eigenvalue problem (1.1) is equivalent to the eigenvalue problem (2.10) for the compact selfadjoint operator $K_{\alpha} K_{\alpha}^{*}$. From the general theory for such operators we know that there are infinitely many eigenvalues $0<\lambda_{1} \leqq \lambda_{2} \leqq \cdots$, each with finite multiplicity.

By Lemma 2.1(b) there is a one-to-one correspondence between $L_{2}(0,1)$ and $D_{\alpha}$ given by

$$
\begin{equation*}
v=\alpha^{p / 2} y^{\prime \prime}, \quad y=\alpha^{-1 / 2} K_{\alpha} v, \quad v \in L_{2}(0,1), \quad y \in D_{\alpha} . \tag{2.11}
\end{equation*}
$$

Since the eigenvalues of $K_{\alpha} K_{\alpha}^{*}$ are also the eigenvalues of $K_{\alpha}^{*} K_{\alpha}$, we see from (2.4) and (2.11) that

$$
\begin{equation*}
\lambda_{1}=\min _{\substack{v \in L_{2}(0,1) \\ v \neq 0}} \frac{\|v\|^{2}}{\left\|K_{\alpha} v\right\|^{2}}=\min _{\substack{y \in D_{\alpha} \\ y \neq 0}} R(y) \tag{2.12}
\end{equation*}
$$

where $\|\cdot\|$ is the norm in $L_{2}(0,1)$. Thus the Rayleigh quotient $R(y)$ attains its minimum for some $y_{0} \in D_{\alpha} \backslash\{0\}$ and it is also easy to see that this happens if and only if $y_{0}$ is an eigenfunction corresponding to $\lambda_{1}$.

It follows from general properties for compact operators with positive kernels that $\lambda_{1}$ is simple and that the corresponding eigenfunction $y$ can be chosen such that $y(x)>0$ a.e.; see e.g. [4, pp. 287-288]. But then (2.3) shows that $y(x)>0$ for all $x \in(0,1)$.
3. A nonexistence result. If condition (2.2) is not satisfied, then the analysis in § 2 breaks down. Let us in this section assume that $\alpha(x) \geqq 0, \alpha \in L_{1}(0,1), \alpha^{-p} \in L_{1}(a, b)$ for each $[a, b] \subset(0,1)$, and $\int_{0}^{1} x^{2}(1-x)^{2} \alpha^{-p}(x) d x=\infty$. The problem of minimizing $\boldsymbol{R}(y)$ over $D_{\alpha} \backslash\{0\}$ still makes sense, but we shall show that it has no solution in this case.

Let, for $0<\delta<\frac{1}{2}, \chi_{\delta}$ be the characteristic function of the interval [ $\delta, 1-\delta$ ]. Define

$$
\begin{aligned}
& v_{\delta}(x)=-x(1-x) \alpha^{-p / 2}(x) \chi_{\delta}(x), \\
& y_{\delta}(x)=\int_{0}^{1} h(x, t) \alpha^{-p / 2}(t) v_{\delta}(t) d t, \\
& A_{\delta}=\int_{\delta}^{1-\delta} x^{2}(1-x)^{2} \alpha^{-p}(x) d x=\int_{0}^{1} v_{\delta}^{2}(x) d x .
\end{aligned}
$$

It follows from Lemma $2.1(\mathrm{~b})$ that $y_{\delta}^{\prime \prime}=\alpha^{-p / 2} v_{\delta}$ and $y_{\delta} \in D_{\alpha} \backslash\{0\}$. Let $x_{0} \in(0,1)$ be such that $y_{\delta}\left(x_{0}\right)=\max _{x \in[0,1]} y_{\delta}(x)$. By using (2.6) and the fact that $y_{\delta}^{\prime}\left(x_{0}\right)=0$, we easily find that $y_{\delta}\left(x_{0}\right) \geqq \frac{1}{2} A_{\delta}$. Since $y_{\delta}^{\prime \prime} \leqq 0, y_{\delta}$ is concave and

$$
\begin{aligned}
& y_{\delta}(x) \geqq y_{\delta}\left(x_{0}\right) \frac{x}{x_{0}} \quad \text { for } 0 \leqq x \leqq x_{0} \\
& y_{\delta}(x) \geqq y_{\delta}\left(x_{0}\right) \frac{1-x}{1-x_{0}} \quad \text { for } x_{0} \leqq x \leqq 1
\end{aligned}
$$

From this we find that $\int_{0}^{1} \alpha(x) y_{\delta}^{2}(x) d x \geqq k y_{\delta}^{2}\left(x_{0}\right)$ for a certain constant $k>0$ (independent of $x_{0}$ ). Therefore

$$
R\left(y_{\delta}\right)=\frac{\int_{0}^{1} \alpha^{p}(x) y_{\delta}^{\prime \prime 2}(x) d x}{\int_{0}^{1} \alpha(x) y_{\delta}^{2}(x) d x}=\frac{A_{\delta}}{\int_{0}^{1} \alpha(x) y_{\delta}^{2}(x) d x} \leqq \frac{4}{k A_{\delta}} .
$$

But $\boldsymbol{A}_{\boldsymbol{\delta}} \rightarrow \infty$ as $\boldsymbol{\delta} \rightarrow 0^{+}$. Thus

$$
\inf _{y \in D_{\alpha} \backslash\{0\}} R(y)=0 .
$$

But $R(y)$ can obviously not attain the value 0 .
4. Maximizing the least eigenvalue. Now we want to let $\alpha$ vary in the class of functions satisfying (2.1), (2.2) and (1.2), and we want to maximize the least eigenvalue $\lambda_{1}$ of (1.1). We consider however also a slightly larger class.

Let, for $p \geqq 1, \mathscr{A}_{p}$ be the class of all measurable functions $\alpha:[0,1] \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \alpha(x) \geqq 0 \text { a.e., } \quad 0<\int_{0}^{1} \alpha(x) d x \leqq 1,  \tag{4.1}\\
& A_{p}(\alpha)=\int_{0}^{1} x^{2}(1-x)^{2} \alpha^{-p}(x) d x<\infty . \tag{4.2}
\end{align*}
$$

Let $\mathscr{A}_{p}^{\prime}$ be the class of those $\alpha$ in $\mathscr{A}_{p}$ for which $\int_{0}^{1} \alpha(x) d x=1$.
For each $\alpha \in \mathscr{A}_{p}$ there are eigenvalues of the eigenvalue problem (1.1) (see § 2), and in particular there is a smallest one given by (2.12); let us denote it by $\lambda(\alpha)$.

The main result of this section is the following theorem. We prove it now for $p>1$, whereas the result for $p=1$ will be obtained in $\S 5$.

Theorem 4.1. There is an $\alpha_{0} \in \mathscr{A}_{p}^{\prime}$ such that

$$
\lambda\left(\alpha_{0}\right)=\sup _{\alpha \in \mathscr{A}_{p}} \lambda(\alpha) .
$$

In the proof the following lemma will be used.

Lemma 4.1. Let $(x, u) \mapsto h(x, u)$ be a function defined for $x \in[0,1]$ and $u \in I$, where $I \subseteq \mathbb{R}$ is a closed interval, with values in $[0, \infty]$. Assume that $h(\cdot, u)$ is measurable for each $u \in I$, and that $h(x, \cdot)$ is continuous and convex for each $x \in[0,1]$. If $u_{n}:[0,1] \rightarrow I$, $n=1,2, \cdots$, is a sequence of functions in $L_{r}(0,1)$ such that $u_{n} \rightarrow u$ weakly in $L_{r}(0,1)$ as $n \rightarrow \infty$ for some $r, 1 \leqq r<\infty$, then $u(x) \in I$ a.e., and

$$
\begin{equation*}
\int_{0}^{1} h(x, u(x)) d x \leqq \liminf _{n \rightarrow \infty} \int_{0}^{1} h\left(x, u_{n}(x)\right) d x . \tag{4.3}
\end{equation*}
$$

A similar result can be found in [5, p. 7], so we only remark that the proof of Lemma 4.1 is based on Mazur's Theorem and Fatou's Lemma.

In the proof of Theorem 4.1 we need an estimate of $\lambda(\alpha)$ in terms of $A_{p}(\alpha)$. This estimate is first proved in a separate lemma.

Lemma 4.2. There is a constant $C>0$ such that

$$
\frac{1}{A_{p}(\alpha)} \leqq \lambda(\alpha) \leqq \frac{C}{\left[A_{p}(\alpha)\right]^{1-1 / p}}
$$

for all $\alpha \in \mathscr{A}_{p}$.
Proof. If $v_{0} \in L_{2}(0,1) \backslash\{0\}$ achieves minimum in (2.12), we get from the CauchySchwarz inequality, using (2.12), (2.9), (4.2) and (4.1), the following:

$$
\lambda(\alpha)=\frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha} v_{0}\right\|^{2}} \geqq \frac{\left\|v_{0}\right\|^{2}}{\int_{0}^{1} \alpha(x) A_{p}(\alpha)\left\|v_{0}\right\|^{2} d x} \geqq \frac{1}{A_{p}(\alpha)} .
$$

To get an estimate of $\lambda(\alpha)$ from above, choose

$$
v(x)=-x(1-x) \alpha^{-p / 2}(x)
$$

and define

$$
y(x)=\int_{0}^{1} h(x, t) \alpha^{-p / 2}(t) v(t) d t .
$$

Since $v \in L_{2}(0,1)$, Lemma 2.1(b) shows that $y \in D_{\alpha}$ and $y^{\prime \prime}=\alpha^{-p / 2} v \leqq 0$. By the same arguments as in § 3 we obtain

$$
\begin{equation*}
y\left(x_{0}\right)=\max _{x \in[0,1]} y(x) \geqq \frac{1}{2} A_{p}(\alpha), \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|K_{\alpha} v\right\|^{2} & =\int_{0}^{1} \alpha(x) y^{2}(x) d x \\
& \geqq y^{2}\left(x_{0}\right)\left[x_{0}^{-2} \int_{0}^{x_{0}} x^{2} \alpha(x) d x+\left(1-x_{0}\right)^{-2} \int_{x_{0}}^{1}(1-x)^{2} \alpha(x) d x\right] . \tag{4.5}
\end{align*}
$$

Now, by Hölder's inequality

$$
\begin{aligned}
\int_{0}^{x_{0}} x^{1+1 / p}(1-x)^{1 / p} d x= & \int_{0}^{x_{0}}\left[x(1-x) \alpha^{-p / 2}(x)\right]^{1 / p} x \alpha^{1 / 2}(x) d x \\
\leqq & x_{0}^{(p-1) /(2 p)}\left[\int_{0}^{x_{0}} x^{2}(1-x)^{2} \alpha^{-p}(x) d x\right]^{1 /(2 p)} \\
& \cdot\left[\int_{0}^{x_{0}} x^{2} \alpha(x) d x\right]^{1 / 2},
\end{aligned}
$$

so that

$$
x_{0}^{-2} \int_{0}^{x_{0}} x^{2} \alpha(x) d x \geqq x_{0}^{-(3-1 / p)} A_{p}^{-1 / p}(\alpha)\left[\int_{0}^{x_{0}} x^{1+1 / p}(1-x)^{1 / p} d x\right]^{2},
$$

and in the same way

$$
\left(1-x_{0}\right)^{-2} \int_{x_{0}}^{1}(1-x)^{2} \alpha(x) d x \geqq\left(1-x_{0}\right)^{-(3-1 / p)} A_{p}^{-1 / p}(\alpha)\left[\int_{x_{0}}^{1} x^{1 / p}(1-x)^{1+1 / p} d x\right]^{2}
$$

From (4.4) and (4.5) we then obtain

$$
\left\|K_{\alpha} v\right\|^{2} \geqq k A_{p}^{2-1 / p}(\alpha)
$$

for some constant $k>0$ (which is independent of $x_{0}$ ). For our choice of $v,\|v\|^{2}=A_{p}(\alpha)$, so that

$$
\lambda(\alpha) \leqq \frac{\|v\|^{2}}{\left\|K_{\alpha} v\right\|^{2}} \leqq \frac{1}{k A_{p}^{1-1 / p}(\alpha)} .
$$

Proof of Theorem 4.1 for $p>1$. Let $p>1$ and

$$
\lambda_{0}=\sup _{\alpha \in \mathscr{A}_{p}} \lambda(\alpha) .
$$

From Lemma 4.2 we deduce that $A_{p}^{-1 / p}(\alpha) \leqq C$ and $\lambda(\alpha) \leqq C^{p}$ for all $\alpha \in \mathscr{A}_{p}$, and therefore $0<\lambda_{0}<\infty$. Let $\alpha_{n} \in \mathscr{A}_{p}$ be a maximizing sequence, i.e., $\lambda\left(\alpha_{n}\right) \rightarrow \lambda_{0}$ as $n \rightarrow \infty$. We may assume that $\lambda\left(\alpha_{n}\right) \geqq \lambda_{0} / 2$ for all $n$. Then Lemma 4.2 gives

$$
\begin{equation*}
A_{p}\left(\alpha_{n}\right) \leqq\left[\frac{C}{\lambda\left(\alpha_{n}\right)}\right]^{p /(p-1)} \leqq\left(\frac{2 C}{\lambda_{0}}\right)^{p /(p-1)}=C_{1} \quad \text { for all } n . \tag{4.6}
\end{equation*}
$$

Let $\beta_{n}=\alpha_{n}^{1 / 2}$ and $g_{n}(x)=x(1-x) \beta_{n}^{-p}(x)$. Then (4.1), (4.2) and (4.6) show that $\beta_{n}$ and $g_{n}$ are uniformly bounded in $L_{2}(0,1)$. Therefore we can find a subsequence (we may assume that it is the original sequence) such that $\beta_{n} \rightarrow \bar{\beta}$ and $g_{n} \rightarrow g$ weakly in $L_{2}(0,1)$ as $n \rightarrow \infty$ for some $\bar{\beta} \geqq 0$ and $g \geqq 0$ in $L_{2}(0,1)$. Define

$$
\beta(x)=\left[\frac{x(1-x)}{g(x)}\right]^{1 / p}
$$

By Lemma 4.1

$$
\int_{0}^{1} \beta(x) \phi(x) d x \leqq \liminf _{n \rightarrow \infty} \int_{0}^{1}[x(1-x)]^{1 / p} g_{n}^{-1 / p}(x) \phi(x) d x=\int_{0}^{1} \bar{\beta}(x) \phi(x) d x
$$

for all $\phi \in L_{2}(0,1)$ such that $\phi \geqq 0$. Thus

$$
\begin{equation*}
0 \leqq \beta(x) \leqq \bar{\beta}(x) \text { a.e. } \tag{4.7}
\end{equation*}
$$

Lemma 4.1 also gives

$$
\begin{equation*}
\int_{0}^{1} \bar{\beta}^{2}(x) d x \leqq \liminf _{n \rightarrow \infty} \int_{0}^{1} \beta_{n}^{2}(x) d x \leqq 1 . \tag{4.8}
\end{equation*}
$$

If we put $\alpha_{0}=\beta^{2}$, (4.7), (4.8) and the fact that $A_{p}\left(\alpha_{0}\right)=\int_{0}^{1} g^{2}(x) d x<\infty$ show that $\alpha_{0} \in \mathscr{A}_{p}$.

Let $v_{0} \in L_{2}(0,1) \backslash\{0\}$ be such that

$$
\begin{equation*}
\lambda\left(\alpha_{0}\right)=\frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha_{0}} v_{0}\right\|^{2}} . \tag{4.9}
\end{equation*}
$$

We want to show that $\lambda\left(\alpha_{n}\right) \rightarrow \lambda\left(\alpha_{0}\right)$ as $n \rightarrow \infty$. We have that

$$
\begin{equation*}
\lambda\left(\alpha_{n}\right) \leqq \frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha_{n}} v_{0}\right\|^{2}}, \tag{4.10}
\end{equation*}
$$

and

$$
\begin{align*}
\left(K_{\alpha_{n}} v_{0}\right)(x) & =\alpha_{n}^{1 / 2}(x) \int_{0}^{1} h(x, t) \alpha_{n}^{-p / 2}(t) v_{0}(t) d t \\
& =\beta_{n}(x) \int_{0}^{1} \frac{h(x, t)}{t(1-t)} g_{n}(t) v_{0}(t) d t=\beta_{n}(x) y_{n}(x) \tag{4.11}
\end{align*}
$$

where $y_{n}(x)$ is defined as the integral. If we also define

$$
y(x)=\int_{0}^{1} \frac{h(x, t)}{t(1-t)} g(t) v_{0}(t) d t=\int_{0}^{1} h(x, t) \alpha_{0}^{-p / 2}(t) v_{0}(t) d t,
$$

then, since $g_{n} \rightarrow g$ weakly, $y_{n}(x) \rightarrow y(x)$ as $n \rightarrow \infty$ for each $x \in[0,1]$.
Let $\varepsilon, 0<\varepsilon<1$, be arbitrary, and choose $\delta>0$ such that

$$
\begin{equation*}
\int_{\delta}^{1-\delta} \alpha_{0}(x) y^{2}(x) d x>(1-\varepsilon) \int_{0}^{1} \alpha_{0}(x) y^{2}(x) d x=(1-\varepsilon)\left\|K_{\alpha_{0}} v_{0}\right\|^{2} . \tag{4.12}
\end{equation*}
$$

Now we have

$$
\left|y_{n}(x)\right| \leqq \int_{0}^{1} g_{n}(t)\left|v_{0}(t)\right| d t \leqq C_{1}^{1 / 2}\left\|v_{0}\right\| \quad \text { for all } x \in[0,1]
$$

and (using (2.6))

$$
\left|y_{n}^{\prime}(x)\right| \leqq \frac{1}{\delta} \int_{0}^{1} t(1-t) \alpha_{n}^{-p / 2}(t)\left|v_{0}(t)\right| d t \leqq \frac{1}{\delta} C_{1}^{1 / 2}\left\|v_{0}\right\| \quad \text { for all } x \in[\delta, 1-\delta],
$$

so that the sequence $\left\{y_{n}\right\}_{1}^{\infty}$ is uniformly bounded and equicontinuous on $[\delta, 1-\delta]$. The Ascoli-Arzelà Theorem and the fact that $y_{n}(x) \rightarrow y(x)$ pointwise show that $y_{n} \rightarrow y$ uniformly on $[\delta, 1-\delta]$ as $n \rightarrow \infty$. Using (4.11), Lemma 4.1, (4.7) and (4.12), we then get

$$
\begin{aligned}
\liminf _{n \rightarrow \infty}\left\|K_{\alpha_{n}} v_{0}\right\|^{2} & \geqq \liminf _{n \rightarrow \infty} \int_{\delta}^{1-\delta} \beta_{n}^{2}(x) y_{n}^{2}(x) d x \\
& =\liminf _{n \rightarrow \infty} \int_{\delta}^{1-\delta} \beta_{n}^{2}(x) y^{2}(x) d x \\
& \geqq \int_{\delta}^{1-\delta} \bar{\beta}^{2}(x) y^{2}(x) d x \geqq \int_{\delta}^{1-\delta} \beta^{2}(x) y^{2}(x) d x \\
& =\int_{\delta}^{1-\delta} \alpha_{0}(x) y^{2}(x) d x>(1-\varepsilon)\left\|K_{\alpha_{0}} v_{0}\right\|^{2} .
\end{aligned}
$$

From (4.10) and (4.9) we then get

$$
\lambda_{0}=\lim _{n \rightarrow \infty} \lambda\left(\alpha_{n}\right) \leqq \limsup _{n \rightarrow \infty} \frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha_{n}} v_{0}\right\|^{2}} \leqq \frac{1}{1-\varepsilon} \frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha_{0}} v_{0}\right\|^{2}}=\frac{1}{1-\varepsilon} \lambda\left(\alpha_{0}\right) .
$$

But $\varepsilon>0$ is arbitrary, so therefore $\lambda\left(\alpha_{0}\right)=\lambda_{0}=\sup _{\alpha \in \mathcal{A}_{p}} \lambda(\alpha)$.
From the fact that $\lambda\left(\mu \alpha_{0}\right)=\mu^{p-1} \lambda\left(\alpha_{0}\right)$ for $\mu>1$, we find that $\int_{0}^{1} \alpha_{0}(x) d x=1$, so that $\alpha_{0} \in \mathscr{A}_{p}^{\prime}$.

Let us also remark that in fact $\bar{\beta}=\beta$ and $\beta_{n} \rightarrow \beta$ strongly in $L_{2}(0,1)$. We have

$$
\begin{aligned}
1 & =\int_{0}^{1} \alpha_{0}(x) d x=\int_{0}^{1} \beta^{2}(x) d x \leqq \int_{0}^{1} \bar{\beta}^{2}(x) d x \\
& \leqq \liminf _{n \rightarrow \infty} \int_{0}^{1} \beta_{n}^{2}(x) d x \leqq \limsup _{n \rightarrow \infty} \int_{0}^{1} \beta_{n}^{2}(x) d x \leqq 1,
\end{aligned}
$$

so that $\bar{\beta}(x)=\beta(x)$ a.e. and $\left\|\beta_{n}\right\| \rightarrow\|\beta\|$ as $n \rightarrow \infty$. This together with the weak convergence of $\beta_{n}$ towards $\beta$ implies strong convergence.
5. Necessary conditions. Assume that $\alpha_{0} \in \mathscr{A}_{p}^{\prime}, p \geqq 1$ and $v_{0} \in L_{2}(0,1) \backslash\{0\}$ are such that

$$
\lambda_{0}=\lambda\left(\alpha_{0}\right)=\max _{\alpha \in \mathcal{A}_{p}} \lambda(\alpha)=\frac{\left\|v_{0}\right\|^{2}}{\left\|K_{\alpha_{0}} v_{0}\right\|^{2}}=\min _{\substack{v \in L_{2}(0,1) \\ v \neq 0}} \frac{\|v\|^{2}}{\left\|K_{\alpha_{0}} v\right\|^{2}} .
$$

Let $\delta>0$ be arbitrary. Put

$$
I_{\delta}=\left\{x \in[0,1]: \alpha_{0}(x) \geqq \delta\right\}
$$

and let $\phi:[0,1] \rightarrow \mathbb{R}$ be an arbitrary measurable function such that $|\phi(x)| \leqq 1$ for all $x$, $\phi(x)=0$ for $x \in[0,1] \backslash I_{\delta}, \int_{0}^{1} \phi(x) d x=0$, and define

$$
\alpha_{\varepsilon}(x)=\alpha_{0}(x)+\varepsilon \phi(x) \quad \text { for }|\varepsilon| \leqq \frac{\delta}{2} .
$$

It follows that $\alpha_{\varepsilon} \in \mathscr{A}_{p}^{\prime}$. We consider the perturbed operator $H_{\varepsilon}=K_{\alpha_{\varepsilon}}^{*} K_{\alpha_{\varepsilon}}$ and find that its kernel $h_{\varepsilon}(x, t)$ can be expanded in a convergent power series

$$
h_{\varepsilon}(x, t)=h_{0}(x, t)+\varepsilon h^{(1)}(x, t)+\cdots+\varepsilon^{n} h^{(n)}(x, t)+\cdots \text { for }|\varepsilon| \leqq \frac{\delta}{2}
$$

where

$$
\left|h^{(n)}(x, t)\right| \leqq x(1-x) \alpha_{0}^{-p / 2}(x) \cdot t(1-t) \alpha_{0}^{-p / 2}(t) \cdot K^{n}
$$

for some constant $K>0$. For $h^{(1)}$ we get

$$
\begin{align*}
& h^{(1)}(x, t)=\alpha_{0}^{-p / 2}(x) \alpha_{0}^{-p / 2}(t)  \tag{5.1}\\
& \quad \cdot\left\{\int_{0}^{1} h(x, s) h(t, s) \phi(s) d s-\frac{p}{2}\left[\frac{\phi(x)}{\alpha_{0}(x)}+\frac{\phi(t)}{\alpha_{0}(t)}\right] \int_{0}^{1} \alpha_{0}(s) h(x, s) h(t, s) d s\right\} .
\end{align*}
$$

Let $h^{(n)}(x, t)$ be the kernel of a selfadjoint Hilbert-Schmidt operator $H^{(n)}$ from $L_{2}(0,1)$ to $L_{2}(0,1)$. We can now apply a theorem of Rellich (see [13, § 2] or [4, pp. 171-172]) which says that the eigenvalue $\mu_{\varepsilon}=\lambda^{-1}\left(\alpha_{\varepsilon}\right)$ of $H_{\varepsilon}$ and a suitable corresponding eigenfunction $v_{\varepsilon}$ depend analytically on $\varepsilon$ (note that $\mu_{0}=\lambda_{0}^{-1}$ is a simple eigenvalue according to Theorem 2.1). Write

$$
H_{\varepsilon}=H_{0}+\varepsilon H^{(1)}+\cdots, \quad v_{\varepsilon}=v_{0}+\varepsilon v^{(1)}+\cdots \quad \text { and } \quad \mu_{\varepsilon}=\mu_{0}+\varepsilon \mu^{(1)}+\cdots
$$

where we assume that $\left\|v_{0}\right\|=1$. By identifying the coefficients of $\varepsilon$ in the equation $H_{\varepsilon} v_{\varepsilon}=\mu_{\varepsilon} v_{\varepsilon}$ we get, after scalar multiplication by $v_{0}$

$$
\mu^{(1)}=\left(H^{(1)} v_{0}, v_{0}\right)
$$

From the extremal property of $\lambda_{0}$ we get $0=\left.(d / d \varepsilon) \mu_{\varepsilon}\right|_{\varepsilon=0}=\mu^{(1)}$, so that $\left(H^{(1)} v_{0}, v_{0}\right)=0$. From (5.1) we obtain after some computations

$$
\begin{equation*}
0=\left(H^{(1)} v_{0}, v_{0}\right)=\int_{0}^{1} \frac{\phi(x)}{\alpha_{0}(x)}\left[\left(K_{\alpha_{0}} v_{0}\right)^{2}(x)-p \mu_{0} v_{0}^{2}(x)\right] d x \tag{5.2}
\end{equation*}
$$

Now $y_{0}=\alpha_{0}^{-1 / 2} K_{\alpha_{0}} v_{0}$ is an eigenfunction of (1.1) with $\alpha=\alpha_{0}$ corresponding to the eigenvalue $\lambda_{0}=\mu_{0}^{-1}$. Since (5.2) holds for all $\phi$ of the form described above, we get

$$
\begin{equation*}
y_{0}^{2}(x)-p \mu_{0} \alpha_{0}^{-1}(x) v_{0}^{2}(x)=-a \tag{5.3}
\end{equation*}
$$

a.e. on $I_{\delta}$, where $a$ is a constant. Since $\alpha_{0}(x)>0$ a.e. on [ 0,1 ], and $\delta>0$ is arbitrary, (5.3) holds a.e. on [0, 1]. If (5.3) is multiplied by $\alpha_{0}$ and integrated, we get

$$
a=(p-1)\left\|K_{\alpha_{0}} v_{0}\right\|^{2} \geqq 0
$$

Since $y_{0}^{\prime \prime}=\alpha_{0}^{-p / 2} v_{0}$, we find that $y_{0}$ must satisfy

$$
\begin{equation*}
p \alpha_{0}^{p-1}(x) y_{0}^{\prime \prime 2}(x)-\lambda_{0} y_{0}^{2}(x)=k \quad \text { a.e. } \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
k=(p-1) \lambda_{0} \int_{0}^{1} \alpha_{0}(x) y_{0}^{2}(x) d x \tag{5.5}
\end{equation*}
$$

Equations (5.4) and (5.5) constitute the necessary conditions for optimality for our problem. They can be utilized to devise a numerical algorithm as in [7] and [9]. From them we can also obtain more information on the behavior of $\alpha_{0}$ and $y_{0}$. We consider now the case $p>1$, where we know that an optimal $\alpha_{0}$ exists. From (2.3) we get

$$
\begin{align*}
& \alpha_{0}^{p}(x) y_{0}^{\prime \prime}(x)=g(x) \quad \text { a.e., }  \tag{5.6}\\
& g^{\prime \prime}(x)=\lambda_{0} \alpha_{0}(x) y_{0}(x) \quad \text { a.e., }  \tag{5.7}\\
& g(0)=g(1)=0, \tag{5.8}
\end{align*}
$$

for some $g \in D$. From Theorem 2.1 we know that we may assume that $y_{0}(x)>0$ in $(0,1)$. Then (5.7) and (5.8) imply that $g(x)<0$ in ( 0,1 ). From (5.4)-(5.6) we get

$$
\begin{equation*}
\alpha_{0}(x)=\left[\frac{p g^{2}(x)}{k+\lambda_{0} y_{0}^{2}(x)}\right]^{1 /(p+1)} \quad \text { where } k>0 \tag{5.9}
\end{equation*}
$$

We can redefine $\alpha_{0}$ on a set of measure zero so that (5.9) holds for all $x$. Then we see that $\alpha_{0}$ is continuous on [0,1] and positive in ( 0,1 ). Combining (5.7) and (5.9) we find that $g$ satisfies the equation

$$
\begin{equation*}
g^{\prime \prime}(x)=\psi(x)\left[g^{2}(x)\right]^{1 /(p+1)} \tag{5.10}
\end{equation*}
$$

for some function $\psi$ continuous on $[0,1]$. We want to prove that $g^{\prime}(0) \neq 0$. Assume $g^{\prime}(0)=0$. Then (5.10) implies that $|g(x)| \leqq C \cdot x^{2(p+1) /(p-1)}$ for some constant $C>0$. From (5.6) and (5.9) we then get $y_{0}^{\prime \prime}(x) \leqq-C_{1} x^{-2}$, and hence $y_{0}(x) \leqq C_{1} \ln x+C_{2}$ in a neighborhood of 0 , for certain constants $C_{1}>0$ and $C_{2}$, and that is impossible. Thus $g^{\prime}(0) \neq 0$. Then $g(x)=O(x)$ as $x \rightarrow 0$, and from (5.9) and (5.6) we get

$$
\alpha_{0}(x)=O\left(x^{2 /(p+1)}\right) \quad \text { as } x \rightarrow 0,
$$

and $y_{0}^{\prime \prime}(x)=O\left(x^{-(p-1) /(p+1)}\right)$, so that $y_{0}^{\prime \prime} \in L_{1}\left(0, \frac{1}{2}\right)$ and

$$
y_{0}(x)=y_{0}^{\prime}(0) x+O\left(x^{(p+3) /(p+1)}\right) \quad \text { as } x \rightarrow 0 .
$$

The behavior at $x=1$ is similar.
We can now settle the question of existence in the case $p=1$, which was left open in the proof of Theorem 4.1. If there is a solution for $p=1$, then $\lambda_{0}, \alpha_{0}$ and $y_{0}$ must satisfy (5.6)-(5.8) and

$$
y_{0}^{\prime \prime 2}(x)=\lambda_{0} y_{0}^{2}(x)
$$

As we noted above, (5.6) implies that $y_{0}$ and $y_{0}^{\prime \prime}$ are of opposite sign, so that

$$
\begin{equation*}
y_{0}^{\prime \prime}(x)=-\sqrt{\lambda_{0}} y_{0}(x), \quad y_{0}(0)=y_{0}(1)=0, \tag{5.11}
\end{equation*}
$$

which has the solution $\lambda_{0}=\pi^{4}, y_{0}(x)=c_{1} \sin \pi x, c_{1} \neq 0$. For $g$ we obtain the same equation, so that $g(x)=c_{2} \sin \pi x, c_{2} \neq 0$, and $\alpha_{0}(x)=g(x) / y_{0}^{\prime \prime}(x)=-c_{2} /\left(\pi^{2} c_{1}\right)=c_{3}$. The condition $\int_{0}^{1} \alpha_{0}(x) d x=1$ gives $c_{3}=1$.

By an argument partly inspired by [12] we can show that the necessary conditions, which $\lambda_{0}, \alpha_{0}$ and $y_{0}$ satisfy, also are sufficient, i.e., that $\alpha_{0}(x) \equiv 1$ really is optimal. To that end, consider the Rayleigh quotient

$$
R(\alpha, y)=\frac{\int_{0}^{1} \alpha(x)\left[y^{\prime \prime}(x)\right]^{2} d x}{\int_{0}^{1} \alpha(x)[y(x)]^{2} d x}
$$

where $\alpha \in \mathscr{A}_{1}^{\prime}, y \in D_{\alpha} \backslash\{0\}$. Let $y_{\alpha} \in D_{\alpha} \backslash\{0\}$ be such that

$$
\lambda(\alpha)=R\left(\alpha, y_{\alpha}\right)=\min _{y \in D_{\alpha} \backslash\{0\}} R(\alpha, y) .
$$

Since $y_{0}^{\prime \prime}$ is bounded, $y_{0} \in D_{\alpha}$ for all $\alpha$ (see Definition 2.1), so that

$$
R\left(\alpha, y_{\alpha}\right) \leqq R\left(\alpha, y_{0}\right)=\lambda_{0} ;
$$

in the last step we used (5.11). Since $\lambda_{0}=\lambda\left(\alpha_{0}\right)$ by construction, we see that $\lambda(\alpha) \leqq \lambda\left(\alpha_{0}\right)$ for all $\alpha \in \mathscr{A}_{1}^{\prime}$, which means that $\alpha_{0}$ is optimal.
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# A NOTE ON THE IDENTIFIABILITY OF DISTRIBUTED PARAMETERS IN ELLIPTIC EQUATIONS* 
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#### Abstract

For $u$ and $f$ given smooth functions on a bounded domain $\Omega$ we consider solutions of the PDE $-\operatorname{div}(a \nabla u)=f$ for the parameter $a$. This problem arises in the identification of the flow of groundwater. We say $a$ is identifiable if, for given $u$ and $f, a$ is unique. Our main result shows that $a$ is identifiable on the points in $\Omega$ which are the closure of the interior of the set of points which stay in $\Omega$ for all positive time (or negative time) under the flow of the gradient field $\nabla u$. We also show $a$ is identifiable on $\Omega$ if the set of critical points of $u$ has nonempty interior and the co-normal derivative of $u$ is specified on $\partial \Omega$.
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1. Introduction. In this paper we investigate the following situation: A bounded region $\Omega \subset R^{n}$ with smooth boundary $\partial \Omega$ and a function $u \in C^{2}(\bar{\Omega})$ are given. We consider solutions $a(x)$ of the equation

$$
\begin{equation*}
\operatorname{div}(a \nabla u)=0, \tag{1}
\end{equation*}
$$

where $a \in C^{1}(\bar{\Omega})$. Obviously, $a(x) \equiv 0$ solves (1). The main question which we are going to address in this note is the following: What are the conditions on the function $u(x)$ so that $a(x) \equiv 0$ is the only solution of (1)?

Background. This problem arises in the identification of the flow of groundwater. If we denote the pressure head of an aquifer by $u(x)$, its transmissivity by $a(x)$, and if we denote external sources such as wells by $f(x)$, we obtain the equation

$$
\begin{equation*}
-\operatorname{div}(a \nabla u)=f \tag{2}
\end{equation*}
$$

in the case of a steady flow. The actual flow rates $q$ are then calculated from $q=a \nabla u$. Suppose that $f$ and $u$ are known everywhere, and suppose that (2) is satisfied for two transmissivity functions $a_{1}(x)$ and $a_{2}(x)$; then their difference $a(x):=a_{1}(x)-a_{2}(x)$ satisfies (1). If $a(x) \equiv 0$ is the only possible solution of (1), then the data $u$ and $f$ can be explained by exactly one transmissivity function. In this case we call the parameter $a(x)$ identifiable from the data $u$. In $\S 4$ we will consider test conditions under which $a(x)$ is identifiable.

A related question can be asked from the point of view of dynamical systems: Suppose we are given a gradient flow $\nabla u$; when is it possible to multiply the gradient field by a nonzero function $a(x)$ so that the resulting vector field $v=a \nabla u$ is divergence free?

Uniqueness of $a(x)$ plays an important role in numerical schemes for parameter identifications, e.g., this assumption is needed for the methods suggested by Kravaris and Seinfeld [7], and Gerlach and Guenther [4]. Kitamura and Nakagiri [6] study the identifiability for a one-dimensional time dependent problem, and Kunisch and White [9] investigate the identifiability of a discretized version of (2) for several finite element approximations for one space dimension. In higher dimensions Falk [3] considers the case where the flow satisfies $\nabla u \cdot \nu \geqq \sigma>0$ for some fixed vector $\nu \in R^{n}$, and some constant $\sigma$, and uses inflow data for stability estimates. Similarly, Richter [11] considers

[^113]the special cases where $|\nabla u|>0, \Delta u>0$, and $\max \{|\nabla u|, \Delta u\}>0$, and uses inflow data on the boundary for estimates. Alessandrini considers the uniqueness problem in two spatial variables with $u \equiv 0$ on $\partial \Omega$ for $f=0$ [2], and $f=\delta\left(x-x_{0}\right)$ [1]. In this paper we obtain uniqueness of the parameter on subregions of $\Omega$ which are solely determined by the observation $u$. In particular, uniqueness is not linked to flow data on the boundary.
2. Notation and preliminaries. We first note two special cases of the identification problem:
(1) If $u$ is constant in a subregion of $\Omega$, the gradient will vanish identically there, and $a(x)$ can be chosen arbitrarily.
(2) If $u$ is harmonic on $\Omega$, (1) will be satisfied for any constant function $a(x)$.

In addition we observe that (1) can be viewed as a first-order partial differential equation for $a(x)$, and we can rewrite it in the form

$$
\begin{equation*}
\nabla a \cdot \nabla u+a \Delta u=0 . \tag{3}
\end{equation*}
$$

The gradient field of $u$ defines the characteristic curves for this equation, and $a(x)$ could be found by integration along the characteristics, provided Cauchy data for $a$ are known along a noncharacteristic manifold. The linear character of (3) implies that $a(x)$ does not change sign along characteristic curves, and in particular, if $a(P)=0$ at some point $P$, it vanishes identically along the characteristic through that point. We also recall that the function $u$ itself is strictly increasing along flow lines of the gradient field.

In what follows $\Omega$ is an open, bounded and connected subset of $R^{n}$ with smooth boundary $\partial \Omega$. The function $u(x)$ belongs to $C^{2}(\bar{\Omega})$, i.e., there exists an open set $D$ such that $\bar{\Omega} \subset D$ and $u \in C^{2}(D)$. The set of all critical points of $u$ is denoted by $C$.

Next we consider the gradient field of $u$. Its trajectories are denoted by $\phi_{t}(P)$, i.e., if $x(t)$ is a solution of

$$
\begin{equation*}
\frac{d x}{d t}=\nabla u, \quad x(0)=P, \tag{4}
\end{equation*}
$$

we write $\phi_{t}(P):=x(t)$. It is understood that we take the maximal $t$-intervals so that $\phi_{t}(P) \in D$.

Now we define subsets of $\bar{\Omega}$ by

$$
\begin{aligned}
& \Omega_{+}:=\left\{P \in \bar{\Omega}: \phi_{t}(P) \in D-\bar{\Omega} \text { for some } t>0\right\}, \\
& \Omega_{-}:=\left\{P \in \bar{\Omega}: \phi_{t}(P) \in D-\bar{\Omega} \text { for some } t<0\right\}, \\
& \Omega_{0}:=\Omega_{+} \cap \Omega_{-} .
\end{aligned}
$$

Any one of these sets may be empty, or may be equal to $\bar{\Omega}$, and none of them contains critical points of $u$. The complements of $\Omega_{+}$and $\Omega_{-}$are denoted in the following way:

$$
\Omega_{f}:=\bar{\Omega}-\Omega_{+} \quad \text { and } \quad \Omega_{b}:=\bar{\Omega}-\Omega_{-} .
$$

The set $\Omega_{f}$ contains all points $P$ of $\bar{\Omega}$ for which the trajectories $\phi_{t}(P)$ remain in $\bar{\Omega}$ for all $t>0$. In particular, the singular points of $u$ are contained in the intersection of $\Omega_{f}$ and $\Omega_{b}$.

The structure of the sets just defined is important to our considerations. We need the following easy proposition, which we state without proof.

Proposition 1. $\Omega_{+}, \Omega_{-}$, and $\Omega_{0}$ are relatively open in $\bar{\Omega}$. Thus, also $\Omega_{f}, \Omega_{b}$, and $\Omega_{1}$ are closed subsets of $R^{n}$.

Definition. The parameter $a(x) \in C^{1}(\bar{\Omega})$ is called identifiable at a point $P \in \bar{\Omega}$ from the data $u(x)$, if for any solution $a(x)$ of the equation $\operatorname{div}(a \nabla u)=0$ on $\bar{\Omega}$ necessarily $a(P)=0$. We call the parameter identifiable on $S \subset \bar{\Omega}$, if it is identifiable for all $P \in S$.

Proposition 2. $a(x)$ is not identifiable in $\Omega_{0}$.
Proof. Let $P \in \Omega_{0}$. By Proposition 1 and the fact that $P$ is a nonsingular point of $u$, there is an open ( $n-1$ )-dimensional disk $S \subset \Omega_{0}$ of radius $r>0$ contained in the level set $M$ of $u$ through $P$.

Let $f: S \rightarrow R$ be a smooth bump function with $0 \leqq f(s) \leqq 1$, and $f \equiv 0$ on $S-S_{0}$, where $S_{0}$ is the disk in $M$ of radius $r / 2$. We define a function $a(x)$ in $\bar{\Omega}$ as follows: If for some $t$ we have $Q=\phi_{t}\left(P_{0}\right)$, where $P_{0} \in S$, we define $a(Q)$ as $a(t)$, where $a(\tau)$ is the solution of (3) with initial value $a(0)=f\left(P_{0}\right)$. Else we set $a(Q)=0$. It follows that in $\bar{\Omega}, a$ satisfies $\operatorname{div}(a \nabla u)=0$, and $a(P)=1$. Thus, $a$ is not identifiable at $P$, and $P$ was arbitrary in $\Omega_{0}$.
3. The main result. In the previous part we have seen that $a(x)$ is not identifiable on $\Omega_{0}$, and in the introduction it was pointed out that $a(x)$ is not identifiable in regions where $u(x)$ is identically constant. Our goal now is to show that $a(x)$ is identifiable in all other parts of $\bar{\Omega}$. To this end we set

$$
\Omega_{1}:=\bar{\Omega}-\Omega_{0} \quad \text { and } \quad \Omega_{2}:=\Omega_{1}-C .
$$

Lemma 1. Let $V_{0} \subset \Omega$ be any volume, and denote by $V(t)$ the volume which is obtained from $V_{0}$ by following the gradient flow for time $t$, i.e.

$$
V(t):=\left\{P: \exists Q \in V_{0} \text { with } P=\phi_{t}(Q)\right\} .
$$

Then

$$
\int_{V_{0}} a(x) d x=\int_{V(t)} a(x) d x
$$

for all $t$ for which $V(t) \subset \Omega$.
Proof. We apply the Reynolds transport theorem (cf. [10, p. 443]) and the divergence theorem to obtain the following:

$$
\begin{aligned}
\frac{d}{d t}\left(\int_{V(t)} a(x) d x\right) & =\int_{V(t)} \partial_{t} a(x) d x+\int_{\partial V(t)} a \nabla u \cdot n d x \\
& =\int_{V(t)} \operatorname{div}(a \nabla u) d x=0 .
\end{aligned}
$$

Therefore the integral of $a(x)$ over any volume which follows the flow remains constant.

Lemma 2. Suppose there exists an open set $U \subset \Omega_{2}$, such that either $U \subset \Omega_{b}$ or $U \subset \Omega_{f}$. Then $a \equiv 0$ on $U$.

Proof. We assume $P \in U \subset \Omega_{f}$, and $a(P)>0$, the other cases being similar.
Since $a$ is continuous, there is an open set $W \subset \Omega_{2}$ on which $a$ is everywhere positive. Moreover, since $P$ is not a critical point of $u$, the level set of $u$ through $P$ is a smooth section for the flow $\phi_{t}$. Let $S$ denote an open disk in this level set containing $P$ and contained in $W$. Also define $R_{s}:=[s, \infty)$ and $I_{s}:=[0, s)$. The map $\phi: R_{s} \times S \rightarrow \Omega$ given by $\phi(t, Q)=\phi_{t}(Q)$ is a diffeomorphism onto its image which we denote by $V_{s}$. Moreover, by the remarks following (3), $a$ is positive on $V_{s}$. If we set $W_{s}:=\phi\left(I_{s} \times S\right)$, we find that $V_{s} \cup W_{s}=V_{0}$.

Now since $V_{s}$ is an open subset of the bounded region $\Omega, a(x)$ is integrable over $V_{s}$ and, in fact, its integral over $V_{s}$ is a finite positive number. But clearly

$$
\int_{V_{s}} a(x) d x+\int_{W_{s}} a(x) d x=\int_{V_{0}} a(x) d x
$$

so

$$
\int_{V_{s}} a(x) d x<\int_{V_{0}} a(x) d x,
$$

which contradicts Lemma 1. (See Fig. 1).
Theorem 1. $a(x)$ is identifiable on the closure of int $\left(\Omega_{2}\right)$.
Proof. Suppose int $\left(\Omega_{2}\right)$ is not empty, and let $P$ belong to this set. If there exists a neighborhood $U$ of $P$ which belongs entirely to either $\Omega_{f}$ or $\Omega_{b}$, then $a(P)=0$ by virtue of Lemma 2. Otherwise, every open neighborhood $U$ of $P$ contains points of $\Omega_{f}$ and $\Omega_{b}$.

Let us consider the remaining case, and assume WLOG that $P \in \Omega_{f} \cap \Omega$. Let $U$ be an open neighborhood of $P$ and set $V:=U \cap \Omega_{+}$(recall that $\Omega_{+}$is the complement of $\Omega_{f}$, and relatively open by Proposition 1). Then $V$ is not empty, open, and $P \in \partial V$. Therefore $a(x)$ vanishes on $V$ due to Lemma 2, $a(x)$ being continuous, and $P \in \partial V$ implies $a(P)=0$.

To illustrate Proposition 2 and Theorem 1, consider the following simple example. Let $\Omega$ denote the interior of the unit disk in $R^{2}$ and let $u=x^{3} / 3-y^{2} / 2$. The phase portrait of $\nabla u$, shown in Fig. 2, is easily described since the origin is the only stationary point and it is a saddle node.

Now, in our notation, the portion of the region $\bar{\Omega}$ in the closed left half-plane together with the positive $x$-axis is $\Omega_{2}$, and the portion of the region $\bar{\Omega}$ in the open first and fourth quadrants is $\Omega_{0}$. Thus, by our theorems, the parameter $a$ in $\operatorname{div}(a \nabla u)=0$ is identifiable in the closed left half-plane, and not identifiable on the open first and fourth quadrants. However, in this example, we can make explicit calculations to illustrate our results. Moreover, we can see that $a$ is not identifiable at points in $\Omega_{2}$ along the positive $x$-axis. Hence we cannot replace the closure of int $\left(\Omega_{2}\right)$ by $\Omega_{2}$ in Theorem 1.


Fig. 1. Section S and "vortex" tube given by the gradient flow of $u$.


Fig. 2. Phase portrait for the gradient of $u=x^{3} / 3-y^{2} / 2$.
For the calculations just consider the PDE for $a(x, y)$ given by $\operatorname{div}(a \nabla u)=0$ as the first order PDE

$$
x^{2} a_{x}-y a_{y}+(2 x-1) a=0,
$$

which has the general solution

$$
a(x, y)=f_{i}\left(y / e^{1 / x}\right) /\left(x^{2} e^{1 / x}\right)
$$

for any smooth functions $f_{i}$, where $f_{1}$ is defined for points in the left half-plane, and $f_{2}$ for points in the right half-plane subject only to the constraint that $a(x, y)$ be smooth on the $y$-axis.

However, for any choice of $f_{1}$ nonvanishing, $a(x, y)$ will fail to be continuous at the origin. To see this, observe that the characteristic curves of the PDE are given by $y=c e^{1 / x}$. Thus, to have $a(x, y)$ defined continuously at the origin, the limit of $f_{1}(c) /\left(x^{2} e^{1 / x}\right)$ must be finite as $x \rightarrow 0^{-}$. But the only way to insure this is to take $f_{1} \equiv 0$. Therefore, any solution $a(x, y)$ must vanish in the closed left half-plane, and $a(x, y)$ is identifiable there as predicted by Theorem 1.

To see that points in the right half-plane are not identifiable we may choose $f_{1} \equiv 0$, and $f_{2} \equiv 1$, so

$$
a(x, y)= \begin{cases}1 / x^{2} e^{1 / x}, & x>0, \\ 0, & x \leqq 0 .\end{cases}
$$

We obtain $a(x, y)$ as a smooth parameter which is nonzero in the open right half-plane (including the positive $x$-axis) as predicted by Proposition 2.
4. Test conditions. In practice the function $u$ is not arbitrary. It is obtained from the (unknown) parameter $a(x)$ and the function $f(x)$ as a solution of (2)

$$
-\operatorname{div}(a \nabla u)=f
$$

on $\Omega$ with appropriate boundary conditions. While for the well-posedness of this problem it is necessary that $a(x) \geqq a_{0}>0$, we may drop this last requirement in our approach. We assume that the functions $a, u$ and $f$ are given so that (2) is satisfied, and ask for conditions which imply that $a$ is unique.

In this section we will use the term "identifiable" in a slightly modified way. For fixed $f$ and $u$ the parameter $a$ is called identifiable at a point $P \in \bar{\Omega}$ if any parameter which satisfies (2), with possibly prescribed Cauchy data, agrees with $a$ at the point
$P$. Identifiability on subsets of $\bar{\Omega}$ is defined similarly. The connection to our original definition becomes obvious when we consider the difference of two solutions for $a$.

Proposition 3. Suppose $a$ is $a$ solution of (2), satisfying $a(x) \geqq a_{0}>0$, and no Cauchy data for a are prescribed. Then iff vanishes on $\Omega, a$ is not identifiable on $\bar{\Omega}$.

The proof of this result is trivial. However, Proposition 3 clearly shows that no information about the flow rates $q=a \nabla u$ can be obtained if the rates at which water is added to or taken from the aquifer are identically zero throughout the region $\Omega$. If $f$ vanishes on a subregion $U$ of $\Omega$, the argument in the proof cannot be repeated directly without introducing discontinuities if $U$ is adjacent to a region on which $a$ is identifiable.

Proposition 4. Let $u$ be a solution of (2) with $u \equiv u_{0}$ on $\partial \Omega$, where $u_{0}$ is a constant, and suppose that $\operatorname{int}(C)=\varnothing$. Then $a$ is identifiable on $\bar{\Omega}$.

Proof. Let $P \in \bar{\Omega}$, and assume that $P$ is not a critical point of $u$. Then the trajectory $\phi_{t}(P)$ contains at most one point of $\partial \Omega$, since $u$ increases along any trajectory, and $u$ is constant on the boundary. Therefore $\Omega_{0}=\varnothing, \bar{\Omega}=\Omega_{1}$ and $\Omega_{2}=\bar{\Omega}-C$. Thus int $\left(\Omega_{2}\right)=$ $\Omega-C$, and the closure of int $\left(\Omega_{2}\right)$ is all of $\bar{\Omega}$, since int $(C)=\varnothing$. The identifiability of $a$ on $\bar{\Omega}$ now follows from Theorem 1 .

Proposition 5. Let $u$ be a solution of (2) with $a \partial u / \partial n=g$ on $\partial \Omega$, and assume that $\operatorname{int}(C)=\varnothing$. Then $a$ is identifiable on $\bar{\Omega}$.

Proof. Suppose we have two functions $a_{1}(x)$, and $a_{2}(x)$ which meet the conditions stated in the hypotheses; then their difference $a(x):=a_{1}(x)-a_{2}(x)$ satisfies $\operatorname{div}(a \nabla u)=$ 0 on $\Omega$. Also $a \partial u / \partial n=0$ on $\partial \Omega$.

Suppose $P \in \Omega_{+} \cup \Omega_{-}$, and assume $P \in \Omega_{+}$, the case $P \in \Omega_{-}$being similar. Then there is a point $Q \in \partial \Omega$ such that $Q=\phi_{t}(P)$ and $\phi_{s}(Q) \in(D-\bar{\Omega})$ for small $s>0$.

There are two cases. First suppose $a(Q)=0$. Since $a$ satisfies the linear equation (3) along $\phi_{t}(Q)$ it follows that $a(P)=0$. If $a(Q) \neq 0$, we find a neighborhood $U$ of $Q$ on $\partial \Omega$ on which $a$ is nonzero. Hence $\partial u / \partial n \equiv 0$ on $U$. But in this case $\phi_{t}(t)$ will remain in $U \cap \partial \Omega$, which contradicts the choice of $Q$. Hence we have shown that $a(P)=0$ on $\Omega_{+} \cup \Omega_{-}$, and since $\Omega_{0} \subset \Omega_{+} \cup \Omega_{-}$, it follows that $a \equiv 0$ on $\Omega_{0}$.

To complete the proof, we recall that Theorem 1 implies $a \equiv 0$ on the closure of int $\left(\Omega_{2}\right)$. Since $\bar{\Omega}=\Omega_{0} \cup \Omega_{2} \cup C$, and int $(C)=\varnothing$, the continuity of $a(x)$ implies $a(x) \equiv 0$ on $\bar{\Omega}$.

Proposition 5 agrees with a result of Falk's [3] without using the assumption that $\nabla u \cdot \nu \geqq \sigma>0$ on $\Omega$ for some fixed vector $\nu$ and a constant $\sigma$.
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#### Abstract

In this paper we prove the existence of a generalized solution of the initial value problem $\partial u / \partial t=\partial / \partial x \Phi(u, \partial \Sigma(u) / \partial x) ; u(x, 0)=u_{0}(x)$ and the uniqueness of such a solution under certain conditions.
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1. Introduction. In this note we prove the existence of at least one generalized solution of the initial value problem

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x} \Phi\left(u, \frac{\partial \Sigma(u)}{\partial x}\right),  \tag{1.1}\\
u(x, 0)=f(x) . \tag{1.2}
\end{gather*}
$$

This is a generalization of the equation $\partial u / \partial t=\partial^{2} \Sigma(u) / \partial x^{2}$ that includes $\partial u / \partial t=$ $\partial / \partial x\left(|\partial u / \partial x|^{N-1} \partial u / \partial x\right)$ and $\partial u / \partial t=\partial / \partial x\left(\left|\partial u^{\lambda} / \partial x\right|^{N-1} \partial u / \partial x\right)$.

By a generalized solution to the above problem we understand a function $u(x, t)$ defined on $S=\mathbb{R} \times[0, \infty)$ so that
(i) $u(x, t)$ is continuous in $S=\mathbb{R} \times[0, \infty)$;
(ii) $\partial \Sigma(u) / \partial x$, which exists in the sense of distributions, belongs to $L^{\infty}$;
(iii) $\iint\left[u \phi_{t}-\Phi\left(u, \frac{\partial \Sigma(u)}{\partial x}\right) \phi_{\chi}\right] d x d t$

$$
+\int_{-\infty}^{+\infty} f(x) \phi(x, 0) d x=0 \quad \forall \phi \in C_{0}^{\infty}(S) .
$$

Throughout this paper the functions $\Phi:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ and $\Sigma:[0, \infty) \rightarrow[0, \infty)$ will satisfy

$$
\begin{gather*}
\Phi \in \mathrm{C}^{1}([0, \infty) \times \mathbb{R}), \Sigma \in C^{1}([0, \infty)), \Sigma \in C^{2}([0, \infty)),  \tag{1.3}\\
y_{1}<y_{2} \Rightarrow \Phi\left(z, y_{1}\right)<\Phi\left(z, y_{2}\right) \quad \forall z \in[0, \infty), \\
\Phi(z,-y)=-\Phi(z, y) \quad \forall(z, y) \in[0, \infty) \times \mathbb{R}, \tag{1.4}
\end{gather*}
$$

there exist constants $\alpha_{1}>0, \alpha_{2}>0, \beta>0, C>0$ and a function $\psi \in$ $C^{\infty}([0, \infty)), \psi(s)>0$ for all $s>0$ and $\int_{0}^{z} \psi^{1 / \alpha_{1}}(s) \Sigma^{\prime}(s) s d s<\infty$ so that $|\Phi(z, y)| \leqq \psi(z)|y|^{\alpha_{1}}$ if $|y| \leqq \beta$ and $|\Phi(z, y)| \geqq C|y|^{\alpha_{2}}$ if $|y| \geqq \beta$,

$$
\begin{equation*}
\Sigma^{\prime}(s) \geqq 0 \quad \text { and } \quad \Sigma^{\prime}(s)>0 \quad \text { if } s>0 . \tag{1.6}
\end{equation*}
$$

We will produce a generalized solution to problem (1.1), (1.2) as the limit of classical solutions of strictly parabolic problems that converge in a suitable way to

[^114]problem (1.1), (1.2). Namely, for $n=0,1,2, \cdots$, let $\Phi_{n}:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ and $\Sigma_{n}:[0, \infty) \rightarrow$ $[0, \infty)$ be functions that satisfy hypotheses (1.3)-(1.6) with the constants $\alpha_{1}, \alpha_{2}, \beta, C$ and the function $\psi$ independent of $n$, and such that $\Sigma_{n} \in C^{2}([0, \infty))$. Assume moreover that
\[

$$
\begin{align*}
& \frac{\partial \Phi_{n}}{\partial y}(z, y) \geqq a_{n} \supsetneqq 0 \quad \forall n,  \tag{1.7}\\
& \Sigma_{n}^{\prime}(s) \geqq a_{n} \supsetneqq 0 \quad \forall n,  \tag{1.8}\\
& \Phi_{0}(z, y) \geqq \Phi_{n}(z, y) \quad \forall z, \quad \forall y \geqq 0, \quad n=0,1,2, \cdots,  \tag{1.9}\\
& \Sigma_{0}^{\prime}(s) \geqq \Sigma_{n}^{\prime}(s) \quad \forall s \geqq 0, \quad n=0,1,2, \cdots, \tag{1.10}
\end{align*}
$$
\]

and
$\Phi_{n}(z, y) \rightarrow \Phi(z, y)$ as $n \rightarrow+\infty$ uniformly on compact subsets, $\Sigma_{n}^{\prime}(s) \rightarrow \Sigma^{\prime}(s)$ as $n \rightarrow+\infty$ uniformly on compact subsets and $\Sigma_{n}(0) \rightarrow \Sigma(0)$ as $n \rightarrow+\infty$,
Let $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ so that $f_{n} \rightarrow f$ on $L^{1}(\mathbb{R})$ as $n \rightarrow+\infty$ and $\left\|f_{n}(x)\right\|_{\infty} \leqq M<\infty$ with $M$ independent of $n$. Let $u_{n}(x, t)$ be the solution in $S$ of the strictly parabolic problem,

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x} \Phi_{n}\left(u, \frac{\partial \Sigma_{n}(u)}{\partial x}\right),  \tag{1.1}\\
u(x, 0)=f_{n}(x) \tag{1.2}
\end{gather*}
$$

(For the existence of such a solution see [13].) We will refer to $(1.1)_{n},(1.2)_{n}$ as an approximating sequence to problem (1.1), (1.2).

More precisely we will prove the following.
Theorem 1. Let $u_{n}(x, t)$ be a solution of problem $(1.1)_{n},(1.2)_{n}$ with $\Phi_{n}, \Sigma_{n}$ and $f_{n}$ as in the preceding paragraph and such that

$$
\begin{equation*}
\left\|\frac{\partial}{\partial x} \Phi_{n}\left(f_{n}, \frac{\partial \Sigma_{n}\left(f_{n}\right)}{\partial x}\right)\right\|_{1} \leqq P \tag{1.14}
\end{equation*}
$$

with P independent of $n$. Then there exists a subsequence of $\left\{u_{n}(x, t)\right\}_{n=1}^{\infty}$ which converges uniformly on compact subsets of $S$ to a generalized solution $u(x, t)$ of problem (1.1), (1.2). Moreover, for a fixed $t \geqq 0$ the functions $u_{n}(\cdot, t)$ converge to $u(\cdot, t)$ in $L^{1}(\mathbb{R})$.

As a corollary we obtain the following existence result.
Corollary 1. If $\Phi$ and $\Sigma$ satisfy hypotheses (1.3)-(1.7) and $f, \partial f / \partial x, \partial^{2} f / \partial x^{2}$ and $\partial^{2} \Sigma(f) / \partial x^{2}$ belong to $L^{1}(\mathbb{R})$ then the initial value problem (1.1), (1.2) has at least a generalized solution in $S$.

Related existence results appear in [4], [6], [7], and [13]-[15].
The next theorem shows that no matter which sequence of approximating problems is taken, the solution we obtain is the same. In particular this proves that the sequence $\left\{u_{n}(x, t)\right\}_{n=1}^{\infty}$ of Theorem 1 itself converges to a generalized solution of problem (1.1), (1.2).

Theorem 2. Let $\Phi_{n}^{(i)}, \Sigma_{n}^{(i)}, f_{n}^{(i)} i=1,2 ; n=0, \cdots$, be sequences of functions that satisfy hypotheses (1.3)-(1.14).

Let $u^{(i)}(x, t) i=1,2$ be defined by

$$
u^{(i)}(x, t)=\lim _{n \rightarrow+\infty} u_{n}^{(i)}(x, t)
$$

where $u_{n}^{(i)}(x, t)$ is the solution of problem

$$
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x} \Phi_{n}^{(i)}\left(u, \frac{\partial \Sigma_{n}^{(i)}(u)}{\partial x}\right), \quad u(x, 0)=f_{n}^{(i)}(x) .
$$

Then $u^{(1)}(x, t)=u^{(2)}(x, t)$ for all $(x, t) \in S$.
Although we have not been able to prove uniqueness of the generalized solution of problem (1.1), (1.2) we have the following uniqueness theorem.

Theorem 3. Let $u(x, t)$ and $v(x, t)$ be two generalized solutions of problem (1.1), (1.2). In addition to hypotheses (1.3)-(1.7) assume that $\Phi \in C^{\infty}([0, \infty) \times \mathbb{R}), \quad \Sigma \in$ $C^{\infty}[0, \infty)$ ) and $\partial \Phi / \partial y(z, y) \geqq a>0$, for all $(z, y) \in[0, \infty) \times \mathbb{R}$. Then $u \equiv v$.

For some uniqueness results see [3], [5] and [15].
We would like to note that several properties of the solutions of strictly parabolic problems are inherited by the limit solution given by Theorem 1, among them the comparison theorems as they appear in [8]. This permits us, using the same techniques as in [9] and [12], to study asymptotic behaviour of the solutions so obtained. The details will appear somewhere else.
2. Proof of Theorem 1. Let $u_{n}(x, t)$ be the solution of problem $(1.1)_{n},(1.2)_{n}$; it is known that these are classical solutions. Since $\left\|u_{n}(\cdot, \cdot)\right\|_{\infty} \leqq\left\|f_{n}\right\|_{\infty} \leqq M$ we obtain, by (1.10), $\left\|\Sigma_{n}\left(u_{n}(\cdot, \cdot)\right)\right\|_{\infty} \leqq \Sigma_{0}(M)$. We will prove now that the sequence $\Sigma_{n}\left(u_{n}\right)$ is equicontinuous in $S$.

By Theorem 1 of [8] and (1.14) we get

$$
\left\|\frac{\partial}{\partial x} \Phi_{n}\left(u_{n}, \frac{\partial \Sigma_{n}\left(u_{n}\right)}{\partial x}\right)\right\|_{1} \leqq\left\|\frac{\partial}{\partial x} \Phi_{n}\left(f_{n}, \frac{\partial \Sigma_{n}\left(f_{n}\right)}{\partial x}\right)\right\|_{1} \leqq P \quad \forall n .
$$

Therefore

$$
\left\|\Phi_{n}\left(u_{n}, \frac{\partial \Sigma_{n}\left(u_{n}\right)}{\partial x}\right)\right\|_{\infty} \leqq P
$$

and, by (1.5), recalling that the constants do not depend on $n$, we obtain

$$
\left\|\frac{\partial \Sigma_{n}}{\partial x}\left(u_{n}\right)\right\|_{\infty} \leqq C \quad \forall n \geqq 0 .
$$

Hence, for a fixed $t, \Sigma_{n}\left(u_{n}(\cdot, t)\right)$ is Lipschitz continuous in $x$, with Lipschitz constant $C$ independent of $t$ and $n$.

On the other hand, since the solution $u_{n}(x, t)$ is given by a contraction semigroup,

$$
\left\|u_{n}\left(\cdot, t_{1}\right)-u_{n}\left(\cdot, t_{2}\right)\right\|_{1} \leqq P \quad\left|t_{1}-t_{2}\right|
$$

(see [8], [13]).
Therefore, by (1.10),

$$
\left\|\Sigma_{n}\left(u_{n}\left(\cdot, t_{1}\right)\right)-\Sigma_{n}\left(u_{n}\left(\cdot, t_{2}\right)\right)\right\|_{1} \leqq C \cdot P \quad\left|t_{1}-t_{2}\right| .
$$

This, and the uniform Lipschitz continuity in $x$, imply by a standard argument that $\left\{\Sigma_{n}\left(u_{n}\right)\right\}_{n=0}^{\infty}$ is equicontinuous in $S$.

Now the Ascoli-Arzela Theorem gives a subsequence $\left\{\Sigma_{n_{k}}\left(u_{n_{k}}\right)\right\}_{k=0}^{\infty}$ and hence a subsequence $\left\{u_{n_{k}}\right\}_{k=0}^{\infty}$ that converges uniformly on compact subsets of $S$ to a continuous function $u$. An immediate consequence of this is that $\partial \Sigma_{n_{k}}\left(u_{n_{k}}\right) / \partial x$ converges weakly to $\partial \Sigma(u) / \partial x$. Since $\left\|\partial \Sigma_{n_{k}}\left(u_{n_{k}}\right) / \partial x\right\|_{\infty}$ are uniformly bounded we get $\partial \Sigma(u) / \partial x \in L^{\infty}$.

We will now prove that $u(x, t)$ satisfies (iii) of the definition of a generalized solution.

We define

$$
H_{n}(z, \eta)=y \Leftrightarrow \Phi_{n}(z, y)=\eta \quad \text { and } \quad H(z, \eta)=y \Leftrightarrow \Phi(z, y)=\eta .
$$

Now, since for a fixed $t$,

$$
\left\|\frac{\partial}{\partial x} \Phi_{n_{k}}\left(u_{n_{k}}, \frac{\partial \Sigma_{n_{k}}\left(u_{n_{k}}\right)}{\partial x}\right)(\cdot, t)\right\|_{1} \leqq P
$$

by the inbedding [11, Thm. 11.2, p. 31], we have that for a fixed interval $[-A, A]$ there exists a subsequence $\left\{n_{k^{\prime}}\right\}_{k^{\prime}=0}^{\infty}$ of $\left\{n_{k}\right\}$ so that

$$
\Phi_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}, \frac{\partial \Sigma_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}\right)}{\partial x}\right)(\cdot, t) \rightarrow \eta(\cdot, t)
$$

as $k^{\prime} \rightarrow+\infty$ in $L^{1}[-A, A]$ and so we can extract another subsequence $\left\{n_{k^{\prime}}\right\}$ so that

$$
\eta_{n_{k^{\prime}}}(\cdot, t)=\Phi_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}} \frac{\partial \Sigma_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}\right)}{\partial x}\right)(\cdot, t) \rightarrow \eta(\cdot, t)
$$

as $k^{\prime \prime} \rightarrow+\infty$ a.e. in $[-A, A]$. But

$$
\frac{\partial \Sigma_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}\right)}{\partial x}(x, t)=H_{n_{k^{\prime}}}\left(u_{n_{k^{\prime \prime}}}, \eta_{n_{k^{\prime}}}\right)
$$

and if we let $k^{\prime \prime} \rightarrow+\infty$, since

$$
\xrightarrow[\partial \Sigma_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}\right)]{\partial x} \rightarrow \frac{\partial \Sigma(u)}{\partial x}
$$

weakly as $k^{\prime \prime} \rightarrow+\infty$, we get

$$
\frac{\partial \Sigma(u)}{\partial x}(x, t)=H(u, \eta)(x, t) \quad \text { a.e. in }[-A, A] .
$$

So

$$
\eta(x, t)=\Phi\left(u(x, t), \frac{\partial \Sigma(u)}{\partial u}(x, t)\right) \quad \text { a.e. in }[-A, A]
$$

and

$$
\Phi_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}(\cdot, t), \frac{\partial \Sigma_{n_{k^{\prime}}}\left(u_{n_{k^{\prime}}}\right)}{\partial x}(\cdot, t)\right) \rightarrow \Phi\left(u(\cdot, t), \frac{\partial \Sigma(u)}{\partial x}(\cdot, t)\right)
$$

as $k^{\prime \prime} \rightarrow+\infty$ in $L^{1}([-A, A])$.
Therefore the same is true for the whole subsequence $\left\{u_{n_{k}}\right\}_{k=1}^{\infty}$. Since

$$
\left\|\Phi_{n_{k}}\left(u_{n_{k}}, \frac{\partial \Sigma_{n_{k}}\left(u_{n_{k}}\right)}{\partial x}\right)(\cdot, \cdot)\right\|_{\infty} \leqq P
$$

the dominated convergence theorem implies that $\Phi_{n_{k}}\left(u_{n_{k}}, \partial \Sigma_{n_{k}}\left(u_{n_{k}}\right) / \partial x\right)$ converges to $\Phi(u, \partial \Sigma(u) / \partial x)$ in $L^{1}([-A, A] \times[0, T])$ for our rectangle $[-A, A] \times[0, T]$.

Finally, letting $k \rightarrow+\infty$ in

$$
\iint_{S}\left[u_{n_{k}} \phi_{t}-\Phi_{n_{k}}\left(u_{n_{k}}, \frac{\partial \Sigma_{n_{k}}\left(u_{n_{k}}\right)}{\partial x}\right) \phi_{x}\right] d x d t+\int_{-\infty}^{+\infty} f_{n_{k}}(x) \phi(x, 0) d x=0
$$

we obtain that $u(x, t)$ is a generalized solution of (1.1), (1.2).

We have proved that the subsequence $\left\{u_{n_{k}}(x, t)\right\}_{k=1}^{\infty}$ converges uniformly on compact subsets to a generalized solution of problem (1.1), (1.2). It remains to prove that $\left\{u_{n_{k}}(\cdot, t)\right\}_{k=1}^{\infty}$ converges in $L^{1}(\mathbb{R})$ to $u(\cdot, t)$. Now we need the following lemma.

Lemma 1. Let $u_{n}(x, t)$ be a solution of problem $(1.1)_{n},(1.2)_{n}$. Then given $\varepsilon>0$ and $T>0$ there exists $A>0$ so that

$$
\int_{|y| \geqq A} u_{n}(y, t) d y \leqq \varepsilon \quad \forall n, \quad \forall t \in[0, T] .
$$

Proof. The main tool in the proof is the comparison theorem [8, Thm. 3] (see also [16]).

We prove first the case $f_{n}=f \in C_{0}^{\infty}$. In this case let $g \in C_{0}^{\infty}$ symmetric with respect to $x=0$, increasing for $x \leqq 0$ and $f(x) \leqq g(x)$ for all $x$.

Let $v_{n}(x, t) n=0,1,2, \cdots$, be the solution of

$$
\frac{\partial v}{\partial t}=\frac{\partial}{\partial x} \Phi_{n}\left(v, \frac{\partial \Sigma_{n}(v)}{\partial x}\right), \quad v(x, 0)=g(x) .
$$

According to the above-mentioned comparison theorem, we have

$$
\int_{|y| \geqq A} u_{n}(y, t) d y \leqq \int_{|y| \geqq A} v_{n}(y, t) d y \leqq \int_{|y| \geqq A} v_{0}(y, t) \leqq \int_{|y| \geqq A} v_{0}(y, T) d y .
$$

As $v_{0}(\cdot, T) \in L^{1}(\mathbb{R})$ the lemma is proved in the case $f_{n}=f \in C_{0}^{\infty}$. The general case follows now from the well-known fact that

$$
\left\|u_{n}(\cdot, t)-\tilde{u}_{n}(\cdot, t)\right\|_{1} \leqq\left\|u_{n}(\cdot, 0)-\tilde{u}_{n}(\cdot, 0)\right\|_{1}
$$

where $u_{n}$ and $\tilde{u}_{n}$ are solutions of $(1.1)_{n}$. This ends the proof of Lemma 1 .
Lemma 1 and the fact that $u_{n_{k}} \rightarrow u$ uniformly on compact subsets of $S$ imply that $u_{n_{k}}(\cdot, t) \rightarrow u(\cdot, t)$ in $L^{1}(\mathbb{R})$. This proves Theorem 1.

Remark. We would like to observe that an alternative proof to Theorem 1 could be obtained by using nonlinear semigroup theory, in particular P. Benilan's result that states that if $A_{n}, n=1,2, \cdots, \infty$ is an $m$-accretive operator in a Banach space and $A_{n} \rightarrow A_{\infty}$ as $n \rightarrow+\infty$ in a suitable way; then for the corresponding semigroups $S_{n}(t)$ one has $S_{n}(t) \rightarrow S_{\infty}(t)$ as $n \rightarrow+\infty$. For a precise statement of this result see [1], [2] or [10].

Proof of Corollary 1. From the hypothesis it is easy to construct sequences $\Phi_{n}$, $\Sigma_{n}$ that satisfy the requirements of Theorem 1 with $f_{n}=f$, for all $n$.
3. Proof of Theorem 2. First we need the following lemma.

Lemma 2. Let $u_{n}(x, t)$ be a solution of problem $(1.1)_{n},(1.2)_{n}$ and assume that $0<a \leqq f_{n}(x)$, for all $x \in[-A, A]$ for all $n$. Then given $T>0$ there exists $b>0$ independent of $n$ so that $u_{n}(x, t)>b$ for all $(x, t) \in[-A, A] \times[0, T]$.

Proof. Let $g$ be $C_{0}^{\infty}$, symmetric with respect to $-A$ increasing for $x \leqq-A, g(-A) \neq$ $0, g(x) \leqq f_{n}(x)$ for all $x \in \mathbb{R}$.

Let $v_{n}(x, t)$ be a solution of $(1.1)_{n}$ with initial condition $g$. The comparison theorem ([8], [16]) implies

$$
\int_{-\infty}^{x} v_{n}(y, t) \leqq \int_{-\infty}^{x} v_{0}(y, T) \quad \forall x \leqq-A, \quad \forall t \in[0, T] .
$$

Therefore, since $\int_{-\infty}^{-A} v_{n}=\int_{-\infty}^{-A} v_{0}=\int_{-\infty}^{-A} g$,

$$
\int_{x}^{-A} v_{n}(y, t) d y \geqq \int_{x}^{0} v_{0}(y, T) d y \quad \forall x \leqq-A
$$

Hence

$$
v_{n}(-A, t) \geqq v_{0}(-A, T) .
$$

Pointwise comparison (see [8], [13]) gives

$$
u_{n}(-A, t) \geqq v_{0}(-A, T)>0 .
$$

Similarly,

$$
u_{n}(A, t) \geqq v_{0}^{+}(A, T)>0
$$

where $v_{0}^{+}(A, T)$ is a solution to $(1.1)_{0}$ with initial condition $g^{+} \in C_{0}^{\infty}$, symmetric with respect to $A$, increasing for $x \leqq A, g^{+}(A) \neq 0, g^{+}(x) \leqq f_{n}(x)$ for all $x \in \mathbb{R}$.

Since, by hypothesis, $u_{n}(x, 0)=f_{n}(x) \geqq a>0$ for $x \in[-A, A]$, the minimum principle for parabolic equations implies that

$$
u_{n}(x, t)>\min \left(a, v_{0}(-A, T), v_{0}^{+}(A, T)\right)=b>0
$$

for all $(x, t) \in[-A, A] \times[0, T]$ and the lemma is proved.
Proof of Theorem 2. Let $\varepsilon>0$ be given. There exists $\tilde{f}: \mathbb{R} \rightarrow \mathbb{R}$ and $N>0$ so that $\tilde{f}, \partial \tilde{f} / \partial x, \partial^{2} \tilde{f}^{2} / \partial x^{2} \in L^{1}(\mathbb{R})$ and $\left\|f_{n}-\tilde{f}\right\| \leqq \varepsilon$ for all $n \geqq N$.

Let $\tilde{u}_{n}^{(i)}(x, t)$ be the solution of $(1.1)_{n}$ with initial condition $\tilde{u}_{n}^{(i)}(x, 0)=\tilde{f}(x)$.
It is well known that

$$
\begin{equation*}
\left\|\tilde{u}_{n}^{(i)}(\cdot, t)-u_{n}^{(i)}(\cdot, t)\right\|_{1} \leqq\left\|\tilde{f}-f_{n}\right\|_{1} . \tag{3.1}
\end{equation*}
$$

Since

$$
\begin{aligned}
e^{-t} \int_{-\infty}^{x}\left[u_{n}^{(1)}(y, t)-u_{n}^{(2)}(y, t)\right] d y= & e^{-t} \int_{-\infty}^{x}\left[u_{n}^{(1)}(y, t)-\tilde{u}_{n}^{(1)}(y, t)\right] d y \\
& +e^{-t} \int_{-\infty}^{x}\left[\tilde{u}_{n}^{(1)}(y, t)-\tilde{u}_{n}^{(2)}(y, t)\right] d y \\
& +e^{-t} \int_{-\infty}^{x}\left[\tilde{u}_{n}^{(2)}(y, t)-u_{n}^{(2)}(y, t)\right] d y,
\end{aligned}
$$

and $\varepsilon$ is arbitrary, by (3.1) in order to show that $u^{(1)} \equiv u^{(2)}$ it suffices to show that for

$$
J_{n}(x, t)=e^{-t} \int_{-\infty}^{x}\left[\tilde{u}_{n}^{(1)}(y, t)-\tilde{u}_{n}^{(2)}(y, t)\right] d y
$$

we have

$$
\begin{equation*}
\max _{(x, t) \in S}\left|J_{n}(x, t)\right| \rightarrow 0 \quad \text { as } n \rightarrow+\infty . \tag{3.2}
\end{equation*}
$$

In order to prove (3.2) assume that

$$
\overline{\lim _{n \rightarrow+\infty}} \max _{(x, t) \in S} J_{n}(x, t)=d>0
$$

then there exists $n>0$ and $T>0$ such that

$$
\begin{equation*}
\max _{(x, t) \in S} J_{n}(x, t)=\max _{(x, t) \in \mathbb{R} \times[0, T]} J_{n}(x, t) \geqq \frac{d}{2}>0 . \tag{3.3}
\end{equation*}
$$

By Lemma 1 we can find $A>0$ so that

$$
\max _{(x, t) \in S} J_{n}(x, t)=J_{n}\left(x_{n}, t_{n}\right)
$$

and $\left(x_{n}, t_{n}\right) \in[-A, A] \times[0, T]$.
Since the maximum of $J_{n}(x, t)$ is attained at $\left(x_{n}, t_{n}\right)$, the relations $(\partial / \partial x) J_{n}\left(x_{n}, t_{n}\right)=$ $0,\left(\partial^{2} / \partial x^{2}\right) J_{n}\left(x_{n}, t_{n}\right) \leqq 0$ and $\left(\partial J_{n} / \partial x\right)\left(x_{n}, t_{n}\right)=0$ imply

$$
\begin{align*}
& \tilde{u}_{n}^{(1)}\left(x_{n}, t_{n}\right)=\tilde{u}_{n}^{(2)}\left(x_{n}, t_{n}\right)  \tag{3.4}\\
& \frac{\partial \tilde{u}_{n}^{(1)}}{\partial x}\left(x_{n}, t_{n}\right) \leqq \frac{\partial \tilde{u}_{n}^{(2)}}{\partial x}\left(x_{n}, t_{n}\right),  \tag{3.5}\\
& J_{n}\left(x_{n}, t_{n}\right)=\Phi_{n}^{(1)}\left(\tilde{u}_{n}^{(1)}\left(x_{n}, t_{n}\right), \frac{\partial \Sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(1)}\right)}{\partial x}\left(x_{n}, t_{n}\right)\right)  \tag{3.6}\\
& \\
& \quad-\Phi_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\left(x_{n}, t_{n}\right), \frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\left(x_{n}, t_{n}\right)\right) .
\end{align*}
$$

So from (3.3) and (3.6) we obtain

$$
0<\frac{d}{2} \leqq I_{n}^{(1)}+I_{n}^{(2)}+I_{n}^{(3)}
$$

where

$$
\begin{aligned}
& I_{n}^{(1)}=\Phi\left(\tilde{u}_{n}^{(1)}, \frac{\partial \Sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(1)}\right)}{\partial x}\right)-\Phi\left(\tilde{u}_{n}^{(1)}, \frac{\partial \Sigma^{(1)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right), \\
& I_{n}^{(2)}=\Phi\left(\tilde{u}_{n}^{(2)}, \frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right)-\Phi \Phi_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}, \frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right), \\
& I_{n}^{(3)}=\Phi\left(\tilde{u}_{n}^{(1)}, \frac{\partial \Sigma_{n}^{(1)}\left(u_{n}^{(1)}\right)}{\partial x}\right)-\Phi\left(\tilde{u}_{n}^{(2)}, \frac{\partial \Sigma_{n}^{(2)}\left(u_{n}^{(2)}\right)}{\partial x}\right),
\end{aligned}
$$

evaluated at the point $\left(x_{n}, t_{n}\right)$.
From the fact that $\Phi_{n}^{(i)} \rightarrow \Phi$ uniformly on compact subsets as $n \rightarrow+\infty$ we have that $I_{n}^{(1)}, I_{n}^{(2)} \rightarrow 0$ as $n \rightarrow+\infty$. Therefore in order to obtain the contradiction we are looking for it suffices to prove that $\overline{\lim } I_{n}^{(3)} \leqq 0$ as $n \rightarrow+\infty$.

Using (3.4) and (3.5) and the monotonicity of the function $\Phi$ on the second variable we get

$$
\begin{aligned}
I_{n}^{(3)} & \leqq\left|\Phi\left(\tilde{u}_{n}^{(2)}, \frac{\partial \Sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right)-\Phi\left(\tilde{u}_{n}^{(2)}, \frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right)\right| \\
& \leqq K\left|\frac{\partial \Sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}-\frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right|
\end{aligned}
$$

where $K$ is a Lipschitz constant for the $\mathrm{C}^{1}$ function $\Phi(\cdot, \cdot)$ in a suitable compact set and does not depend on $n$.

Or, setting $\sigma_{n}^{(i)}(s)=\left(\Sigma_{n}^{(i)}\right)^{\prime}(s)$, we get

$$
I_{n}^{(3)} \leqq K\left\|\frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right\|_{\infty} \cdot\left|\frac{\sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(2)}\right)-\sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}\right| .
$$

But we know that

$$
\left\|\frac{\partial \Sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\right)}{\partial x}\right\|_{\infty} \leqq K,
$$

independently of $n$ and, by Lemma 5 and the hypothesis $\sigma_{n}^{(2)} \rightarrow \sigma$ uniformly on compact subsets as $n \rightarrow+\infty$, we have $\left|\sigma_{n}^{(2)}\left(u_{n}\left(x_{n}, t_{n}\right)\right)\right| \geqq c>0$ for all $n$ large enough where $c$ is independent of $n$.

Therefore

$$
I_{n}^{(3)} \leqq C\left|\sigma_{n}^{(1)}\left(\tilde{u}_{n}^{(2)}\left(x_{n}, t_{n}\right)\right)-\sigma_{n}^{(2)}\left(\tilde{u}_{n}^{(2)}\left(x_{n}, t_{n}\right)\right)\right|
$$

for a suitable constant $C$ and letting $n \rightarrow+\infty$ we get $\overline{\lim } I_{n}^{(3)} \leqq 0$.
Analogously we can prove that

$$
\lim _{n \rightarrow+\infty} \max _{(x, t) \in S} J_{n}(x, t) \geqq 0
$$

and consequently (3.2) is proved.
4. Proof of Theorem 3. The proof of Theorem 3 is based on the following lemma whose proof is exactly the same as the proof of Theorem 7 in [8], and we will not give it here.

Lemma 3. Let the hypothesis of Theorem 3 hold. If $u(x, t)$ is a generalized solution of problem (1.1), (1.2), then $u(x, t)$ is a classical solution of (1.1) in a neighborhood of any point $\left(x_{0}, y_{0}\right)$ so that $u\left(x_{0}, t_{0}\right)>0$.

Now we can prove Theorem 3. We note that we can assume that $u(x, t)$ is the solution given by Theorem 1 to problem (1.1), (1.2). From this it follows that

$$
u(x, t)=\lim _{n \rightarrow+\infty} u_{n}(x, t) \quad \text { in } L^{1}
$$

where $u_{n}(x, t)$ is a solution of $(1.1)_{n}$ with initial condition

$$
u_{n}(x, 0)=f_{n}(x)
$$

where $f_{n}(x)>0$ for all $x \in \mathbb{R}$ and $f_{n} \rightarrow f$ in $L^{1}$.
Now we essentially repeat the argument of the proof of Theorem 2.
Set

$$
J_{n}(x, t)=e^{-t} \int_{-\infty}^{x}\left(u_{n}(y, t)-v(y, t)\right) d y .
$$

Assume that

$$
\max _{(x, t) \in S} \int_{-\infty}^{x}(u(y, t)-v(y, t)) d y=d>0 .
$$

Then for $n$ large enough we have

$$
\max _{(x, t) \in S} J_{n}(x, t)=J_{n}\left(x_{n}, t_{n}\right) \geqq \frac{d}{2}>0
$$

At the point $\left(x_{n}, t_{n}\right)$ where this maximum is attained we have

$$
v\left(x_{n}, t_{n}\right)=u_{n}\left(x_{n}, t_{n}\right)>0 .
$$

So by Lemma 3, $v(x, t)$ is a classical solution in a neighborhood of $\left(x_{n}, t_{n}\right)$; this lets us take higher order derivatives at this point to obtain, as in the proof of Theorem 2,

$$
\frac{\partial u_{n}}{\partial x}\left(x_{n}, t_{n}\right) \leqq \frac{\partial v}{\partial x}\left(x_{n}, t_{n}\right)
$$

and

$$
0<\frac{d}{2}<J_{n}\left(x_{n}, t_{n}\right)=\Phi\left(u_{n}\left(x_{n}, t_{n}\right), \frac{\partial \Sigma\left(u_{n}\right)}{\partial x}\right)-\Phi\left(v\left(x_{n}, t_{n}\right), \frac{\partial \Sigma(v)}{\partial x}\right) \leqq 0
$$

which is a contradiction. Consequently

$$
\int_{-\infty}^{x} u(y, t) d y \leqq \int_{-\infty}^{x} u(y, t) d y \quad \forall x, \quad \forall t
$$

Analogously we obtain the reverse inequality to get $\int_{-\infty}^{x} u(y, t) d y=\int_{-\infty}^{x} v(y, t) d y$ and hence $u \equiv v$.
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#### Abstract

The classical expression for the Green's function associated with heat conduction external to a spherical reservoir involves an infinite series in which the radial/time contributions are given by Laplace-type integrals containing cross products of spherical Bessel functions. This expression is most useful, numerically, for large distances and/or long times. In this paper, using a combination of transform and integral equations techniques, alternative expressions are derived for the radial/time components predominantly in terms of polynomials in the time variable. These new representations are thus valuable for short-time heat conduction calculations. Moreover, when re-expressed in a quantum-mechanical setting, they provide particularly useful closed-form expressions in terms of familiar functions for all the higher-order partial waves of the two-particle density matrix under the assumption of hard-core interaction.
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1. Introduction. The three-dimensional temperature distribution $u\left(\vec{r}, \vec{r}^{\prime} ; t\right)$ in an unbounded homogeneous medium exterior to a spherical fixed-temperature reservoir, which results from an impulsive input at time $t=0$, satisfies the combined boundary/initial value problem

$$
\begin{align*}
& \nabla^{2} u=k \frac{\partial u}{\partial t}|\vec{r}|,\left|\vec{r}^{\prime}\right|>1, \quad t>0 \\
& u \equiv 0 \quad \text { for }|\vec{r}| \leqq 1  \tag{1}\\
& \lim _{t \rightarrow 0} u=\delta\left(\vec{r}-\vec{r}^{\prime}\right) .
\end{align*}
$$

Here $k$ is a positive constant, $\vec{r}^{\prime}$ is the impulsive source point and the reservoir has been both localized to the unit ball about the origin and given the normalized temperature zero. If separation of variables in spherical coordinates is then applied, the desired solution should have the following form, owing to symmetry and boundedness considerations:

$$
\begin{equation*}
u\left(\vec{r}, \vec{r}^{\prime} ; t\right)=\sum_{n=0}^{\infty}\left(\frac{2 n+1}{4 \pi}\right) u_{n}\left(r, r^{\prime} ; t\right) P_{n}(\cos \theta) . \tag{2}
\end{equation*}
$$

In this expression $\theta$ is the angle between the position vectors $\vec{r}$ and $\vec{r}^{\prime}, r \equiv|\vec{r}|, r^{\prime} \equiv\left|\vec{r}^{\prime}\right|$, $P_{n}$ is the Legendre polynomial of nonnegative order $n$ and $u_{n}\left(r, r^{\prime} ; t\right)$ is the bounded solution of

$$
\begin{align*}
& \frac{\partial}{\partial r}\left(r^{2} \frac{\partial u_{n}}{\partial r}\right)-n(n+1) u_{n}=k r^{2} \frac{\partial u_{n}}{\partial t}, \quad r, r^{\prime}>1, \quad t>0, \\
& u_{n}\left(1, r^{\prime} ; t\right)=0,  \tag{3}\\
& \lim _{t \rightarrow 0} u_{n}\left(r, r^{\prime} ; t\right)=\frac{\delta\left(r-r^{\prime}\right)}{r r^{\prime}} .
\end{align*}
$$

[^115]The classical representation [2, p. 382] for the solution of (3) can be expressed as the Laplace-type integral

$$
-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{D_{n}(v r) D_{n}\left(v r^{\prime}\right)}{h_{n}^{(1)}(v) h_{n}^{(2)}(v)} e^{-v^{2} t / k} v^{2} d v \quad(n=0,1,2, \cdots)
$$

where $D_{n}(z) \equiv h_{n}^{(1)}(z) h_{n}^{(2)}(v)-h_{n}^{(2)}(z) h_{n}^{(1)}(v)$ and the $h_{n}^{(1,2)}$ are the spherical Hankel functions of the first and second kinds, respectively, of nonnegative integer order $n$. When this integral representation is employed in (2), an expression for the Dirichlet heat conduction Green's function is obtained which is most useful, computationally, when $r$ (or $r^{\prime}$ ) and $t$ are large.

The problem (1) arises in other contexts as well, e.g., the quantum mechanical interaction of two particles under the assumption of hard cores. Recently, alternative representations have been derived in this setting for the lower-order solutions to (3) ([8], $n=1,2$; see also [9], $n=0$ ) which show them to be polynomials in $t$ modified by familiar functions such as exponentials, error functions and, of course, spherical Hankel functions. In this paper, we continue in this same spirit and, using a combination of transform and integral equations techniques, derive an analogous representation for the general solution of (3) in the case of arbitrary $n$. This expression proves to be of a form particularly advantageous in short-time heat conduction calculations.

The next section of this paper contains this new general solution of (3) along with remarks concerning the nature of the solution and its behavior in various limiting regimes. A word or two about computation of the solution components is included also. The major details of the solution derivation are presented in § 3 .
2. General form of the solution $\boldsymbol{u}_{\boldsymbol{n}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \boldsymbol{t}\right)$. As we shall show in the next section, the solution of (3) may be expressed as the three-term summation

$$
\begin{equation*}
u_{n}\left(r, r^{\prime} ; t\right) \equiv I_{n}\left(r, r^{\prime} ; t\right)+J_{n}\left(r, r^{\prime} ; t\right)+K_{n}\left(r, r^{\prime} ; t\right) \tag{4}
\end{equation*}
$$

with each term in this representation having particular characteristics.
Singular term. The initial term in (4) is given by the formula

$$
\begin{align*}
I_{n}\left(r, r^{\prime} ; t\right) & \equiv e^{-k\left(r^{2}+r^{\prime 2}\right) / 4 t}(-i)^{n}\left(\frac{\pi}{4}\right)\left(\frac{k}{\pi t}\right)^{3 / 2} h_{n}^{(2)}\left(\frac{i k r r^{\prime}}{2 t}\right) \\
& =\frac{e^{-k\left(r-r^{\prime}\right)^{2} / 4 t}}{r r^{\prime}} \sqrt{\frac{k}{4 \pi t}} \sum_{m=0}^{n}(-1)^{m}\left(n+\frac{1}{2}, m\right)\left(\frac{t}{k r r^{\prime}}\right)^{m} \tag{5}
\end{align*}
$$

where $h_{n}^{(2)}$ is again the spherical Hankel function of the second kind of nonnegative integer order $n, i \equiv \sqrt{-1}$ and $\left(n+\frac{1}{2}, m\right) \equiv(n+m)!/\{m!(n-m)!\}$. This component of $u_{n}$ is a "singular" solution of the equation in (3) and gives rise to the prescribed delta function behavior as $t \rightarrow 0$.

Balancing term. The second term in the representation (4) is also a polynomial in $t$ modified by $\sqrt{t}$ and multiplied by an exponential. One expression for $J_{n}$ takes the form
$J_{n}\left(r, r^{\prime} ; t\right) \equiv-\frac{e^{-k\left(r+r^{\prime}-2\right)^{2} / 4 t}}{r r^{\prime}} \sqrt{\frac{k}{4 \pi t}}$

$$
\begin{align*}
&\left\{1+\sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{p=m+l}^{m+l+n}(-1)^{m+l} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, p-m-l\right)}{r^{m}\left(r^{\prime}\right)^{l} 2^{p}}\right.  \tag{6}\\
&\left.\cdot \sum_{j=n}^{p-2} A_{p-j}(\alpha ; t) S_{j+1}(n)\right\} .
\end{align*}
$$

Here, for $m \geqq 0$,

$$
\begin{equation*}
A_{m+2}(\alpha ; t) \equiv \sum_{j=0}^{[m / 2]} \sum_{l=0}^{j} \frac{(\alpha)^{m+2 l-2 j}(4 t / k)^{j+1-l}}{(2 j+2)!(m-2 j)!}\left\{\frac{(j+1)!}{l!}-\frac{(m-2 j) \Gamma(j+3 / 2)}{2 \Gamma(l+3 / 2)}\right\} \tag{7}
\end{equation*}
$$

with $\alpha \equiv r+r^{\prime}-2$, while the $S_{j}$ are constants, depending upon $n$, which are generated recursively from

$$
\begin{align*}
& S_{n+1}(n)=\frac{(-2)^{n}}{\left(n+\frac{1}{2}, n\right)} \\
& S_{n+p}(n)=-\sum_{l=n+1}^{n+p-1} \frac{\left(n+\frac{1}{2}, l-p\right)}{\left(n+\frac{1}{2}, n\right)}(-2)^{n+p-l} S_{l}(n) \tag{8}
\end{align*}
$$

( $p \geqq 2$ ). In (7) and elsewhere, $[x]$ designates the greatest integer $\leqq x$. Moreover, throughout this paper we adopt the usual convention of ignoring summations in which the upper index is strictly less than the lower index.

Alternatively, $J_{n}$ can be expressed in a manner which more clearly exhibits its dependence upon $t$, namely

$$
\begin{equation*}
J_{n}\left(r, r^{\prime} ; t\right) \equiv \frac{e^{-k\left(r+r^{\prime}-2\right)^{2} / 4 t}}{r r^{\prime}} \sqrt{\frac{k}{4 \pi t}} \sum_{m=0}^{n} f_{m}\left(n ; r, r^{\prime}\right)\left(\frac{t}{k}\right)^{m} \tag{9}
\end{equation*}
$$

where

$$
f_{0}\left(n ; r, r^{\prime}\right)=-1
$$

and

$$
f_{n}\left(n ; r, r^{\prime}\right)=(-1)^{n+1} \frac{\left(n+\frac{1}{2}, n\right)}{\left(r r^{\prime}\right)^{n}} .
$$

In this representation the intermediate $f_{m}(1 \leqq m \leqq n-1)$ are given recursively by

$$
\begin{align*}
& \sum_{m=[(p-n+1) / 2]}^{n} f_{m}\left(n ; r, r^{\prime}\right) \sum_{l=a}^{b}\left(n+\frac{1}{2}, p-l-m\right)\left(m+\frac{1}{2}, l\right)\left(r+r^{\prime}-2\right)^{m-l} \\
& \text { 10) } \begin{aligned}
& =-\sum_{m=c}^{n} \sum_{l=d}^{e}(-1)^{l+m+p} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, p-l-m\right)}{r^{m}\left(r^{\prime}\right)^{l}}
\end{aligned} . \tag{10}
\end{align*}
$$

with $p$ an integral parameter and $a, b, c, d, e$ integral limits which satisfy

$$
\left.\begin{array}{rl}
a & =p-m-n \\
b & =m \\
c & =p-2 n \\
d & =p-m-n \\
e & =n
\end{array}\right\} \text { for } 2 n+1 \leqq p \leqq 3 n
$$

$$
\left.\begin{array}{rl}
a & =0 \\
b & =p-m \\
c & =0 \\
d & =0 \\
e & =p-m
\end{array}\right\} \quad \text { for } n+1 \leqq p \leqq 2 n .
$$

The term $J_{n}\left(r, r^{\prime} ; t\right)$, like $I_{n}\left(r, r^{\prime} ; t\right)$, is symmetric in $r, r^{\prime}$ and "balances out" the contribution of $I_{n}$ when $r=1$, i.e.,

$$
J_{n}\left(1, r^{\prime} ; t\right)=-I_{n}\left(1, r^{\prime} ; t\right) .
$$

Last term. The remaining term in (4) is only present if $n \geqq 1$ in which case the appropriate formula is

$$
\begin{align*}
K_{n}\left(r, r^{\prime} ; t\right) \equiv \frac{1}{2}(-i)^{n} & e^{-k\left(r+r^{\prime}-2\right)^{2} / 4 t} \\
& \cdot \sum_{j=1}^{n} \lambda_{j}^{3} C_{j} h_{n}^{(1)}\left(i \lambda_{j}\right) h_{n}^{(2)}\left(i \lambda_{j} r\right) h_{n}^{(2)}\left(i \lambda_{j} r^{\prime}\right) e^{-\lambda_{j}\left(r+r^{\prime}-1\right)}  \tag{11}\\
& \cdot w\left\{i\left(\lambda_{j} \sqrt{\frac{t}{k}}+\frac{r+r^{\prime}-2}{2 \sqrt{t / k}}\right)\right\} .
\end{align*}
$$

Here $h_{n}^{(1)}$ and $h_{n}^{(2)}$ are the spherical Hankel functions of the first and second kinds, respectively, of order $n$, the $\lambda_{j}(j=1,2, \cdots, n)$ are the $n$ roots of

$$
h_{n}^{(2)}(i \lambda)=0,
$$

the $C_{j}(j=1,2, \cdots, n)$ are the (unique) solutions of the simultaneous equations

$$
\begin{equation*}
\sum_{j=1}^{n} C_{j} / \lambda_{j}^{m}=-\delta_{1 m} \quad(m=1,2, \cdots, n) \tag{12}
\end{equation*}
$$

formed with these roots and $w$ is the complementary error function as given by

$$
\begin{equation*}
w(i z) \equiv e^{z^{2}} \operatorname{erfc}(z) \equiv \frac{2}{\sqrt{\pi}} e^{z^{2}} \int_{z}^{\infty} e^{-x^{2}} d x \tag{13}
\end{equation*}
$$

(see [1, p. 297]).
In view of the nature of the $\lambda_{j}, K_{n}\left(1, r^{\prime} ; t\right)$ vanishes. The three-term summation (4) therefore has the appropriate behavior both for $r=1$ and as $r \rightarrow r^{\prime}$. Hence the presence of $K_{n}$ may be viewed as ensuring that $u_{n}$ satisfies the differential equation given in (3).

Component computation. Numerical evaluation of $u_{n}\left(r, r^{\prime} ; t\right)$ for fixed $n, k$ and varying $r, r^{\prime}$, and $t$ is straightforward for small to moderate values of $n$. With appropriate organization, the bulk of the computation of $I_{n}$ and $J_{n}$ can be performed with integer arithmetic. Evaluation of $K_{n}$, however, is more demanding.

The spherical Hankel functions are given by

$$
\begin{equation*}
h_{n}^{(1,2)}(i z)=\frac{i^{\mp(n+1)}}{i z} e^{\mp z} \sum_{m=0}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{( \pm 2 z)^{m}}, \tag{14}
\end{equation*}
$$

and the zeros $\lambda_{j}(j=1,2, \cdots, n)$ of $h_{n}^{(2)}(i \lambda)$ therefore lie in the right half of the complex $\lambda$-plane (see [1, p. 373]). (The $\lambda_{j}$ occur in complex conjugate pairs, except of course, when $n$ is odd, then one of the $\lambda_{j}$ is real.) If $\lambda_{j}$ is real, the corresponding $C_{j}$ is real as well. Otherwise the associated $C_{j}$ also occur in complex conjugate pairs. This behavior, coupled with the nature of the complementary error function, implies the expected reality of $\boldsymbol{K}_{n}$.
3. Derivation of the solution $\boldsymbol{u}_{\boldsymbol{n}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \boldsymbol{t}\right)$. The boundary/initial value problem (3) is ideally suited to application of the Laplace transform. If we define

$$
U_{n}\left(r, r^{\prime} ; s\right) \equiv \mathscr{L}\left(u_{n}\right) \equiv \int_{0}^{\infty} u_{n}\left(r, r^{\prime} ; t\right) e^{-s t} d t,
$$

then $U_{n}$ is the bounded (in $r$ ) solution of the ordinary boundary-value problem

$$
\begin{equation*}
\left(r^{2} U_{n}^{\prime}\right)^{\prime}-\left(r^{2} k s+n(n+1)\right) U_{n}=-k \delta\left(r-r^{\prime}\right), \quad U_{n}\left(1, r^{\prime} ; s\right)=0 . \tag{15}
\end{equation*}
$$

The solutions underlying the homogeneous equation in (15) are the spherical Hankel functions of order $n$ and argument $i \sqrt{k s} r$, and in view of (14), only $h_{n}^{(1)}(i z)$ is bounded for large $z$. The desired solution of (15), therefore, is essentially nothing more than the ordinary Green's function associated with this problem (see [4, p. 239], for example). We thus deduce for $r \leqq r^{\prime}$

$$
\begin{equation*}
U_{n}\left(r, r^{\prime} ; s\right) \equiv \frac{k}{2} \sqrt{k s}\left\{h_{n}^{(1)}(i \sqrt{k s} r) h_{n}^{(2)}(i \sqrt{k s})-h_{n}^{(2)}(i \sqrt{k s} r) h_{n}^{(1)}(i \sqrt{k s})\right\} \frac{h_{n}^{(1)}\left(i \sqrt{k s} r^{\prime}\right)}{h_{n}^{(1)}(i \sqrt{k s})} \tag{16}
\end{equation*}
$$

with a symmetric expression valid in the regime $r \geqq r^{\prime}$. To determine $u_{n}$ we shall invert $U_{n}$. Indeed, the classical representation for $u_{n}$ given in the Introduction is equivalent to the formal inverse Laplace transform of $U_{n}$.

The easier inversion. The "singular" component $I_{n}$ in the representation (4) arises as a result of the following.

Theorem 1.

$$
\mathscr{L}^{-1}\left\{-\frac{k}{2} \sqrt{k s} h_{n}^{(2)}(i \sqrt{k s} r) h_{n}^{(1)}\left(i \sqrt{k s} r^{\prime}\right)\right\}=I_{n}\left(r, r^{\prime} ; t\right)
$$

Proof. We establish the result in the forward direction assuming $r \leqq r^{\prime}$. From (5)

$$
\begin{aligned}
\mathscr{L}\left(I_{n}\left(r, r^{\prime} ; t\right)\right) & =\mathscr{L}\left\{e^{-k\left(r^{2}+r^{\prime 2}\right) / 4 t}(-i)^{n}\left(\frac{\pi}{4}\right)\left(\frac{k}{\pi t}\right)^{3 / 2} h_{n}^{(2)}\left(\frac{i k r r^{\prime}}{2 t}\right)\right\} \\
& =\sqrt{\frac{k}{4 \pi}} \sum_{m=0}^{n}(-1)^{m}\left(n+\frac{1}{2}, m\right)\left(\frac{1}{k r r^{\prime}}\right)^{m+1} k \int_{0}^{\infty} t^{m-1 / 2} e^{-s t} e^{-k\left(r-r^{\prime}\right)^{2 / 4 t}} d t \\
& =-k \sqrt{k s} \sum_{m=0}^{n}(-1)^{m}\left(n+\frac{1}{2}, m\right)\left(\frac{r^{\prime}-r}{2 r r^{\prime} \sqrt{k s}}\right)^{m+1} i^{m} h_{m}^{(1)}\left(i\left(r^{\prime}-r\right) \sqrt{k s}\right)
\end{aligned}
$$

by virtue of [7, 3.471(9), p. 340], and the relationship of the modified Bessel function $K_{m+1 / 2}(z)$ to $h_{m}^{(1)}(i z)$. Hence, using (14) and expanding the resulting powers of $r^{\prime}-r$,

$$
\begin{aligned}
\mathscr{L}\left(I_{n}\right)= & k e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{m=0}^{n} \sum_{l=0}^{m}(-1)^{m} \frac{\left(n+\frac{1}{2}, m\right)\left(m+\frac{1}{2}, l\right)\left(r^{\prime}-r\right)^{m-l}}{\left(r r^{\prime}\right)^{m+1}(2 \sqrt{k s})^{m+l+1}} \\
= & k e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{m=0}^{n} \sum_{l=0}^{m}(-1)^{m} \frac{\left(n+\frac{1}{2}, m\right)\left(m+\frac{1}{2}, l\right)}{(2 \sqrt{k s})^{m+l+1}} \\
& \quad \sum_{j=0}^{m-l}\binom{m-l}{j}(-1)^{j} r^{j-m-1}\left(r^{\prime}\right)^{-l-j-1} .
\end{aligned}
$$

Changing the index $j$ into $m-j$, and then interchanging the last summation with the
first two, results in

$$
\begin{aligned}
& \mathscr{L}\left(I_{n}\right)=k e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{j=0}^{n} \sum_{m=j}^{n} \sum_{l=0}^{j}(-1)^{j} \frac{\left(n+\frac{1}{2}, m\right)\left(m+\frac{1}{2}, l\right)}{(2 \sqrt{k s})^{m+l+1}} \\
& \cdot\binom{m-l}{m-j} r^{-j-1}\left(r^{\prime}\right)^{j-l-m-1},
\end{aligned}
$$

and replacing $l$ with $l-m+j$ this can be rewritten as

$$
\begin{aligned}
\mathscr{L}\left(I_{n}\right)= & k e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{j=0}^{n} \sum_{m=j}^{n} \sum_{l=m-j}^{m}(-1)^{j} \frac{\left(n+\frac{1}{2}, m\right)\left(m+\frac{1}{2}, l-m+j\right)}{(2 \sqrt{k s})^{j+l+1}} \\
& \cdot\binom{2 m-l-j}{m-j} r^{-j-1}\left(r^{\prime}\right)^{-l-1} \\
=k & e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{j=0}^{n} \sum_{m=0}^{n} \sum_{l=0}^{n} \frac{(-1)^{j} r^{-j-1}\left(r^{\prime}\right)^{-l-1}}{(2 \sqrt{k s})^{j+l+1}} \\
& \cdot \frac{(n+m)!(l+j)!}{m!(n-m)!(l+j-m)!(m-j)!(m-l)!} .
\end{aligned}
$$

In the last expression we have written out explicitly the various factorials and taken advantage of the fact that the summand vanishes for $0 \leqq m<j, 0 \leqq l<m-j$ and $m<l \leqq n$. The summation over $m$ only involves factorials and fortuitously can be carried out using a variant of Saalschutz's formula (see [5, p. 66]) to give, using (14),

$$
\begin{aligned}
\mathscr{L}\left(I_{n}\right)= & k e^{\left(r-r^{\prime}\right) \sqrt{k s}} \sum_{j=0}^{n} \sum_{l=0}^{n} \frac{(-1)^{j} r^{-j-1}\left(r^{\prime}\right)^{-l-1}}{(2 \sqrt{k s})^{j+l+1}} \\
\cdot & \frac{(n+j)!(n+l)!}{j!(n-j)!l!(n-l)!} \\
= & -\frac{k \sqrt{k s}}{2}\left\{\frac{e^{\sqrt{k s} r}}{i \sqrt{k s}} \sum_{j=0}^{n} \frac{\left(n+\frac{1}{2}, j\right)}{(-2 \sqrt{k s} r)^{j}}\right\} \\
& \cdot\left\{\frac{e^{-\sqrt{k s} r^{\prime}}}{i \sqrt{k s} r^{\prime}} \sum_{l=0}^{n} \frac{\left(n+\frac{1}{2}, l\right)}{\left(2 \sqrt{k s} r^{\prime}\right)^{l}}\right\} \\
= & -\frac{k \sqrt{k s}}{2} h_{n}^{(2)}(i \sqrt{k s} r) h_{n}^{(1)}\left(i \sqrt{k s} r^{\prime}\right) .
\end{aligned}
$$

The remaining components. Inversion of the rest of $U_{n}\left(r, r^{\prime} ; s\right)$ as given by (16) is detailed in the lemmas and theorems which follow. The general method is believed to be of wide applicability. Our approach recognizes the transform at hand as a quotient and begins with an inversion of the numerator. The inverse transform of the quotient itself is then shown to satisfy an inhomogeneous integral equation of Volterra type. Solution of this integral equation yields three terms, two of which can be recognized as the $J_{n}$ and $K_{n}$ of (4). The third term is a multi-summation which, surprisingly, sums to zero for arbitrary $n$.

Lemma 1.

$$
\frac{k}{2} \sqrt{k s} h_{n}^{(1)}(i \sqrt{k s} r) h_{n}^{(1)}\left(i \sqrt{k s} r^{\prime}\right) h_{n}^{(2)}(i \sqrt{k s}) / h_{n}^{(1)}(i \sqrt{k s})=\frac{P}{Q}
$$

where

$$
\begin{aligned}
P \equiv- & k e^{-\sqrt{k s}\left(r+r^{\prime}-2\right)} \sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{j=0}^{n}(-1)^{j} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, j\right)}{r^{m+1}\left(r^{\prime}\right)^{l+1}} \\
& \cdot\left(\frac{1}{2 \sqrt{k s}}\right)^{j+l+m+1}
\end{aligned}
$$

and

$$
Q \equiv \sum_{m=0}^{n}\left(n+\frac{1}{2}, m\right)\left(\frac{1}{2 \sqrt{k s}}\right)^{m} .
$$

Proof. We prove by substitution using (14).
Lemma 2.

$$
\mathscr{L}^{-1}\left(\frac{k e^{-\alpha \sqrt{k s}}}{\sqrt{k s}}\right) \equiv I^{(0)}(\alpha ; t) \equiv \frac{e^{-k \alpha^{2} / 4 t}}{\sqrt{\pi t / k}}
$$

and for integer $n \geqq 1$

$$
\begin{aligned}
\mathscr{L}^{-1}\left(\frac{k e^{-\alpha \sqrt{k s}}}{(\sqrt{k s})^{n+1}}\right) & \equiv(-1)^{n} I^{(-n)}(\alpha ; t) \\
& \equiv \frac{1}{(n-1)!} \int_{\alpha}^{\infty} \frac{(\beta-\alpha)^{n-1} e^{-k \beta^{2} / 4 t}}{\sqrt{\pi t / k}} d \beta
\end{aligned}
$$

Proof. Apply iterated integration to [6, 5.6(6), p. 246].
Lemma 3. For integer $n \geqq 2, I^{(-n)}(\alpha ; t)$ can be expressed as a sum of polynomials in $\alpha$ and $t$ multiplied by $I^{(0)}(\alpha ; t)$ and $I^{(-1)}(\alpha ; t)$, respectively. The precise relationship is

$$
I^{(-n)}(\alpha ; t)=A_{n}(\alpha ; t) I^{(0)}(\alpha ; t)+B_{n}(\alpha ; t) I^{(-1)}(\alpha ; t)
$$

where $A_{n}(\alpha ; t)$ is as defined by (7) and

$$
\begin{equation*}
B_{n+1}(\alpha ; t) \equiv \sum_{j=0}^{[n / 2]} \frac{\alpha^{n-2 j}(t / k)^{j}}{(n-2 j)!j!} \tag{17}
\end{equation*}
$$

Proof. One way to establish this result is to show that $A_{n}, B_{n}$ are the solutions of the appropriate initial-value problems. Unfortunately, while it is trivial to verify $d B_{n} / d \alpha=B_{n-1}$ and the necessary initial values, the demonstration of $d A_{n} / d \alpha=$ $(k \alpha / 2 t) A_{n}+A_{n-1}-B_{n}$ requires substantial series manipulations and sophisticated knowledge regarding the sums of multi-binomial expressions. It is probably far easier, therefore, to rederive the representation from the definition of $I^{(-n)}$ given in the preceding lemma, by expanding the $(\beta-\alpha)^{n-1}$ factor and integrating by parts. Note that odd powers of $\beta$ contribute to $A_{n}$ and even powers to $B_{n}$. We leave the details to the interested reader.

Lemma 4.

$$
\begin{gathered}
\mathscr{L}^{-1}(P)=-\sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{j=0}^{n}(-1)^{m+l} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, j\right)}{r^{m+1}\left(r^{\prime}\right)^{l+1} 2^{j+l+m+1}} \\
\cdot I^{(-j-l-m)}(\alpha ; t)
\end{gathered}
$$

where $\alpha \equiv r+r^{\prime}-2$.
Proof. The proof is a consequence of Lemmas 1 and 2.
Lemma 5. For $n \geqq 1, \phi(\alpha ; t) \equiv \mathscr{L}^{-1}(P / Q)$ satisfies the Volterra integral equation

$$
\begin{equation*}
\phi(\alpha ; t)=\mathscr{L}^{-1}(P)-\int_{\alpha}^{\infty} \sum_{m=1}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{2^{m}} \frac{(\beta-\alpha)^{m-1}}{(m-1)!} \phi(\beta ; t) d \beta . \tag{18}
\end{equation*}
$$

If $n=0, \phi(\alpha ; t)=\mathscr{L}^{-1}(P)$ since $Q \equiv 1$ in this case.

Proof. The integral equation (18) is equivalent to the initial-value problem

$$
\begin{aligned}
& \sum_{j=0}^{n}(-1)^{j} \frac{\left(n+\frac{1}{2}, j\right)}{2^{j}} \phi^{(n-j)}(\alpha ; t)=\frac{d^{n}}{d \alpha^{n}}\left\{\mathscr{L}^{-1}(P)\right\}, \\
& \lim _{\alpha \rightarrow \infty} \phi^{(j)}(\alpha ; t)=0, \quad j=0,1,2, \cdots, n-1 .
\end{aligned}
$$

Since differentiation with respect to the parameter $\alpha$ can be interchanged with transform inversion, the left-hand side of this differential equation becomes for $\phi(\alpha ; t)=$ $\mathscr{L}^{-1}(P / Q)$, from Lemmas 1,2 and 4.

$$
\begin{aligned}
\mathscr{L}^{-1}\left\{\frac{1}{Q} \sum_{j=0}^{n}(-1)^{j} \frac{\left(n+\frac{1}{2}, j\right)}{2^{j}} \frac{d^{n-j} P}{d \alpha^{n-j}}\right\} & =\mathscr{L}^{-1}\left\{\frac{P}{Q} \sum_{j=0}^{n} \frac{\left(n+\frac{1}{2}, j\right)}{2^{j}}(-1)^{n}(\sqrt{k s})^{n-j}\right\} \\
& =\mathscr{L}^{-1}\left\{(-1)^{n}(\sqrt{k s})^{n} P\right\} \\
& =\frac{d^{n}}{d \alpha^{n}}\left\{\mathscr{L}^{-1}(P)\right\} .
\end{aligned}
$$

The "initial" conditions are likewise a ready consequence of the form of $P, Q$ as given in Lemma 1.

Lemma 6. The resolvent kernel associated with the Volterra integral equation (18) when $n \geqq 1$ has the representation

$$
R(\alpha, \beta)=\sum_{j=1}^{n} C_{j} e^{\lambda_{j}(\alpha-\beta)}
$$

where the $\lambda_{j}(j=1,2, \cdots, n)$ are the $n$ roots of

$$
h_{n}^{(2)}(i \lambda)=0
$$

and the $C_{j}(j=1,2, \cdots, n)$ are the (unique) solutions of the simultaneous equations

$$
\begin{equation*}
\sum_{j=1}^{n} C_{j} / \lambda_{j}^{m}=-\delta_{1 m} \quad(m=1,2, \cdots, n) \tag{12'}
\end{equation*}
$$

Proof. If $L(\alpha, \beta)$ designates the kernel of (18), we merely need to verify the validity of one of the classic Fredholm identities, say,

$$
R(\alpha, \beta)=L(\alpha, \beta)+\int_{\alpha}^{\beta} L(\alpha, \gamma) R(\gamma, \beta) d \gamma
$$

(see [3, p. 58], for example). Substituting, we obtain

$$
\begin{aligned}
\sum_{j=1}^{n} & C_{j} e^{\lambda_{j}(\alpha-\beta)} \\
= & -\sum_{m=1}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{2^{m}} \frac{(\beta-\alpha)^{m-1}}{(m-1)!}-\int_{\alpha}^{\beta} \sum_{m=1}^{n} \frac{\left(n+\frac{1}{2}, m\right)(\gamma-\alpha)^{m-1}}{2^{m}(m-1)!} \sum_{j=1}^{n} C_{j} e^{\lambda_{j}(\gamma-\beta)} d \gamma \\
= & -\sum_{m=1}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{2^{m}} \frac{(\beta-\alpha)^{m-1}}{(m-1)!} \\
& \quad+\sum_{m=1}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{2^{m}} \sum_{j=1}^{n} C_{j}\left\{\sum_{l=1}^{m} \frac{(\alpha-\beta)^{m-l}}{(m-l)!\lambda_{j}^{l}}-\frac{e^{\lambda_{j}(\alpha-\beta)}}{\lambda_{j}^{m}}(-1)^{m}\right\}
\end{aligned}
$$

or, rearranging we find

$$
\begin{aligned}
& \sum_{j=1}^{n} C_{j} e^{\lambda_{j}(\alpha-\beta)} \sum_{m=0}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{\left(-2 \lambda_{j}\right)^{m}} \\
& \quad=\sum_{m=1}^{n} \frac{(\beta-\alpha)^{m-1}}{(m-1)!}\left\{\frac{-\left(n+\frac{1}{2}, m\right)}{2^{m}}-\sum_{j=1}^{n} C_{j} \sum_{p=m}^{n} \frac{\left(n+\frac{1}{2}, p\right)(-1)^{(p+m)}}{2^{p} \lambda_{j}^{p-m+1}}\right\} .
\end{aligned}
$$

Observe, however, that both sides of this equation vanish owing to ( $12^{\prime}$ ), the definition of $\lambda_{j}$ and (14).

Lemma 7. If $n \geqq 1$, let $S_{l}(n) \equiv \sum_{j=1}^{n} C_{j} / \lambda_{j}^{l}$ where the $\lambda_{j}$ and the $C_{j}$ are as defined in Lemma 6. Then for $l>n$ we have

$$
S_{n+1}(n)=\frac{(-2)^{n}}{\left(n+\frac{1}{2}, n\right)}
$$

and

$$
S_{n+p}(n)=-\sum_{l=n+1}^{n+p-1} \frac{\left(n+\frac{1}{2}, l-p\right)}{\left(n+\frac{1}{2}, n\right)}(-2)^{n+p-l} S_{l}(n) \quad(p \geqq 2) .
$$

Proof. By virtue of the definition of $\lambda_{j}$, using (14) we obtain

$$
\begin{align*}
0 & =\sum_{j=1}^{n} \frac{C_{j}}{\left(-2 \lambda_{j}\right)^{p}}\left[\sum_{m=0}^{n} \frac{\left(n+\frac{1}{2}, n\right)}{\left(-2 \lambda_{j}\right)^{m}}\right]  \tag{19}\\
& =\sum_{l=p}^{n+p}\left(n+\frac{1}{2}, l-p\right)(-2)^{-l} S_{l}(n) .
\end{align*}
$$

Setting $p=1$ we easily determine $S_{n+1}$ since $S_{l}=-\delta_{1 l}(l=1,2, \cdots, n)$ by ( $12^{\prime}$ ). The recursive expression given above for $S_{n+p}$ with $p \geqq 2$ is likewise a ready consequence of this identity. (Note that if $p>n+1$, the lower summation index can be decreased to $n+1$ since $\left(n+\frac{1}{2}, l-p\right)=0$ for $n+1 \leqq l<p$.)

Lemma 8.

$$
\int_{\alpha}^{\beta} e^{\lambda(\alpha-\beta)} I^{(-n)}(\beta ; t) d \beta=\sum_{m=1}^{n} I^{(-m)}(\alpha ; t) \lambda^{m-1-n}+\lambda^{-n} e^{\left(\alpha \lambda+\lambda^{2} t / k\right)} I^{(-1)}(\alpha+2 \lambda t / k ; t) .
$$

Proof. We prove by substitution, using the definition of $I^{(-n)}$ from Lemma 2, and integration by parts. The summation term does not appear if $n=0$.

We come now to the principal results of this subsection.
Theorem 2. $\phi(\alpha ; t) \equiv \mathscr{L}^{-1}(P / Q)$ is given uniquely by

$$
\phi(\alpha ; t)=J_{n}\left(r, r^{\prime} ; t\right)+K_{n}\left(r, r^{\prime} ; t\right)+L_{n}\left(r, r^{\prime} ; t\right)
$$

where $\alpha \equiv r+r^{\prime}-2, J_{n}$ and $K_{n}$ have the representations (6)-(10) and (11)-(13), respectively, and

$$
\begin{align*}
& L_{n}\left(r, r^{\prime} ; t\right) \equiv I^{(-1)}(\alpha ; t) \sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{p=m+l}^{m+l+n}(-1)^{m+l+1} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, p-m-l\right)}{r^{m+1}\left(r^{\prime}\right)^{l+1} 2^{p+1}}  \tag{20}\\
& \cdot \sum_{j=n}^{p-1} B_{p-j}(\alpha ; t) S_{j+1}(n) .
\end{align*}
$$

In this last expression the $B_{n}(\alpha ; t)$ are given by (17) for $n \geqq 2\left(B_{1}=1\right)$ and the $S_{j}$ are defined recursively by ( $8^{\prime}$ ).

Proof. Applying fundamental integral equations theory (see [3, pp. 36, 37, 58], for example), Lemmas 5 and 6 imply that $\phi(\alpha ; t)$ is given uniquely by

$$
\begin{aligned}
\phi(\alpha ; t) & =\mathscr{L}^{-1}(P(\alpha))+\int_{\alpha}^{\infty} R(\alpha, \beta) \mathscr{L}^{-1}(P(\beta)) d \beta \\
& =\mathscr{L}^{-1}(P(\alpha))+\int_{\alpha}^{\infty} \sum_{j=1}^{n} C_{j} e^{\lambda_{j}(\alpha-\beta)} \mathscr{L}^{-1}(P(\beta)) d \beta \\
& =\mathscr{L}^{-1}(P(\alpha))+\sum_{j=1}^{n} C_{j} \int_{\alpha}^{\infty} e^{\lambda_{j}(\alpha-\beta)} \mathscr{L}^{-1}(P(\beta)) d \beta .
\end{aligned}
$$

(The interchange of integration and summation here is justified by the exponential decay of the integrand for large $\beta$.) Substituting for $\mathscr{L}^{-1}(P)$ from Lemma 4, using the results of Lemmas 8 and 3, and introducing the definition of $S_{l}(n)$ from Lemma 7, we easily derive the above expression (20) for $L_{n}$ (if $n \geqq 1$ ) and the representation (6)-(8) for $J_{n}$. Neither $L_{n}$ nor $K_{n}$ are present unless $n \geqq 1$, in which case the relation (11) for $K_{n}$ is a consequence of back-substitution using (14) and replacement of $I^{(-1)}(2 z \sqrt{t / k} ; t)$ by $-e^{-z^{2}} w(i z)$ using (13).

The alternative representation (9), (10) for $J_{n}$ is of a different character. It follows from matching powers of $\sqrt{k s}$ in the Laplace transforms of $\phi(\alpha ; t)$ and of $J_{n}\left(r, r^{\prime} ; t\right)+$ $K_{n}\left(r, r^{\prime} ; t\right)$, anticipating the result of Theorem 3. Here it is helpful to recall

$$
\mathscr{L}\left(t^{m-1 / 2} e^{-k \alpha^{2} / 4 t}\right)=-\sqrt{\frac{\pi}{k}} \frac{(k \alpha)^{m+1}}{(-2 i \sqrt{k s})^{m}} h_{m}^{(1)}(i \alpha \sqrt{k s})
$$

(see the proof of Theorem 1) and, in particular,

$$
\begin{aligned}
& \mathscr{L}\left(t^{-1 / 2} e^{-k \alpha^{2} / 4 t}\right)=\sqrt{\pi / s} e^{-\alpha \sqrt{k s}}, \\
& \left.\mathscr{L}\left(t^{-3 / 2} e^{-k \alpha^{2} / 4 t}\right)=2 \sqrt{\pi /\left(k \alpha^{2}\right.}\right) e^{-\alpha \sqrt{k s}},
\end{aligned}
$$

which together imply

$$
\mathscr{L}\left(e^{-k \alpha^{2} / 4 t} w\left\{i\left(\lambda \sqrt{\frac{t}{k}}+\frac{\alpha}{2 \sqrt{t / k}}\right)\right\}\right)=\frac{\sqrt{k / s}}{\lambda+\sqrt{k s}} e^{-\alpha \sqrt{k s}}
$$

The tedious details, which involve several summation interchanges and repeated recognition that $\left(l+\frac{1}{2}, m\right)$ vanishes unless $0 \leqq m \leqq l$, are left to the interested reader.

Theorem 3. For $n \geqq 1, L_{n}\left(r, r^{\prime} ; t\right) \equiv 0$.
Proof. The result may be established by showing from (20) that for arbitrary integer $q(q=0,1,2, \cdots)$

$$
\begin{aligned}
0= & \left.k^{q} \frac{d^{q}\left\{L_{n}\left(r, r^{\prime} ; t\right) / I^{(-1)}(\alpha ; t)\right\}}{d t^{q}}\right|_{t=0} \\
= & \sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{p=m+l}^{m+l+n} \sum_{j=n}^{p-1}(-1)^{m+l+1} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, p-m-l\right)}{r^{m+1}\left(r^{\prime}\right)^{l+1} 2^{p+1}} \\
& \cdot S_{j+1}(n) \frac{\alpha^{p-j-1-2 q}}{(p-j-1-2 q)!}
\end{aligned}
$$

where $\alpha=r+r^{\prime}-2$. The demonstration involves expanding $\alpha^{p-j-1-2 q}$ in powers of $r$ and $r^{\prime}$, collecting all the like powers together, and then verifying that the resulting coefficient vanishes in each instance. Since a considerable number of special cases needs to be examined, the remainder of the proof is relegated to the Appendix.

Appendix. In order to complete the proof of Theorem 3 we need to show that

$$
M_{n} \equiv \sum_{m=0}^{n} \sum_{l=0}^{n} \sum_{p=m+l}^{m+l+n} \sum_{j=n}^{p-1} \sum_{s=0}^{p-j-1-2 q} \sum_{t=0}^{p-j-1-2 q-s} I
$$

vanishes for $n \geqq 1$ and arbitrary nonnegative integer $q$, where

$$
\begin{aligned}
& I \equiv(-1)^{m+l+1} \frac{\left(n+\frac{1}{2}, m\right)\left(n+\frac{1}{2}, l\right)\left(n+\frac{1}{2}, p-m-l\right)}{r^{m+1}\left(r^{\prime}\right)^{l+1} 2^{p+1}} \\
& \cdot S_{j+1}\binom{p-j-1-2 q}{s}\binom{p-j-1-2 q-s}{t} \frac{r^{s}\left(r^{\prime}\right)^{t}(-2)^{p-j-1-2 q-s-t}}{(p-j-1-2 q)!}
\end{aligned}
$$

Toward this end, we replace the indices $s$ and $t$ with $\alpha \equiv m+1-s$ and $\beta \equiv l+1-t$ and then interchange summations until the $\alpha$ and $\beta$ summations appear first. The demonstration now devolves to several cases.

CASE 1: $2 q+1 \geqq n$.
$a<2+2 q-n$ : No terms with such indices appear in $M_{n}$.
$2+2 q-n \leqq \alpha \leqq n+1$ : No terms with such indices appear in $M_{n}$ unless $3+2 q-\alpha \leqq$ $\beta \leqq n+1$ also, in which case the resulting coefficient is

$$
C(n, q ; \alpha, \beta)=\sum_{m=\alpha-1}^{n} \sum_{l=\beta-1}^{n} \sum_{p=m+l+n-a}^{m+l+n} \sum_{j=n}^{p-m-l+a} I
$$

where $a \equiv \alpha+\beta-3-2 q$, or, rearranging and shifting indices,

$$
C=\frac{2^{a-1}}{r^{\alpha}\left(r^{\prime}\right)^{\beta}} D(n ; \alpha) D(n ; \beta) E(n, q ; \alpha, \beta)
$$

with

$$
D(n ; \alpha) \equiv \sum_{m=\alpha-1}^{n} \frac{\left(n+\frac{1}{2}, m\right)}{(m+1-\alpha)!} \frac{(-1)^{m}}{2^{m}}
$$

and

$$
\begin{aligned}
E(n, q ; \alpha, \beta) & \equiv \sum_{j=n}^{n+\alpha} \frac{S_{j+1}}{2^{j}}\left[\sum_{p=0}^{n-j+a}(-1)^{p+1} \frac{\left(n+\frac{1}{2}, p+j-a\right)}{p!}\right] \\
& =\sum_{j=n}^{n+a} \frac{S_{j+1}}{2^{j}}\left[(-1)^{n+j}\left(n+\frac{1}{2}, j-a\right)\right] .
\end{aligned}
$$

If $a>0$, this last summation is zero by virtue of the identity (19).
For the case $a=0$ we reason as follows. $D(n ; \alpha)$ can be alternatively expressed in terms of the derivative of a product as

$$
\begin{equation*}
D(n ; \alpha)=\left.\frac{(-2)^{1-\alpha}}{n!}\left(x^{n}(1+x)^{n}\right)^{(\alpha+n-1)}\right|_{x=-1 / 2} \tag{A.1}
\end{equation*}
$$

and this is readily seen to vanish whenever $\alpha+n$ is even, by symmetry. But if $a \equiv \alpha+\beta-3-2 q=0, \alpha$ and $\beta$ must be of opposite parity, one of $\alpha+n$ or $\beta+n$ must be even and the product $D(n ; \alpha) D(n ; \beta)$ must therefore be zero.
$n+1<\alpha$ : No terms with such indices appear in $M_{n}$.
CASE 2: $2 q+1<n$.
$\alpha<2+2 q-n$ : No terms with such indices appear in $M_{n}$.
$\alpha=2+2 q-n$ : We find $l=n, p=2 n+m, j=n, \beta=n+1$, and hence the relevant coefficient is

$$
C(n, q ; 2+2 q-n, n+1)=\frac{(-1)^{n+1}\left(n+\frac{1}{2}, n\right)^{2}}{r^{2+2 q-n}\left(r^{\prime}\right)^{n+1} 2^{2 n+1}} S_{n+1} D(n ; 2+2 q-n)
$$

which vanishes since $\alpha+n=2+2 q$ is even (see (A.1) above).
$2+2 q-n<\alpha \leqq 2 q+2$ : Precisely the same situation occurs as in Case 1.
$2 q+2<\alpha \leqq n+1$ : No terms with such indices appear in $M_{n}$ unless $3+2 q-\alpha \leqq \beta \leqq$ $n+1$. For $\beta \leqq 3+2 q-\alpha+n$, the analysis again duplicates that of Case 1 . Since $\left(n+\frac{1}{2}\right.$, $p-m-l)=0$ for $p<m+l$, rearrangements are possible when $3+2 q-\alpha+n<\beta \leqq n+1$ which also make this situation equivalent to Case 1.
$n+1<\alpha$ : No terms with such indices appear in $M_{n}$.
Acknowledgment. Special thanks are due to Dr. Anthony Klemm for proposing the investigation of which this research is a part.
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# EXISTENCE OF A SOLUTION TO A CERTAIN PLANE PREMIXED FLAME PROBLEM WITH TWO-STEP KINETICS* 

C. M. BRAUNER $\dagger$ AND CL. SCHMIDT-LAINÉ $\dagger$


#### Abstract

We consider a nonlinear differential system modelling a two-step reaction in a plane premixed flame. The unknowns are two functions $u$ and $v$ (temperature and mass fraction) and a parameter $\delta$ associated with the burning rate. We introduce a normalized problem which is first studied on a bounded interval. Upper and lower solutions induce a priori estimates which enable us to pass to the limit of a doubly infinite interval. We obtain the existence of a solution and we provide an explicit value for $\delta$ which is related to the $L^{2}$-norm of $w=u-v$.
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1. Physical framework. In a recent paper [6], G. Joulin, A. Liñan, G. S. S. Ludford, N. Peters and one of the authors introduced a two-step irreversible reaction for a steady plane flame, with chain-branching/chain-breaking kinetics:

$$
\begin{equation*}
A+X \rightarrow 2 X, \quad 2 X+M \rightarrow 2 P+M . \tag{1.1}
\end{equation*}
$$

Radical $X$ is obtained in the production step, which has a very large activation energy $\theta$ and provides product $P$ in the recombination step for which the activation energy is taken to be zero; $A$ is the reactant and $M$ a third body.

This two-step scheme is presented as an alternative to classical single-step kinetics [3] and allows the description of a wider range of phenomena.

The equations are derived in the stretched flame zone, described by the onedimensional space variable $\eta,-\infty<\eta<+\infty$, by assuming a fast recombination, i.e., that both production and recombination of radicals take place in the same thin zone. The system reads (see [6, p. 423])

$$
\begin{equation*}
u^{\prime \prime}=q_{1} r \delta(u-v) v e^{-u}+\delta(u-v)^{2}, \quad v^{\prime \prime}=r \delta(u-v) v e^{-u}, \tag{1.2}
\end{equation*}
$$

and the associated boundary conditions are

$$
\begin{align*}
& u=-\eta+o(1), \quad v=-\eta+o(1) \quad \text { as } \eta \rightarrow-\infty,  \tag{1.3}\\
& u=o(1), \quad v=o(1) \quad \text { as } \eta \rightarrow+\infty .
\end{align*}
$$

The unknowns are positive functions $u$ and $v$, representing temperature and mass fraction of the reactant and a positive constant $\delta$, representing the burning rate. The parameters $q_{1}$ and $q_{2}$ are the proportions of the total heat released in the first and second steps of the reaction, so that $q_{1}+q_{2}=1$. Physical considerations require the recombination step to be exothermic, so that $q_{2}>0$. Finally $r$ is a positive parameter, corresponding to the ratio of the two reaction rates. The boundary conditions (1.3) are obtained by matching with expansions on either side of the flame sheet [6, p. 422].

[^116]The mathematical problem is the following: $q_{1}, q_{2}$ and $r>0$ being given, find two functions $u>0, v>0$ and the constant $\delta>0$ satisfying (1.2), (1.3). We refer again to [6] for a numerical treatment of this problem, leading to curves in the $(r, \delta)$-plane.

It is particularly convenient for our study to deal with an equivalent formulation of the system involving the radical mass fraction $w=u-v>0$. It consists of the equations

$$
\begin{equation*}
v^{\prime \prime}=r \delta v w e^{-v} e^{-w}, \quad w^{\prime \prime}=-q_{2} r \delta v w e^{-v} e^{-w}+\delta w^{2}, \tag{1.4}
\end{equation*}
$$

together with the boundary conditions

$$
\begin{align*}
& v=-\eta+o(1), \quad w=o(1) \quad \text { as } \eta \rightarrow-\infty,  \tag{1.5}\\
& v=o(1), \quad w=o(1) \quad \text { as } \eta \rightarrow+\infty .
\end{align*}
$$

We remark that $q_{1}$ is no longer involved. In the sequel the only hypothesis is $q_{2}>0$, which has a physical basis.
2. Main results. Let us introduce the following problem in the $x$-variable, which is obtained from (1.4) by taking $\delta$ equal to 1 :

$$
\begin{equation*}
\frac{d^{2} v}{d x^{2}}=r v w e^{-v} e^{-w}, \quad \frac{d^{2} w}{d x^{2}}=-q_{2} r v w e^{-v} e^{-w}+w^{2} \tag{2.1}
\end{equation*}
$$

We consider this nonlinear system subject to the following boundary conditions:

$$
\begin{equation*}
v^{\prime} \rightarrow 0 \quad \text { as } x \rightarrow+\infty, \quad w \rightarrow 0 \quad \text { as } x \rightarrow \pm \infty, \tag{2.2}
\end{equation*}
$$

together with the normalization condition

$$
\begin{equation*}
v(0)=1 . \tag{2.3}
\end{equation*}
$$

In this paper, we will prove the following theorem.
Theorem 2.1. For any $r>0$ fixed, there exists a solution $(v, w) \in\left(C^{\infty}(\mathbb{R})\right)^{2}$ to problem (2.1)-(2.3) such that

$$
\begin{gather*}
0<w<M_{0}=q_{2} \frac{r}{e},  \tag{2.4}\\
v>0, \quad v^{\prime}<0, \quad v \rightarrow+\infty \quad \text { as } x \rightarrow-\infty,  \tag{2.5}\\
v \rightarrow 0 \quad \text { as } x \rightarrow+\infty .
\end{gather*}
$$

Moreover, $w \in H^{2}(\mathbb{R})$ and, as $x \rightarrow-\infty, v(x)=-l\left(x-x_{0}\right)+$ E.S.T., where $x_{0} \in \mathbb{R}$ and

$$
\begin{equation*}
l=\frac{1}{q_{2}} \int_{-\infty}^{+\infty} w^{2}(x) d x=\frac{1}{q_{2}}\|w\|_{L^{2}(\mathbb{R})}^{2} . \tag{2.6}
\end{equation*}
$$

To return to the initial problem (1.4), (1.5), we make the transformation

$$
\begin{equation*}
\eta=l\left(x-x_{0}\right) . \tag{2.7}
\end{equation*}
$$

Then (2.1) becomes

$$
\begin{align*}
& \frac{d^{2} v}{d \eta^{2}}=\frac{1}{l^{2}} r v w e^{-v} e^{-w},  \tag{2.8}\\
& \frac{d^{2} w}{d \eta^{2}}=-\frac{1}{l^{2}} q_{2} r v w e^{-v} e^{-w}+\frac{1}{l^{2}} w^{2}
\end{align*}
$$

and, as $\eta \rightarrow-\infty, v(\eta)=-\eta+$ E.S.T. Thus it is clear that (1.4), (1.5) is solved by the pair $(v(\eta), w(\eta))$ with

$$
\begin{equation*}
\delta=\frac{1}{l^{2}} . \tag{2.9}
\end{equation*}
$$

Therefore, we have determined

$$
\begin{equation*}
\delta=\frac{q_{2}}{\int_{-\infty}^{+\infty} w^{2}(\eta) d \eta} \tag{2.10}
\end{equation*}
$$

In the sequel, we give a detailed demonstration of Theorem 2.1. A sketch of the proof is the following: First, we exhibit positive upper and lower solutions of the problem in a formal way. Next, we consider the system (2.1) on a bounded interval $[-a, b]$ with suitable boundary conditions and we prove the existence of a solution ( $v, w$ ) in a closed convex set $K$, by a fixed point argument (the convex $K$ involves the upper and lower solutions). We derive a priori estimates in the $\mathscr{C}^{1}$-norm as well as in the $H^{1}$-norm. Finally, we let $a$ and $b$ tend to $+\infty$ and prove the existence of a limit which solves (2.1)-(2.3). Properties (2.5), (2.6) appear as a "spinoff" of the existence proof.

Problem (2.1) is "nearly homogeneous" at $\eta= \pm \infty$, i.e., the exponential terms are effectively constant there. In the reference [8] the stability of the homogeneous problem

$$
v^{\prime \prime}=r \delta v w, \quad w^{\prime \prime}=-q_{2} r \delta v w+\delta w^{2}
$$

is investigated near the equilibrium point $0 \in \mathbb{R}^{4}$ corresponding to $\eta \rightarrow+\infty$. The authors exhibit a critical value $r=1$, corresponding to a bifurcation point. This value of $r$ has also been pointed out in [6] by means of formal asymptotic expansions.

As an extension to the problem, it is possible to consider, instead of the exponential $e^{-v}$, some function $\theta(v)$ with algebraic decay as $v \rightarrow+\infty$. Then the asymptotic expansion of $v(\eta)$ as $\eta \rightarrow-\infty$ will be governed by the behavior of $\theta$. See e.g. [1].

Finally, let us mention that a summary of this work has been presented as a Note aux Comptes Rendus [2]. An alternative proof by a topological shooting method has been announced by S. P. Hastings, C. Lu and Y. H. Wan [5]. The idea of considering the problem in a bounded domain and taking an infinite domain limit is already used in [4] in the case of one-step kinetics (see also [10]).
3. Upper and lower solutions in a formal setting. In this section, we perform a formal analysis of the system (2.1)-(2.3), which is a nonlinear eigenvalue problem: it admits the trivial solution $w=0, v=1$. In order to prove the existence of a nontrivial solution, a positive lower solution $\underline{w}$ is needed. The main trick is a logarithmic transformation, but it turns out that a large part of the analysis lies on elementary properties of the mapping $t \rightarrow t e^{-t}$.

Let us state first the main comparison principles used, which go back to Nagumo. Consider a nonlinear BVP on some interval ( $\alpha, \beta$ ), namely: $(*)-z^{\prime \prime}+F(x, z)=0, z(\alpha)=$ $z(\beta)=0$, where $F$ is continuous (say). An upper solution $\bar{z}$ to $(*)$ is a $C^{2}$ function satisfying: $-\bar{z}^{\prime \prime}+F(x, \bar{z}) \geqq 0, \bar{z}(\alpha) \geqq 0, \bar{z}(\beta) \geqq 0$. A lower solution $\underline{z}$ satisfies the opposite inequalities. If $z \leqq \bar{z}$, then the problem (*) has a solution $z$ such that $\underline{z} \leqq z \leqq \bar{z}$ on $[\alpha, \beta]$. For more general statements, see e.g. [9].

Part 1. Assume that (2.1)-(2.3) has a smooth positive solution ( $v, w)$. We remark that $v e^{-v} e^{-w}$ is bounded by $1 / e$ so on $(0,+\infty)$ a lower solution to (2.1a) is

$$
\begin{equation*}
\underline{v}^{\prime \prime}=\frac{r}{e} \underline{v}, \quad \underline{v}(0)=1, \quad \underline{v}^{\prime} \rightarrow 0 \quad \text { as } x \rightarrow+\infty \tag{3.1}
\end{equation*}
$$

Since $v^{\prime \prime}>0, v^{\prime}<0$, and $v<1$ for $x>0, v>1$ for $x<0$. So we define

$$
\begin{align*}
& \underline{v}(x)=e^{-c x}, \quad c=\sqrt{r / e} \quad \text { for } x>0, \\
& \underline{v}(x)=1 \quad \text { for } x \leqq 0 .{ }^{1} \tag{3.2}
\end{align*}
$$

Integrating (2.1a) backwards from $+\infty$ yields

$$
\begin{aligned}
v^{\prime 2}(x) & =2 r \int_{+\infty}^{x} w e^{-w} v e^{-v} v^{\prime} d s \leqq \frac{2 r}{e} \int_{x}^{+\infty}-v v^{\prime} e^{-v} d s \\
& =\frac{2 r}{e}\left[(v+1) e^{-v}\right]_{0}^{\infty}<\frac{2 r}{e},
\end{aligned}
$$

so

$$
\begin{equation*}
0<-v^{\prime}(x)<M_{1}=\sqrt{2 r / e} . \tag{3.3}
\end{equation*}
$$

We define

$$
\begin{align*}
& \bar{v}(x)=-M_{1} x+1 \quad \text { for } x<0,  \tag{3.4}\\
& \bar{v}(x)=1 \quad \text { for } x \geqq 0 .{ }^{1}
\end{align*}
$$

Part 2. We look for an upper solution $\bar{w}$ of the form

$$
\begin{equation*}
\bar{w}=M_{0}=C s t>0 . \tag{3.5}
\end{equation*}
$$

Replacing $w$ by $M_{0}$ and using (2.1b), we obtain

$$
M_{0}^{2}-q_{2} r v e^{-v} M_{0} e^{-M_{0}}>M_{0}^{2}-\frac{q_{2} r}{e} M_{0}
$$

so we may choose

$$
\begin{equation*}
M_{0}=\frac{q_{2} r}{e} . \tag{3.6}
\end{equation*}
$$

Remark 3.1. The choice of $\bar{w}$ may be improved by taking the root of

$$
\begin{equation*}
M_{0} e^{-y}=y . \tag{3.7}
\end{equation*}
$$

Part 3. Finally, we look for a lower solution of (2.1b), i.e., a $C^{2}$ function satisfying

$$
\begin{aligned}
& \underline{w}<\bar{w}, \\
& -\underline{w}^{\prime \prime}+w^{2}-q_{2} r v e^{-v} \underline{w} e^{-w} \leqq 0, \\
& \underline{w} \rightarrow 0 \quad \text { as } x \rightarrow \pm \infty .
\end{aligned}
$$

Minorizing $v e^{-v}$ by $\underline{v} e^{-\bar{v}}$, we obtain

$$
\begin{equation*}
v e^{-v} \geqq \frac{1}{e} e^{-c x} \quad \text { if } x>0, \quad v e^{-v} \geqq \frac{1}{e} e^{M_{1} x} \quad \text { if } x<0 . \tag{3.9}
\end{equation*}
$$

When we set $\rho=\max \left(c, M_{1}\right)=M_{1}$, (3.9) yields

$$
\begin{equation*}
v e^{-v} \geqq \frac{1}{e} e^{-\rho|x|}, \quad-\infty<x<+\infty . \tag{3.10}
\end{equation*}
$$

So we may replace (3.8) by

$$
\begin{align*}
& \underline{w}<\bar{w}, \\
& -\underline{w}^{\prime \prime}+\underline{w}^{2}-M_{0} e^{-M_{0}} e^{-\rho|x|} \underline{w} \leqq 0,  \tag{3.11}\\
& \underline{w} \rightarrow 0 \quad \text { as } x \rightarrow \pm \infty .
\end{align*}
$$

To avoid the trivial lower solution $\underline{w}=0$, we introduce the logarithmic transformation

$$
\begin{equation*}
f=-\ln \underline{w} . \tag{3.12}
\end{equation*}
$$

[^117]Therefore the equivalent is to find $f>0$ such that

$$
\begin{align*}
& e^{-f}<\min \left(1, M_{0}\right) \\
& f^{\prime \prime}-f^{\prime 2}+e^{-f} \leqq M_{0} e^{-M_{0}} e^{-\rho|x|}  \tag{3.13}\\
& f \rightarrow+\infty \quad \text { as } x \rightarrow \pm \infty
\end{align*}
$$

Lemma 3.1. A convenient choice of $f$ is

$$
\begin{equation*}
f=\frac{1}{2 \rho} M_{0} e^{-M_{0}}\left(\frac{1}{\rho} e^{-\rho|x|}+|x|+\gamma\right), \quad \gamma=C s t . \tag{3.14}
\end{equation*}
$$

Proof. Remark that $f$ is even and $C^{2}$. Since

$$
f^{\prime \prime}-f^{\prime 2}-M_{0} e^{-M_{0}} e^{-\rho|x|}=-f^{\prime 2}-\frac{1}{2} M_{0} e^{-M_{0}} e^{-\rho|x|}<0
$$

and does not vanish at $\pm \infty$, it is obviously possible to choose the constant $\gamma$ such that the maximum of $e^{-f}$ is small enough to satisfy simultaneously (3.13a and b).
4. The problem on a bounded interval. Let $a$ and $b$ be two positive real numbers. We consider the system (2.1) on the interval $(-a, b)$, viz.,

$$
\begin{equation*}
-v^{\prime \prime}+r v e^{-v} w e^{-w}=0, \quad-w^{\prime \prime}+w^{2}=q_{2} r v e^{-v} w e^{-w}, \tag{4.1}
\end{equation*}
$$

with the following conditions:

$$
\begin{align*}
& v(0)=1, \quad v^{\prime}(b)=0, \\
& w(-a)=\underline{w}(-a), \quad w(b)=\underline{w}(b) . \tag{4.2}
\end{align*}
$$

We formulate it as a fixed point problem:

$$
\begin{equation*}
(v, w)=T[(v, w)] \tag{4.3}
\end{equation*}
$$

in the following way: consider the space $E=\left\{\mathscr{C}^{1}([-a, b])\right\}^{2}$ and the closed convex set $K \subset E$ :

$$
\begin{equation*}
K=\left\{(v, w) \in E, \underline{w} \leqq w \leqq \bar{w}, \underline{v} \leqq v \leqq \bar{v}, 0 \leqq-v^{\prime} \leqq M_{1},\left|w^{\prime}\right| \leqq m\right\} \tag{4.4}
\end{equation*}
$$

where the functions $\bar{v}, \bar{w}$ and $\underline{v}, \underline{w}$, as well as the constant $M_{1}$, have been defined in the preceding section; they do not depend on $a$ and $b$. Here only the constant $m$ depend on $a$ and $b$.

For $(v, w) \in K$, we define the operator $T$ by

$$
\begin{equation*}
(V, W)=T[(v, w)] \tag{4.5}
\end{equation*}
$$

First $V$ is solution of the nonlinear problem

$$
\begin{align*}
& -V^{\prime \prime}+r w e^{-w} V e^{-V}=0, \\
& V(0)=1, \quad V^{\prime}(b)=0 . \tag{4.6}
\end{align*}
$$

Lemma 4.1. Vis the unique solution of the $\operatorname{BVP}(4.6)$ on $[0, b]$. Moreover, $\underline{y} \leqq V \leqq 1$.
Proof. $\underline{v}$ defined by (3.1) is clearly a lower solution to (4.6), while 1 is an upper solution. So (4.6) admits a solution such that $\underline{v} \leqq V \leqq 1$. The uniqueness of $V$ is guaranteed by the monotonicity of the mapping $t \rightarrow t e^{-t}$ for $0 \leqq t \leqq 1$.

Lemma 4.2. On $[-a, 0], V$ is the unique solution of the nonlinear IVP (4.6a) with

$$
\begin{equation*}
V(0)=1, \quad V^{\prime}\left(0^{-}\right)=V^{\prime}\left(0^{+}\right) . \tag{4.7}
\end{equation*}
$$

Proof. The IVP (4.6a), (4.7) has a local solution $V$ in some interval $\xi \leqq x \leqq 0$ which can be extended to [ $-a, 0$ ], for $1 \leqq V \leqq e^{-c x}$.

Next $W$ is given by the nonlinear BVP

$$
\begin{align*}
& -W^{\prime \prime}+W^{2}=q_{2} r v e^{-v} w e^{-w}, \\
& W(-a)=\underline{w}(-a), \quad W(b)=\underline{w}(b) . \tag{4.8}
\end{align*}
$$

Lemma 4.3. $W$ is the unique solution of (4.8) on $[-a, b]$. Moreover $\underline{w} \leqq W \leqq \bar{w}=$ $M_{0}$.

Proof. (i) Let us check that $M_{0}$ is an upper solution

$$
M_{0}^{2}-q_{2} r v e^{-v} w e^{-w} \geqq M_{0}^{2}-\frac{q_{2} r}{e} w \geqq 0 \quad \text { for } w \leqq M_{0} .
$$

(ii) Now we verify that $\underline{w}$ is a lower solution:

$$
-\underline{w}^{\prime \prime}+\underline{w}^{2}-q_{2} r v e^{-v} w e^{-w} \leqq-\underline{w}^{\prime \prime}+\underline{w}^{2}-\frac{q_{2} r}{e} e^{-\rho|x|} \underline{w} e^{-M_{0}} \leqq 0
$$

after (3.10), (3.11) and $w \geqq \underline{w}$.
(iii) So (4.8) admits a solution such that $\underline{w} \leqq W \leqq \bar{w}$. The uniqueness follows from the monotonicity of the mapping $t \rightarrow t^{2}$ for $t \geqq 0$.

Lemma 4.4. $T$ is a continuous compact mapping from $K$ into itself.
Proof. (i) $T$ maps $K$ into itself. We already know $V \geqq \underline{v}, \underline{w} \leqq W \leqq \bar{w}$. Since $V^{\prime \prime}>$ $0, V^{\prime} \leqq 0$. From (4.6) we find for $-a \leqq x<b$ :

$$
\begin{aligned}
V^{\prime 2}(x) & =2 r \int_{b}^{x} w e^{-w} V e^{-v} V^{\prime} d s \\
& \leqq \frac{2 r}{e} \int_{x}^{b}-V V^{\prime} e^{-v} d s \\
& \leqq \frac{2 r}{e}=M_{1}^{2},
\end{aligned}
$$

and clearly $V(x) \leqq \bar{v}(x)=-M_{1} x+1$ on $[-a, 0]$.
Finally, let us consider $W^{\prime}$. Let $x_{0}$ be a point where $W^{\prime}\left(x_{0}\right)=0$. Writing $W^{\prime}(x)=$ $\int_{x_{0}}^{x} W^{\prime \prime}(s) d s$, we find $m=2(a+b) M_{0}^{2}$.
(ii) $T$ is a continuous and compact mapping. Whenever $(v, w) \in K, V^{\prime \prime}$ and $W^{\prime \prime}$ are clearly bounded on $[-a, b]$, which induces the boundedness of Range ( $T$ ) in $\left(C^{2}[-a, b]\right)^{2}$. Therefore Range $(T)$ is relatively compact in $E$.

To show that $T$ is continuous, take a sequence $\left(v_{n}, w_{n}\right) \in K$, converging to ( $\left.v, w\right)$ in $E$; let $\left(V_{n}, W_{n}\right)=T\left[v_{n}, w_{n}\right]$. Since Range $(T)$ is relatively compact in $K$, there exists a subsequence $\left(V_{n_{p}}, W_{n_{p}}\right)$ converging to $(V, W) \in K$, in $E$. We shall show that $(V, W)=$ $T[(V, W)]$ : let $\phi$ be a smooth function with compact support in ( $-a, b$ ); then (4.6)-(4.8) yield

$$
\begin{align*}
& \int_{-a}^{b} V_{n_{p}}^{\prime} \phi^{\prime} d x+r \int_{-a}^{b} w_{n_{p}} e^{-V_{n_{p}}} e^{-w_{n_{p}} v_{n_{p}} \phi d x=0,} \\
& \int_{-a}^{b} W_{n_{p}}^{\prime} \phi^{\prime} d x+\int_{-a}^{b} W_{n_{p}}^{2} \phi d x=q_{2} r \int_{-a}^{b} v_{n_{p}} w_{n_{p}} e^{-v_{n_{p}}} e^{-w_{n_{p}}} \phi d x, \tag{4.9}
\end{align*}
$$

and the convergence of the above integrals is straightforward. Finally $T\left[\left(v_{n}, w_{n}\right)\right] \rightarrow$ $T[(v, w)]$ by contradiction.

Theorem 4.1. Problem (4.1), (4.2) has a solution ( $v, w$ ) belonging to $K \cap$ $\left(C^{\infty}[-a, b]\right)^{2}$.

Proof. From Lemma 4.4, $T$ is a continuous and compact mapping from $K$ into $K$ and Schauder's Fixed-Point Theorem implies the existence of a fixed point of $T$ in $K$. The smoothness of $v$ and $w$ is straightforward.

We may establish further estimates independently of $a$ and $b$.
Theorem 4.2. There exist positive constants $M_{2}, M_{3}$ and $M_{4}$, independent of a and b, such that

$$
\begin{align*}
& \left|w^{\prime}\right| \leqq M_{2}, \\
& \int_{-a}^{b} w^{2} d x \leqq M_{3}, \quad \int_{-a}^{b} w^{\prime 2} d x \leqq M_{4} . \tag{4.10}
\end{align*}
$$

Proof. (i) Let us estimate $w^{\prime}$; let $x_{0}$ be a point where $w^{\prime}\left(x_{0}\right)=0$; an integration of (4.1b) leads to

$$
\begin{aligned}
\frac{w^{\prime 2}(x)}{2}= & q_{2} r\left[v e^{-v} e^{-w}(w+1)\right]_{x_{0}}^{x}-q_{2} r \int_{x_{0}}^{x} e^{-w}(w+1) v^{\prime} e^{-v} d s \\
& +q_{2} r \int_{x_{0}}^{x} e^{-w}(w+1) v^{\prime} v e^{-v} d s+\left[\frac{w^{3}}{3}\right]_{x_{0}}^{x} \\
\leqq & 2 q_{2} r \sup \left\{v e^{-v} e^{-w}(w+1)\right\}+q_{2} r \sup \left\{e^{-w}(w+1)\right\} \int_{-a}^{b}-v^{\prime} e^{-v} d s \\
& +q_{2} r \sup \left\{e^{-w}(w+1)\right\} \int_{-a}^{b}-v v^{\prime} e^{-v} d s+\frac{2}{3} M_{0}^{3}
\end{aligned}
$$

Hence

$$
\begin{equation*}
M_{2}=2\left[q_{2} r\left(1+\frac{1}{e}\right)+\frac{M_{0}^{3}}{3}\right]^{1 / 2} . \tag{4.11}
\end{equation*}
$$

(ii) We are now going to estimate $\int_{-a}^{b} w^{2} d x$. First, we combine (4.1) to get

$$
\begin{equation*}
w^{\prime \prime}+q_{2} v^{\prime \prime}=w^{2} \tag{4.12}
\end{equation*}
$$

By integrating (4.12) and making use of the previous estimates, we obtain

$$
\begin{equation*}
M_{3}=2 M_{2}+2 q_{2} M_{1} . \tag{4.13}
\end{equation*}
$$

(iii) Finally, we multiply (4.1b) by $w$ and integrate on ( $-a, b$ ) to obtain

$$
\begin{aligned}
\int_{-a}^{b} w^{\prime 2} d x & =q_{2} r \int_{-a}^{b} v e^{-v} e^{-w} w^{2} d x-\int_{-a}^{b} w^{3} d x+\left[w w^{\prime}\right]_{-a}^{b} \\
& \leqq q_{2} r \frac{1}{e} \int_{-a}^{b} w^{2} d x+M_{0} \int_{-a}^{b} w^{2} d x+2 M_{0} M_{2}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
M_{4}=2 M_{0}\left(M_{2}+M_{3}\right) . \tag{4.14}
\end{equation*}
$$

5. Passage to the limit. In this section, we will let $a$ and $b$ tend to infinity. Inasmuch as our proof may have some numerical meaning and since the behavior of $v$ near $\pm \infty$ is substantially different, it is interesting to let $a$ and $b$ tend independently to infinity, although it is obviously possible to take $a=b$.

Let $a_{n}$ and $b_{n}$ be two sequences tending to infinity, as $n \rightarrow+\infty$. We consider a sequence of solution to (4.1), (4.2) on the interval $\left[-a_{n}, b_{n}\right]$, denoted by ( $v_{n}, w_{n}$ ), satisfying

$$
\begin{equation*}
v_{n}^{\prime \prime}=r v_{n} w_{n} e^{-v_{n}} e^{-w_{n}}, \quad w_{n}^{\prime \prime}=-q_{2} r v_{n} w_{n} e^{-v_{n}} e^{-w_{n}}+w_{n}^{2}, \tag{5.1}
\end{equation*}
$$

with

$$
\begin{align*}
& v_{n}(0)=1, \quad v_{n}^{\prime}\left(b_{n}\right)=0,  \tag{5.2}\\
& w_{n}\left(-a_{n}\right)=\underline{w}\left(a_{n}\right), \quad w_{n}\left(b_{n}\right)=\underline{w}\left(b_{n}\right) .
\end{align*}
$$

Next we extend ( $v_{n}, w_{n}$ ) to $\mathbb{R}$ by

$$
\begin{align*}
\tilde{v}_{n}(x) & =v_{n}(x) \quad \text { if } x \in\left[-a_{n}, b_{n}\right] \\
& =v_{n}\left(-a_{n}\right) \quad \text { if } x<-a_{n} \\
& =v_{n}\left(b_{n}\right) \quad \text { if } x>b_{n},  \tag{5.3}\\
\tilde{w}_{n}(x) & =w_{n}(x) \quad \text { if } x \in\left[-a_{n}, b_{n}\right] \\
& =\underline{w}(x) \quad \text { if not. }
\end{align*}
$$

Note that $\underline{w}$ given by (3.12), (3.14) is obviously in $H^{1}(\mathbb{R})$. With Theorems 4.1 and 4.2, we have the following estimates on sequences $\tilde{v}_{n}$ and $\tilde{w}_{n}$ :

$$
\begin{align*}
& \underline{w} \leqq \tilde{w}_{n} \leqq \bar{w}=M_{0}, \quad\left|\tilde{w}_{n}^{\prime}\right| \leqq M_{2}+\left\|\underline{w}^{\prime}\right\|_{L^{\infty}(\mathbb{R})}, \\
& \left\|\tilde{w}_{n}\right\|_{H^{1}(\mathbb{R})}^{2} \leqq M_{3}+M_{4}+\|\underline{w}\|_{H^{1}(\mathbb{R})}^{2}, \\
& 0 \leqq-\tilde{v}_{n}^{\prime} \leqq M_{1}, \\
& \underline{v}(x) \leqq \tilde{v}_{n}(x) \leqq \bar{v}(X), \quad-\infty<-X \leqq x<+\infty,  \tag{5.4}\\
& \int_{-X}^{+\infty}\left|v_{n}^{\prime}(x)\right| d x \leqq 1+\bar{v}(X) .
\end{align*}
$$

As a consequence of these estimates, we have the following.
Lemma 5.1. There exists a subsequence ( $v_{n_{k}}, w_{n_{k}}$ ) and a pair ( $v, w$ ) such that, as $n_{k} \rightarrow+\infty$,

$$
\begin{equation*}
\tilde{v}_{n_{k}} \rightarrow v, \tilde{w}_{n_{k}} \rightarrow w \quad \text { uniformly on compact subsets of } \mathbb{R} . \tag{5.5}
\end{equation*}
$$

Moreover, $\tilde{w}_{n_{k}} \rightarrow w$ in $H^{1}(\mathbb{R})$ weakly, $\tilde{v}_{n_{k}}^{\prime} \rightarrow v^{\prime}$ in $L^{p}(-X,+\infty)$ weakly for all $X>0$, $p>1$.

Proof. Let $X_{0}>0$ be fixed. The sequences $\tilde{v}_{n}$ and $\tilde{w}_{n}$ are bounded in $W^{1, \infty}\left(\left[-X_{0}, X_{0}\right]\right)$ by (5.4), so one can extract two subsequences $\tilde{v}_{n}^{X_{0}}$ and $\tilde{w}_{n}^{X_{0}}$ converging uniformly on $\left[-X_{0}, X_{0}\right]$. By means of a diagonal process one obtains two subsequences which converge uniformly on [ $-X, X$ ], for all $X>0$.

On the other hand, (5.4) yields that $\tilde{w}_{n}$ is bounded in $H^{1}(\mathbb{R})$ and the sequence $\tilde{v}_{n}^{\prime}$ is bounded in $L^{p}(-X,+\infty), \forall X>0, p \geqq 1$, hence the lemma.

Now, let $\phi$ be a smooth test function, supp $\phi \subset(-X, X), X>0$ fixed, and let $n_{k}$ be large enough so that $a_{n_{k}}>X, b_{n_{k}}>X$. It follows that

$$
\int_{-X}^{X} v_{n_{k}}^{\prime} \phi^{\prime} d x=-r \int_{-X}^{X} v_{n_{k}} w_{n_{k}} e^{-v_{n_{k}}} e^{-w_{n_{k}} \phi} d x
$$

and

$$
\int_{-X}^{X} w_{n_{k}}^{\prime} \phi^{\prime} d x=+q_{2} r \int_{-X}^{x} v_{n_{k}} w_{n_{k}} e^{-v_{n_{k}}} e^{-w_{n_{k}}} \phi d x-\int_{-X}^{x} w_{n_{k}}^{2} \phi d x .
$$

In the limit $n_{k} \rightarrow+\infty$, at least in the sense of distributions on $\mathbb{R}$, we find that $(v, w)$ is a solution of ${ }^{2}$

$$
\begin{equation*}
v^{\prime \prime}=r v w e^{-v} e^{-w}, \quad w^{\prime \prime}=-q_{2} r v w e^{-v} e^{-w}+w^{2} \tag{5.6}
\end{equation*}
$$

By bootstrapping the solution $(v, w)$ is in fact in $\left(C^{\infty}(\mathbb{R})\right)^{2}$. We have $v(0)=1$ and since, $w \in H^{1}(\mathbb{R})$,

$$
\begin{equation*}
w(x) \rightarrow 0 \quad \text { as } x \rightarrow \pm \infty \tag{5.7}
\end{equation*}
$$

Also the upper and lower solutions are preserved at the limit, in fact

$$
\begin{equation*}
\underline{v} \leqq v \leqq \bar{v}, \quad \underline{w} \leqq w \leqq \bar{w} \tag{5.8}
\end{equation*}
$$

In particular, it follows that $v>0, w>0$.
6. Asymptotic properties. We have already proved the existence of a positive solution ( $v, w$ ) to (5.6), i.e., (2.1). Some of the boundary conditions have been satisfied. We now complete the proof of Theorem 2.1 by a couple of lemmas.

Lemma 6.1. $v^{\prime}<0 ; v(x)$ and $v^{\prime}(x) \rightarrow 0$ as $x \rightarrow+\infty$.
Proof. Through the limit process, we know $v^{\prime} \leqq 0, v^{\prime} \in L^{p}(-X,+\infty)$, for all $X>$ $0,1<p \leqq+\infty$. Since $v w>0$, we have $v^{\prime \prime}>0$, hence $v^{\prime}<0$ and $v^{\prime}(x)$ has a limit as $x \rightarrow+\infty$, which is necessarily 0 . Next, $v(x)$ has a limit $v_{l}$ as $x \rightarrow+\infty$ (in particular it yields $v^{\prime} \in L^{1}(-X,+\infty)$ ). Assume that $v_{l}>0$. Locally the behavior of $w$ is given by the dynamical system

$$
\begin{equation*}
\dot{y}_{1}=y_{2}, \quad \dot{y_{2}}=y_{1}\left(y_{1}-q_{2} r e^{-y_{1}} v_{l} e^{-v_{l}}\right) \tag{6.1}
\end{equation*}
$$

whose equilibrium point $(0,0)$ is a center. Therefore $w$ cannot tend to 0 without oscillations, a contradiction. Hence $v_{l}=0$ and the degenerate equilibrium point $(0,0)$ has a one-dimensional stable manifold in the range $y_{1}>0, y_{2}<0$. For a more complete stability analysis, we refer to [7], [8].

Lemma 6.2. w $\in H^{2}(\mathbb{R})$.
Proof. We already know that $w \in H^{1}(\mathbb{R})$. From (5.6b), $\left|w^{\prime \prime}\right| \leqq 2 M_{0} w$; hence $w^{\prime \prime} \in$ $L^{2}(\mathbb{R})$.

Remark 6.1. Further results on regularity can be easily obtained in higher-order Sobolev spaces. We conjecture that $w \in W^{2,1}(\mathbb{R})$ from the formal asymptotic developments of [6].

Lemma 6.3. As $x \rightarrow-\infty$,

$$
\begin{equation*}
v^{\prime}(x) \rightarrow-l \tag{6.2}
\end{equation*}
$$

with

$$
\begin{equation*}
l=\frac{1}{q^{2}} \int_{-\infty}^{+\infty} w^{2}(x) d x \tag{6.3}
\end{equation*}
$$

and there exists $x_{0} \in \mathbb{R}$, such that

$$
\begin{equation*}
v(x)=-l\left(x-x_{0}\right)+\text { E.S.T. } \tag{6.4}
\end{equation*}
$$

Proof. Since $v^{\prime}<0$ and bounded from below, we may define $l=\lim _{x \rightarrow-\infty}\left(-v^{\prime}(x)\right)$. Let us combine the system again as in (4.12)

$$
\begin{equation*}
w^{\prime \prime}+q_{2} v^{\prime \prime}=w^{2} \tag{6.5}
\end{equation*}
$$

[^118]Integration of (6.5) on $\mathbb{R}$ yields, with Lemmas 6.2 and 6.3,

$$
q_{2} l=\int_{\mathbb{R}} w^{2}(x) d x
$$

Therefore, $v \rightarrow+\infty$ as $x \rightarrow-\infty$ and

$$
\begin{equation*}
v^{\prime \prime}=r v w e^{-v} e^{-w} \underset{x \rightarrow-\infty}{\longrightarrow} 0 \text { exponentially. } \tag{6.6}
\end{equation*}
$$

Relation (6.6) may clearly be integrated twice to get (6.4). $x_{0}$ is an integration constant. So Theorem 2.1 is proved.
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#### Abstract

After a short introduction we turn to the sensitivity analysis of an abstract variational inequality and we apply this result to the sensitivity analysis of an obstacle problem: $\Omega_{t}$ is a domain built by a speed vector field $V, K\left(\Omega_{t}\right)$ a closed convex subset of the Sobolev space $H^{1}\left(\Omega_{t}\right), z_{t}$ is the element of $K\left(\Omega_{t}\right)$ solution of an elliptic variational inequality. We characterize the shape derivative $z^{\prime}=\dot{z}-\nabla z . V(0)$ (where $\dot{z}$ is the material derivative, $\left.\dot{z}=\left((d / d t) z_{t} \circ T_{t}\right)_{t=0}\right)$ as the solution of another variational inequality well posed on a new convex subset $S_{V}(\Omega)$ of $H^{1}(\Omega)$ depending on the speed vector field $V$ only by boundary expression (see Theorem 2). Finally we characterize the material derivative ú of the solution of the Signorini variational inequality associated with planar linear elasticity. For this purpose the material derivative has been generalized to vectors situation by $\dot{\mathbf{u}}=d / d t\left(D T_{t}^{-1} \cdot \dot{\mathbf{u}}_{t}{ }^{\circ} T_{t}\right)_{t=0}$. This material derivative is the solution of a variational inequality posed on a convex subset $S(\Omega)$ of $H^{1}\left(\Omega_{t}\right)^{2}$.
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1. Introduction. This paper is devoted to sensitivity analysis of unilateral boundary value problems with respect to the perturbations of the domain of integration.

Let us consider an example. Given a domain $\Omega \subset R^{2}$, let us consider a family of continuously differentiable, one-to-one mappings

$$
T_{t}: R^{2} \rightarrow R^{2}
$$

$\Omega_{t}$ is then the transformed domain; see Fig. 1. For the details we refer the reader to $\S 3$. Here $t \in[0, \delta)$ is a real parameter. Let us consider the following obstacle problem defined in $\Omega_{t}=T_{t}(\Omega)$ for a fixed parameter $t \in[0, \delta)$. Find $Y_{t} \in H_{0}^{1}\left(\Omega_{t}\right)$ such that:

$$
\begin{align*}
& -\Delta Y_{t}(x)-f(x) \leqq 0 \text { in } \Omega_{t},  \tag{1}\\
& Y_{t}(x)-1 \leqq 0 \quad \text { in } \Omega_{t} \\
& \left(Y_{t}(x)-1\right)\left(\Delta Y_{t}(x)+f(x)\right)=0 \quad \text { in } \Omega_{t}
\end{align*}
$$

where $f(\cdot) \in L^{2}\left(R^{2}\right)$ is a given element. It is well known [1] that there exists a unique solution to the obstacle problem.

We denote here by $E\left(Y_{t}\right)$ the coincidence set, by $\gamma_{t}$ the free boundary, i.e. (see Fig. 2),

$$
E\left(Y_{t}\right)=\left\{x \in \Omega_{t} \mid Y_{t}(x)=1\right\} .
$$



Fig. 1

[^119]

Fig. 2
Let us denote $\mu_{t}=-\left.f\right|_{E\left(Y_{t}\right)}$. Since $Y_{t}(\cdot)$ is sufficiently smooth [1], it folllows that the element $Y_{t}(\cdot) \in H_{0}^{1}\left(\Omega_{t}\right)$ satisfies the equation

$$
-\Delta Y_{t}(x)=f(x)+\mu_{t}(x) \quad \text { in } \Omega_{t} .
$$

The obstacle problem (1) can be transported to the domain $\Omega_{0} \equiv \Omega$ using transformation $T_{t}$, i.e. the function $Y^{t}(X) \stackrel{\text { def }}{=}\left(Y_{t} \circ T_{t}\right)(X)$ is given by the following obstacle problem defined in the fixed domain $\Omega$. Find $Y^{t} \in H_{0}^{1}(\Omega)$ such that:

$$
\begin{align*}
& -\operatorname{div}\left(A(t, X) \operatorname{grad} Y^{t}(X)\right)-f^{t}(X) \leqq 0 \quad \text { in } \Omega, \\
& Y^{t}(X)-1 \leqq 0 \quad \text { in } \Omega,  \tag{2}\\
& \left(Y^{t}(X)-1\right)\left(-\operatorname{div}\left(A(t, X) \operatorname{grad} Y^{t}(X)\right)-f^{t}(X)\right)=0 \quad \text { in } \Omega .
\end{align*}
$$

Here we denote

$$
\begin{aligned}
& f^{t}(X)=\operatorname{det}\left(D T_{t}(X)\right)\left(f \circ T_{t}\right)(X), \\
& A(t, X)=\operatorname{det}\left(D T_{t}(X)\right)\left(D T_{t}(X)\right)^{-1} \cdot *\left(D T_{t}(X)\right)^{-1},
\end{aligned}
$$

where $D T_{t}(X)$ is the Jacobian matrix of transformation $T_{t}: R^{2} \rightarrow R^{2}$ evaluated at $X \in \Omega$.
We prove that there exists the limit

$$
\stackrel{\circ}{Y}=\lim _{t \downarrow 0}\left(Y^{t}-Y^{0}\right) / t
$$

in $H_{0}^{1}(\Omega)$. The element $\dot{Y} \in H_{0}^{1}(\Omega)$ is given by the following variational problem (see Fig. 3). Find $\dot{Y} \in H^{1}(\Omega)$ that minimizes:

$$
I(\eta)=\frac{1}{2} \int_{\Omega}(\nabla \eta)^{2} d x+\int_{\Omega}\left\langle A^{\prime} \cdot \nabla Y^{0}, \nabla \eta\right\rangle_{R^{2}} d x-\int_{\Omega} f^{\prime} \eta d x
$$

subject to constraints

$$
\begin{array}{ll}
\eta(X)=0 & \text { for q.e. } X \in \operatorname{supp} \mu_{0}  \tag{3}\\
\eta(X) \leqq 0 & \text { for q.e. } X \in E\left(Y_{0}\right) \backslash \operatorname{supp} \mu_{0}
\end{array}
$$

Here

$$
\begin{aligned}
& A^{\prime}(X)=\lim _{\mathrm{t} \downarrow 0}(A(t, X)-A(0, X)) / t \\
& f^{\prime}(X)=\lim _{\mathrm{t} 0}\left(f^{t}(X)-f^{0}(X)\right) / t
\end{aligned}
$$

The element $\stackrel{\circ}{Y}$ is the so-called material derivative of the solution to the obstacle problem (1) in the direction of a transformations $\left\{T_{t}\right\}$. Using this result we prove that


Fig. 3
for an extension $\tilde{Y}_{t}$ to $R^{2}$ of elements $Y_{t} \in H_{0}^{1}\left(\Omega_{t}\right)$

$$
\tilde{Y}_{t}(X)= \begin{cases}Y_{t}(X), & X \in \Omega_{t} \\ 0, & X \in R^{2} \backslash \Omega_{t}\end{cases}
$$

we have the following expansion with respect to the parameter $t$, for $t>0, t$ small enough,

$$
\left.\tilde{Y}_{t}\right|_{\Omega}=Y_{0}+t Y^{\prime}+O(t) \text { in } H^{1}(\Omega)
$$

where $\|O(t)\|_{H^{1}(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$ and $Y^{\prime} \in H^{1}(\Omega)$ is given by the following variational problem:
find $Y^{\prime} \in H^{1}(\Omega)$ that minimizes

$$
J(\eta)=\frac{1}{2} \int_{\Omega}(\nabla \eta)^{2} d x
$$

subject to constraints

$$
\begin{aligned}
& \eta=-v \frac{\partial Y_{0}}{\partial n} \text { on } \Gamma, \\
& \eta=0 \quad \text { q.e. on supp } \mu_{0}, \\
& \eta \leqq 0 \quad \text { q.e. on } E\left(Y_{0}\right) \backslash \operatorname{supp} \mu_{0} .
\end{aligned}
$$

Here $v(X), X \in \Gamma$ is a function uniquely determined by the family $\left\{T_{t}\right\}, t \in[0, \delta)$; for the details we refer the reader to § 3 .

In this paper the continuous evolution of a given domain $\Omega \subset R^{n}, n \geqq 2$ that depends on a vector field $\mathbf{V}$ is introduced [2], [15]. The so-called material derivative [16] of the solution of the boundary value problem in a direction of the field $\mathbf{V}$ is defined. Existence of the material derivative is proved for an obstacle problem and for the Signorini variational inequality of the plane elasticity. In the case of the obstacle problem the so-called domain derivative in the direction of a field $\mathbf{V}$ is characterized as a unique solution to an auxiliary variational inequality. Such characterization of the domain derivative can be obtained under the assumption that the solution of the unilateral boundary value problem is sufficiently smooth. Shape sensitivity analysis of linear boundary value problems was investigated by many authors, in particular by J . Cea [2], [3], J.-P. Zolesio [15], [16]; see also [9], [10] and references given in [3].

Related results concerning sensitivity analysis of unilateral problems were presented in [4], [8], [11]-[14]. For a detailed description of the material derivative method we refer to the paper [16].

The plan of the paper is as follows. Notation is introduced in the next section. In § 2, differentiability properties of the solution to an abstract variational inequality with respect to a parameter are investigated. Section 3 describes the results obtained for the obstacle problem. Section 4 contains the results for the Signorini variational inequality.
1.1. Notation. Let $H$ be a Hilbert space. Denote by $H^{\prime}$ the dual space and by $\langle\cdot, \cdot\rangle$ the duality pairing between $H^{\prime}$ and $H$. Let $a(\cdot, \cdot): H \times H \rightarrow R$ be a bilinear form and assume that there exist constants $\alpha$ and $M, 0<\alpha \leqq M$, such that

$$
\begin{align*}
& a(\phi, \phi) \geqq \alpha\|\phi\|_{H}^{2} \quad \forall \phi \in H,  \tag{1.1}\\
& |a(\phi, \zeta)| \leqq M\|\phi\|_{H}\|\zeta\|_{H} \quad \forall \phi, \zeta \in H . \tag{1.2}
\end{align*}
$$

Consider the nonlinear mapping:

$$
\begin{equation*}
P: H^{\prime} \rightarrow H, \tag{1.3}
\end{equation*}
$$

which is defined in the following way:
for each $f \in H^{\prime}$ the corresponding element $P(f) \in H$ satisfies the variational inequality

$$
\begin{align*}
& P(f) \in K  \tag{1.4}\\
& a(P(f), \zeta-P(f)) \geqq\langle f, \zeta-P(f)\rangle \quad \forall \zeta \in K,
\end{align*}
$$

where $K$ is a convex and closed subset of $H$.
It is well known [5], [6] that under assumptions (1.1) and (1.2) for any $f \in H^{\prime}$ there exists a unique solution to (1.4).

Definition 1. Mapping (1.3) is Gateaux differentiable at $f^{0} \in H^{\prime}$ if there exists a continuous mapping

$$
\begin{equation*}
Q: H^{\prime} \rightarrow H \tag{1.5}
\end{equation*}
$$

such that

$$
\begin{equation*}
\forall h \in H^{\prime}: \lim _{\tau \downarrow 0}\left\|\left(P\left(f^{0}+\tau h\right)-P\left(f^{0}\right)\right) / \tau-Q(h)\right\|_{H}=0 . \tag{1.6}
\end{equation*}
$$

Remark. Mapping $Q(\cdot)$ is positively homogeneous,

$$
\begin{equation*}
Q(\tau h)=\tau Q(h) \quad \forall \tau>0, \quad \forall h \in H^{\prime} \tag{1.7}
\end{equation*}
$$

However, in general, $Q(-h) \neq-Q(h)$.
2. Sensitivity analysis of an abstract variational inequality. Consider the following family of variational inequalities depending on a parameter $t \in[0, \delta), \delta>0$ :

$$
\begin{align*}
& p^{t} \in K, \\
& a^{t}\left(p^{t}, \zeta-p^{t}\right) \geqq\left\langle f^{t}, \zeta-p^{t}\right\rangle \quad \forall \zeta \in K \tag{2.1}
\end{align*}
$$

where for each $t \in[0, \delta], a^{t}(\cdot, \cdot): H \times H \rightarrow R$ is a bilinear form and $f^{t} \in H^{\prime}$ is given. For fixed $t \in[0, \delta)$ denote $p^{t}=P^{t}\left(f^{t}\right), f^{t} \in H^{\prime}$.

Theorem 1. Assume that
(i) Bilinear forms $a^{t}(\cdot, \cdot)$ satisfy (1.1), (1.2) uniformly for $t \in[0, \delta)$ and there exists a linear operator $A^{\prime} \in L\left(H ; H^{\prime}\right)$ such that

$$
\begin{equation*}
\lim _{t \downarrow 0} \sup _{\substack{\|\phi\|_{p} \leq 1 \\\|w\|_{H} \leq 1}}\left|\left(a^{t}(w, \phi)-a^{0}(w, \phi)\right) / t-\left\langle A^{\prime} w, \phi\right\rangle\right|=0 \tag{2.2}
\end{equation*}
$$

(ii) There exists an element $f^{\prime} \in H^{\prime}$ such that

$$
\begin{equation*}
\lim _{t \downarrow 0} \sup _{\|\phi\|_{H} \leqq 1}\left|\left\langle f^{t}-f^{0}, \phi\right\rangle / t-\left\langle f^{\prime}, \phi\right\rangle\right|=0 ; \tag{2.3}
\end{equation*}
$$

(iii) $P^{0}(f), f \in H^{\prime}$ denotes a unique solution of the variation inequality

$$
\begin{aligned}
& P^{0}(f) \in K, \\
& a^{0}\left(P^{0}(f), \xi-P^{0}(f)\right) \geqq\left\langle f, \xi-P^{0}(f)\right\rangle \quad \forall \xi \in K .
\end{aligned}
$$

Assume that the mapping $P^{0}(\cdot): H^{\prime} \rightarrow H$ is Gateaux differentiatiable, i.e. for $t>0, t$ small enough,

$$
\begin{equation*}
\forall h \in H^{\prime}: P^{0}\left(f^{0}+t h\right)=P^{0}\left(f^{0}\right)+t Q(h)+o(t) \tag{2.5}
\end{equation*}
$$

where $\|o(t)\|_{H} / t \rightarrow 0$ with $t \downarrow 0$.
Then the solution $p^{t} \in H$ to variational inequality (2.1) is right-differentiable at $t=0$ in the norm of space $H$ :

$$
\begin{equation*}
p^{t}=p^{0}+t Q\left(f^{\prime}-A^{\prime} p^{0}\right)+o(t) \tag{2.6}
\end{equation*}
$$

where $\|o(t)\|_{H} / t \rightarrow 0$ with $t \downarrow 0$.
Proof. By standard argument it follows that

$$
\begin{equation*}
a^{0}\left(p^{0}-p^{t}, p^{0}-p^{t}\right) \leqq\left\langle f^{t}-f^{0}, p^{0}-p^{t}\right\rangle+a^{0}\left(p^{t}, p^{t}-p^{0}\right)-a^{t}\left(p^{t}, p^{t}-p^{0}\right) \tag{2.7}
\end{equation*}
$$

Using (1.1) we obtain

$$
\begin{equation*}
\alpha\left\|p^{0}-p^{t}\right\|_{H}^{2} \leqq\left\|f^{t}-f^{0}\right\|_{H^{\prime}}\left\|p^{0}-p^{t}\right\|_{H}+\left|a^{0}\left(p^{t}, p^{t}-p^{0}\right)-a^{t}\left(p^{t}, p^{t}-p^{0}\right)\right| . \tag{2.8}
\end{equation*}
$$

By assumption (i) there exists a constant $C<\infty$ such that for $t>0, t$ small enough,

$$
\begin{equation*}
\left|a^{0}\left(p^{t}, p^{t}-p^{0}\right)-a^{t}\left(p^{t}, p^{t}-p^{0}\right)\right| \leqq C t\left\|p^{t}\right\|_{H}\left\|p^{t}-p^{0}\right\|_{H} \tag{2.9}
\end{equation*}
$$

Therefore, in view of (2.9), it follows from (2.8) that

$$
\begin{equation*}
\left\|p^{t}-p^{0}\right\|_{H} \leqq C_{1} t, \quad t \in[0, \delta) \tag{2.10}
\end{equation*}
$$

Simple calculations show that the element $p^{t} \in H$ satisfies the following variational inequality:

$$
\begin{align*}
& p^{t} \in K,  \tag{2.11}\\
& a^{0}\left(p^{t}, \xi-p^{t}\right) \geqq\left\langle f^{0}+t\left(f^{\prime}-A^{\prime} p^{0}\right), \xi-p^{t}\right\rangle+\left\langle r(t), \xi-p^{t}\right\rangle \quad \forall \xi \in K
\end{align*}
$$

where

$$
\langle r(t), \xi\rangle=\sum_{i=1}^{3}\left\langle r_{i}(t), \xi\right\rangle \quad \forall \xi \in H,
$$

$$
\begin{align*}
& r_{1}(t)=f^{t}-f^{0}-t f^{\prime},  \tag{2.12}\\
& \left\langle r_{2}(t), \xi\right\rangle \stackrel{\text { def }}{=} a^{0}\left(p^{0}, \xi\right)-a^{t}\left(p^{0}, \xi\right)+t\left\langle A^{\prime} p^{0}, \xi\right\rangle \quad \forall \xi \in H,  \tag{2.13}\\
& \left\langle r_{3}(t), \xi\right\rangle \stackrel{\text { def }}{=} a^{0}\left(p^{t}-p^{0}, \xi\right)-a^{t}\left(p^{t}-p^{0}, \xi\right) \quad \forall \xi \in H . \tag{2.14}
\end{align*}
$$

By assumptions (i) and (ii) it follows that $\left\|r_{i}(t)\right\|_{H^{\prime}} / t \rightarrow 0$ with $t \downarrow 0, i=1,2$. Furthermore, in view of (2.2), for $t>0, t$ small enough,

$$
\begin{equation*}
\left|\left\langle r_{3}(t), \xi\right\rangle\right| \leqq \gamma(t)\left\|p^{t}-p^{0}\right\|_{H}\|\xi\|_{H^{\prime}} \quad \forall \xi \in H \tag{2.15}
\end{equation*}
$$

where $\gamma(t) \downarrow 0$ with $t \downarrow 0$. Therefore, taking into account (2.10), we obtain

$$
\begin{equation*}
\left\|r_{3}(t)\right\|_{H^{\prime}} / t \rightarrow 0 \quad \text { with } t \downarrow 0 . \tag{2.16}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\|r(t)\|_{H^{\prime} / t \rightarrow 0} \quad \text { with } t \downarrow 0 . \tag{2.17}
\end{equation*}
$$

Hence

$$
\begin{align*}
p^{t} & =P^{0}\left(f^{0}+t\left(f^{\prime}-A^{\prime} p^{0}\right)+r(t)\right)=P^{0}\left(f^{0}+t\left(f^{\prime}-A^{\prime} p^{0}\right)\right)+o(t)  \tag{2.18}\\
& =P^{0}\left(f^{0}\right)+t Q\left(f^{\prime}-A^{\prime} p^{0}\right)+o(t)
\end{align*}
$$

where

$$
\|o(t)\|_{H} / t \rightarrow 0 \quad \text { with } t \downarrow 0 .
$$

3. Sensitivity analysis of an obstacle problem. This section is devoted to sensitivity analysis with respect to the parameter $t \in[0, \delta)$ of an obstacle problem posed in a domain $\Omega_{t} \subset R^{n}$.

First we introduce notation. The following notation is used for the scalar product in $R^{n}$ :

$$
\mathbf{a} \cdot \operatorname{grad} \zeta=\langle\mathbf{a}, \operatorname{grad} \zeta\rangle_{R^{n}}=\sum_{i=1}^{n} a_{i} \frac{\partial \zeta}{\partial x_{i}}
$$

where $\mathbf{a}=\operatorname{col}\left(a_{1}, \cdots, a_{n}\right)$ is a vector and $\operatorname{grad} \zeta=\operatorname{col}\left(\partial \zeta / \partial x_{i}, \cdots, \partial \zeta / \partial x_{n}\right)$ denotes the gradient of a given function $\zeta=\zeta(x), x=\left(x_{1}, \cdots, x_{n}\right) \in R^{n}$. Given $n \times n$ matrix $A=\left[a_{i j}\right]$, we denote by ${ }^{*} A$ its transpose matrix, i.e., ${ }^{*} A=\left[a_{j i}\right]$. As in [3], [16], we introduce a family of regular domains $\left\{\Omega_{t}\right\} \subset R^{n}, t \in[0, \delta)$ corresponding to a given vector field:

$$
\begin{equation*}
\mathbf{V}(\cdot, \cdot):[0, \delta) \times R^{n} \rightarrow R^{n} \tag{3.1}
\end{equation*}
$$

Domains $\Omega_{t}$ are constructed as follows. Denote by $T_{t}=T_{t}(\mathbf{V}), t \in[0, \delta)$ the family of mappings of the form

$$
\begin{equation*}
T_{t}: R^{n} \ni X \rightarrow x(t) \in R^{n} \tag{3.2}
\end{equation*}
$$

where the vector function $x(\cdot)$ satisfies the following ordinary differential equation:

$$
\begin{align*}
& \frac{d x}{d t}(s)=\mathbf{V}(s, x(s)), \quad s \in[0, \delta), \\
& x(0)=X \tag{3.3}
\end{align*}
$$

and denote

$$
\begin{equation*}
\Omega_{t}=T_{t}(\mathbf{V})(\Omega)=\left\{x \in R^{n} \mid \exists X \in \Omega \text { such that } x=x(t), x(0)=X\right\} . \tag{3.4}
\end{equation*}
$$

Vector field $\mathbf{V}(\cdot, \cdot)$ is assumed to be regular, i.e.,

$$
\begin{align*}
& \mathbf{V}(t, \cdot) \in C^{1}\left(R^{n}, R^{n}\right) \quad \forall t \in[0, \delta),  \tag{3.5}\\
& \mathbf{V}(\cdot, x) \in C([0, \delta)) \quad \forall x \in R^{n} \tag{3.6}
\end{align*}
$$

Note that from (3.3) and (3.4) it follows that $\Omega_{0} \equiv \Omega$.
Denote by $D T_{t}(X)$ the Jacobian matrix of mapping (3.2) evaluated at $X \in R^{n}$. Given the family of domains $\left\{\Omega_{t}\right\} \subset R^{n}$, consider the following variational inequality, parametrized by $t \in[0, \delta)$ :

$$
\begin{align*}
& z_{t} \in K_{t}\left(\Omega_{t}\right)=\left\{\zeta_{t} \in H^{1}\left(\Omega_{t}\right) \mid \zeta=\phi \text { on } \partial \Omega_{t}, \zeta_{t}(x) \geqq \psi_{0}(x) \text { a.e. in } \Omega_{t}\right\},  \tag{3.7}\\
& a_{t}\left(z_{t}, \zeta_{t}-z_{t}\right) \geqq\left\langle f_{t}, \zeta_{t}-z_{t}\right\rangle_{t} \quad \forall \zeta_{t} \in K_{t}\left(\Omega_{t}\right)
\end{align*}
$$

where $\phi(\cdot)$ and $\psi_{0}(\cdot)$ are given elements of $C^{1}\left(R^{n}\right),\langle\cdot, \cdot\rangle_{t}$ is the duality pairing between $\left(H^{1}\left(\Omega_{t}\right)\right)^{\prime}$ and $H^{1}\left(\Omega_{t}\right)$. Bilinear forms $a_{t}(\cdot, \cdot)$ and element $f_{t} \in\left(H^{1}\left(\Omega_{t}\right)\right)^{\prime}$ are
defined respectively by

$$
\begin{align*}
a_{t}\left(y_{t}, \zeta_{t}\right)=\int_{\Omega_{t}}\left\{\left\langle A(x) \cdot \operatorname{grad} y_{t}(x), \operatorname{grad} \zeta_{t}(x)\right\rangle_{R^{n}}\right. & \\
& \left.+\zeta_{t}(x)\left\langle\mathbf{a}(x), \operatorname{grad} y_{t}(x)\right\rangle_{R^{n}}+a_{0}(x) y_{t}(x) \zeta_{t}(x)\right\} d x,  \tag{3.8}\\
& t \in[0, \delta) \quad \forall \zeta_{t}, y_{t} \in H^{1}\left(\Omega_{t}\right),
\end{align*}
$$

$$
\begin{equation*}
\left\langle f_{t}, \zeta_{t}\right\rangle_{t}=\int_{\Omega_{t}}\left\{F_{0}(x) \zeta_{t}(x)+\left\langle\mathbf{F}(x)+\operatorname{grad} \zeta_{t}(x)\right\rangle_{R^{n}}\right\} d x, \quad t \in[0, \delta) \quad \forall \zeta_{t} \in H^{1}\left(\Omega_{t}\right) \tag{3.9}
\end{equation*}
$$

where $A(x)=\left[a_{i j}(x)\right]_{n \times n}, \mathbf{a}(x)=\operatorname{col}\left(a_{1}(x), \cdots, a_{n}(x)\right), \mathbf{F}(x)=\operatorname{col}\left(F_{1}(x), \cdots, F_{n}(x)\right)$, $a_{0}(x), F_{0}(x)$ are given elements and $x \in R^{n}$.

We shall characterize the so-called domain derivative [16] $z^{\prime} \in H^{1}(\Omega)$ for a solution to problem (3.7). Recall that in the case of variational inequality (3.7) the domain derivative can be defined as follows:

$$
\begin{equation*}
z^{\prime}(x) \stackrel{\text { def }}{=} \frac{\partial \tilde{z}}{\partial t}\left(0^{+}, x\right), \quad x \in \Omega \tag{3.10}
\end{equation*}
$$

where

$$
\tilde{z}(t, x)=\left\{\begin{array}{lll}
z_{t}(x), & x \in \Omega_{t}, & t \in[0, \delta),  \tag{3.11}\\
\phi(x), & x \in R^{n} \backslash \Omega_{t}, & t \in[0, \delta) .
\end{array}\right.
$$

Theorem 2. Assume that
(i) $K_{t}\left(\Omega_{t}\right)$ is a nonempty, closed and convex subset of space $H^{1}\left(\Omega_{t}\right)$ for $t \in[0, \delta)$.
(ii) $a_{i j}(\cdot), a_{i}(\cdot), a_{0}(\cdot), F_{i}(\cdot), F_{0}(\cdot) \in C^{1}\left(R^{n}\right), \quad i, j=1, \cdots, n$,
(iii) There exists a constant $\alpha>0$ such that

$$
\begin{equation*}
a_{t}\left(\zeta_{t}, \zeta_{t}\right) \geqq \alpha\left\|\zeta_{t}\right\|_{H^{1}\left(\Omega_{t}\right)}^{2} \quad \forall \zeta_{t} \in H^{1}\left(\Omega_{t}\right), \quad \forall t \in[0, \delta) ; \tag{3.12}
\end{equation*}
$$

(iv) $-\beta(x) \stackrel{\text { def }}{=} \phi(x)-\psi_{0}(x)>0 \quad \forall x \in R^{n}$, $\beta(\cdot), \quad 1 / \beta(\cdot) \in C^{1}\left(R^{n}\right), \quad \phi \in C^{2}\left(R^{n}\right) ;$
then the domain derivative $z^{\prime} \in H^{1}(\Omega)$ for the problem (1) exists and is given by the following variational inequality:

$$
\begin{align*}
& z^{\prime} \in S_{v}(\Omega),  \tag{3.13}\\
& a_{0}\left(z^{\prime}, \zeta-z^{\prime}\right) \geqq 0 \quad \forall \zeta \in S_{v}(\Omega),
\end{align*}
$$

where the cone $S_{v}(\Omega) \subset H^{1}(\Omega)$ is defined by
$S_{v}(\Omega)=\left\{\xi \in H^{1}(\Omega) \left\lvert\, \xi=-v \frac{\partial}{\partial n}\left(z_{0}-\phi\right)\right.\right.$ on $\Gamma \xi(X) \geqq 0 \quad$ q.e. on $Z=Z\left(z_{0}-\psi_{0}\right)$,

$$
\begin{aligned}
\int_{Z}\left(F_{0}(X)-\operatorname{div} \mathbf{F}(X)-\mathbf{a}(X) \cdot\right. & \nabla \psi_{0}(X)-a_{0}(X) \psi_{0}(X) \\
& \left.\left.+\operatorname{div}\left(A(X) \cdot \nabla \psi_{0}(X)\right)\right) \xi(X) d X=0\right\}
\end{aligned}
$$

For the proof of Theorem 2 we need some lemmas. Lemma 1 describes the results obtained in the case of an obstacle problem defined in the fixed domain $\Omega$. We introduce
the necessary notation. Let there be given $n \times n$ matrix function $C(t, x)=\left[c_{i j}(t, x)\right]$, vector functions $\mathbf{c}(t, x)=\operatorname{col}\left(c_{1}(t, x), \cdots, c_{n}(t, x)\right), \quad \mathbf{H}(t, x)=\operatorname{col}\left(H_{1}(t, x), \cdots\right.$, $H_{n}(t, x)$ ) and elements $c_{0}(t, x), H_{0}(t, x), t \in[0, \delta), x \in \bar{\Omega}$, which are supposed to be continuous on $[0, \delta) x \bar{\Omega}$ and continuously differentiable with respect to $t$ at $t=0^{+}$. Define the following:

1) bilinear form $c^{t}(\cdot, \cdot)$ on $H_{0}^{1}(\Omega)$

$$
\begin{align*}
c^{t}(y, \zeta)=\int_{\Omega}\left\{\langle C(t, x) \cdot \operatorname{grad} y(x), \operatorname{grad} \zeta(x)\rangle_{R^{n}}\right. & \\
& \left.+\zeta(x)\langle\mathbf{c}(t, x), \operatorname{grad} y(x)\rangle_{R^{n}}+c_{0}(t, x) y(x) \zeta(x)\right\} d x  \tag{3.14}\\
& \forall y, \zeta \in H_{0}^{1}(\Omega), \quad \forall t \in[0, \delta) ;
\end{align*}
$$

2) elements $\dot{h}^{t} \in H^{-1}(\Omega)$

$$
\begin{equation*}
\left\langle h^{t}, \zeta\right\rangle=\int_{\Omega}\left\{H_{0}(t, x) \zeta(x)+\langle\mathbf{H}(t, x), \operatorname{grad} \zeta(x)\rangle_{R^{n}}\right\} d x \tag{3.15}
\end{equation*}
$$

$$
\forall \zeta \in H_{0}^{1}(\Omega), \quad \forall t \in[0, \delta) ;
$$

3) linear operator $C^{\prime} \in L\left(H_{0}^{1}(\Omega) ; H^{-1}(\Omega)\right)$

$$
\begin{align*}
\left\langle C^{\prime} y, \zeta\right\rangle=\int_{\Omega} & \left\{\left\langle\frac{\partial C}{\partial t}\left(0^{+}, x\right) \cdot \operatorname{grad} y(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}\right. \\
& \left.+\zeta(x)\left\langle\frac{\partial \mathbf{c}}{\partial t}\left(0^{+}, x\right), \operatorname{grad} y(x)\right\rangle_{R^{n}}+\frac{\partial \mathbf{c}_{0}}{\partial t}\left(0^{+}, x\right) y(x) \zeta(x)\right\} d x \tag{3.16}
\end{align*}
$$

$$
\forall y, \zeta \in H_{0}^{1}(\Omega) ;
$$

4) element $h^{\prime} \in H^{-1}(\Omega)$

$$
\begin{equation*}
\left\langle h^{\prime}, \zeta\right\rangle=\int_{\Omega}\left\{\frac{\partial H_{0}}{\partial t}\left(0^{+}, x\right) \zeta(x)+\left\langle\frac{\partial \mathbf{H}}{\partial t}\left(0^{+}, x\right), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}\right\} d x \quad \forall \zeta \in H_{0}^{1}(\Omega) \tag{3.17}
\end{equation*}
$$

Consider the variational inequality

$$
\begin{align*}
& w^{t} \in K(\Omega)=\left\{\zeta \in H_{0}^{1}(\Omega) \mid \zeta(x) \leqq \gamma \text { a.e. in } \Omega\right\}, \\
& c^{t}\left(w^{t}, \zeta-w^{t}\right) \geqq\left\langle h^{t}, \zeta-w^{t}\right\rangle \quad \forall \zeta \in K(\Omega) \tag{3.18}
\end{align*}
$$

where $\gamma \in R$ is given constant. In the sequel, without loss of generality we assume that $\gamma=1$.

Lemma 1. Assume that there exists $\alpha>0$ such that

$$
\forall t \in[0, \delta): \quad c^{t}(\zeta, \zeta) \geqq \alpha\|\zeta\|_{H_{0}^{1}(\Omega)}^{2} \quad \forall \zeta \in H_{0}^{1}(\Omega) .
$$

Then

$$
\begin{equation*}
w^{t}=w^{0}+t q+o(t) \tag{3.19}
\end{equation*}
$$

where $\|o(t)\|_{H_{0}^{1}(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$ and $q \in H_{0}^{1}(\Omega)$. Sensitivity coefficient $q \in H_{0}^{1}(\Omega)$ satisfies the variational inequality

$$
\begin{align*}
& q \in S_{0}(\Omega),  \tag{3.20}\\
& c^{0}(q, \zeta-q) \geqq\left\langle h^{\prime}-C^{\prime} w^{0}, \zeta-q\right\rangle \quad \forall \zeta \in S_{0}(\Omega)
\end{align*}
$$

where

$$
\begin{equation*}
S_{0}(\Omega)=\left\{\zeta \in H_{0}^{1}(\Omega) \mid \zeta(x) \leqq 0 \text { q.e. on } \Omega_{0}\left(w^{0}\right), c^{0}\left(w^{0}, \zeta\right)=\left\langle h^{0}, \zeta\right\rangle\right\} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{0}\left(w^{0}\right)=\left\{x \in \Omega \mid w^{0}(x)=1\right\} . \tag{3.22}
\end{equation*}
$$

Proof. We apply Theorem 1 to variational inequality (3.18). Assumptions (i) and (ii) of Theorem 1 are obviously satisfied by operator $C^{\prime}$ and element $h^{\prime}$.

We verify assumption (iii) of Theorem 1 . Denote by $w^{0}=\pi\left(f^{0}\right)$ the unique solution to (3.18) for $t=0$.

By a result of Mignot [8] we have

$$
\begin{equation*}
\forall h \in H^{-1}(\Omega): \pi\left(f^{0}+\tau h\right)=\pi\left(f^{0}\right)+\tau \pi^{\prime}(h)+o(\tau) \tag{3.23}
\end{equation*}
$$

where element $\pi^{\prime}(h) \in S_{0}(\Omega)$ satisfies the variational inequality

$$
\begin{equation*}
c^{0}\left(\pi^{\prime}(h), \zeta-\pi^{\prime}(h)\right) \geqq\left\langle h, \zeta-\pi^{\prime}(h)\right\rangle \quad \forall \zeta \in S_{0}(\Omega) . \tag{3.24}
\end{equation*}
$$

Hence in this case $Q(h) \stackrel{\text { def }}{=} \pi^{\prime}(h), \forall h \in H^{-1}(\Omega)$.
Next Lemma 2 below applies to an obstacle problem posed in variable domain $\Omega_{t}$

$$
\begin{align*}
& w_{t} \in K\left(\Omega_{t}\right),  \tag{3.25}\\
& b_{t}\left(w_{t}, \zeta_{t}-w_{t}\right) \geqq\left\langle g_{t}, \zeta_{t}-w_{t}\right\rangle \quad \forall \zeta_{t} \in K\left(\Omega_{t}\right),
\end{align*}
$$

where

$$
\begin{align*}
& K\left(\Omega_{t}\right)=\left\{\zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right) \mid \zeta_{t}(x) \leqq 1 \text { a.e. in } \Omega_{t}\right\},  \tag{3.26}\\
& b_{t}\left(y_{t}, \zeta_{t}\right)=\int_{\Omega_{t}}\left\{\left\langle B(x) \cdot \operatorname{grad} y_{t}(x), \operatorname{grad} \zeta_{t}(x)\right\rangle_{R^{n}}\right. \\
&  \tag{3.27}\\
& \left.\quad+\zeta_{t}(x)\left\langle\mathbf{b}(x), \operatorname{grad} y_{t}(x)\right\rangle_{R^{n}}+b_{0}(x) y_{t}(x) \zeta_{t}(x)\right\} d x \\
& \quad \forall y_{t}, \zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right), \quad t \in[0, \delta),
\end{align*}
$$

$$
\begin{equation*}
\left\langle g_{t}, \zeta_{t}\right\rangle_{t}=\int_{\Omega}\left\{G_{0}(x) \zeta_{t}(x)+\left\langle\mathbf{G}(x), \operatorname{grad} \zeta_{t}(x)\right\rangle_{R^{n}}\right\} d x \quad \forall \zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right) \tag{3.28}
\end{equation*}
$$

Henceforth we assume that there exists a unique solution $w_{t} \in H_{0}^{1}\left(\Omega_{t}\right)$ to (3.25) for $t \in[0, \delta)$ and denote

$$
\begin{equation*}
\dot{w}(\Omega)=\lim _{t \downarrow 0}\left(w_{t} \circ T_{t}-w_{0}\right) / t . \tag{3.29}
\end{equation*}
$$

Lemma 2. Assume that
(i)

$$
\begin{array}{lr}
G_{0}(\cdot) \in C^{1}\left(R^{n}\right), & \mathbf{G}(\cdot) \in\left[C^{1}\left(R^{n}\right)\right]^{n}, \\
B(\cdot) \in\left[C^{1}\left(R^{n}\right)\right]^{n^{2}}, & \mathbf{b}(\cdot) \in\left[C^{1}\left(R^{n}\right)\right]^{n}, \\
b_{0}(\cdot) \in C^{1}\left(R^{n}\right) ; &
\end{array}
$$

(ii) There exists a constant $\alpha>0$ such that

$$
\begin{equation*}
b_{t}\left(\zeta_{t}, \zeta_{t}\right) \geqq \alpha\left\|\zeta_{t}\right\|_{H_{0}^{1}\left(\Omega_{t}\right)}^{2} \quad \forall \zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right), \quad \forall t \in[0, \delta) ; \tag{3.30}
\end{equation*}
$$

then mapping

$$
\begin{equation*}
[0, \delta) \ni t \rightarrow w_{t} \circ T_{t} \in H_{0}^{1}(\Omega) \tag{3.31}
\end{equation*}
$$

is strongly differentiable at $t=0^{+}$and the element $\dot{w}(\Omega) \in H_{0}^{1}(\Omega)$ satisfies the variational inequality

$$
\begin{align*}
& \dot{w}(\Omega) \in S_{1}(\Omega), \\
& b_{0}(\dot{w}(\Omega), \zeta-\dot{w}(\Omega)) \geqq\left\langle g^{\prime}-B^{\prime} w_{0}, \zeta-\dot{w}(\Omega)\right\rangle \quad \forall \zeta \in S_{1}(\Omega) \tag{3.32}
\end{align*}
$$

where

$$
\begin{align*}
& S_{1}(\Omega)=\left\{\zeta \in H_{0}^{1}(\Omega) \mid \zeta(x) \leqq 0 \text { q.e. on } \Omega_{1}\left(w_{0}\right), b_{0}\left(w_{0}, \zeta\right)=\left\langle g_{0}, \zeta\right\rangle\right\}, \\
& \Omega_{1}\left(w_{0}\right)=\left\{x \in \Omega \mid w_{0}(x)=1\right\} . \tag{3.33}
\end{align*}
$$

Element $g^{\prime} \in H^{-1}(\Omega)$ and operator $B^{\prime} \in L\left(H_{0}^{1}(\Omega) ; H^{-1}(\Omega)\right)$ are defined by (3.52) and (3.51), respectively.

Proof. Using mapping $T_{t}$ we transport variational inequality (3.25) defined in $\Omega_{t}$ to the domain $\Omega=T_{t}^{-1}\left(\Omega_{t}\right)$. Then we can apply Lemma 1 to the resulting variational inequality defined in $\Omega$. To this end we need the following notation:

$$
\begin{align*}
& B^{t}(x)=\gamma(t, x)\left({ }^{*} D T_{t}^{-1}\right)(x) \cdot\left(B \circ T_{t}\right)(x) \cdot\left(D T_{t}^{-1}\right)(x),  \tag{3.34}\\
& \mathbf{b}^{t}(x)=\gamma(t, x)\left(D T_{t}^{-1}\right)(x) \cdot\left(\mathbf{b} \circ T_{t}\right)(x),  \tag{3.35}\\
& b_{0}^{t}(x)=\gamma(t, x)\left(b_{0} \circ T_{t}\right)(x)  \tag{3.36}\\
& \mathbf{G}^{t}(x)=\gamma(t, x)\left({ }^{*} D T_{t}^{-1}\right)(x) \cdot\left(\mathbf{G} \circ T_{t}\right)(x),  \tag{3.37}\\
& G_{0}^{t}(x)=\gamma(t, x)\left(G_{0} \circ T_{t}\right)(x) \tag{3.38}
\end{align*}
$$

where $\gamma(t, x)=\operatorname{det}\left(D T_{t}(x)\right)$,

$$
b^{t}(y, \zeta)=\int_{\Omega}\left\{\left\langle B^{t}(x) \operatorname{grad} y(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}\right.
$$

$$
\begin{align*}
& \left.+\zeta(x)\left\langle\mathbf{b}^{t}(x), \operatorname{grad} y(x)\right\rangle_{R^{n}}+b_{0}^{t}(x) y(x) \zeta(x)\right\} d x \quad \forall y, \zeta \in H_{0}^{1}(\Omega)  \tag{3.39}\\
\left\langle g^{t}, \zeta\right\rangle= & \int_{\Omega}\left\{G_{0}^{t}(x) \zeta(x)+\left\langle\mathbf{G}^{t}(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}\right\} d x \quad \forall \zeta \in H_{0}^{1}(\Omega) \tag{3.40}
\end{align*}
$$

It can be verified that

$$
\begin{align*}
& b^{t}\left(y_{t} \circ T_{t}, \zeta_{t} \circ T_{t}\right)=b_{t}\left(y_{t}, \zeta_{t}\right) \quad \forall y_{t}, \zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right),  \tag{3.41}\\
& \left\langle g^{t}, \zeta_{t} \circ T_{t}\right\rangle=\left\langle g_{t}, \zeta_{t}\right\rangle \quad \forall \zeta_{t} \in H_{0}^{1}\left(\Omega_{t}\right) . \tag{3.42}
\end{align*}
$$

Furthermore

$$
\begin{equation*}
y_{t} \circ T_{t} \in K(\Omega) \quad \text { iff } y_{t} \in K\left(\Omega_{t}\right) \tag{3.43}
\end{equation*}
$$

Hence it follows that element $w_{t} \circ T_{t} \in H_{0}^{1}(\Omega)$ satisfies the variational inequality

$$
\begin{align*}
& w_{t} \circ T_{t} \in K(\Omega) \\
& b^{t}\left(w_{t} \circ T_{t}, \zeta-w_{t} \circ T_{t}\right) \geqq\left\langle g^{t}, \zeta-w_{t} \circ T_{t}\right\rangle \quad \forall \zeta \in K(\Omega) \tag{3.44}
\end{align*}
$$

By assumption (iii) (see [14]), there exists a constant $\alpha=\alpha(\delta)>0$, for $\delta>0$, sufficiently small, such that

$$
\begin{equation*}
b^{t}(\zeta, \zeta) \geqq \alpha\|\zeta\|_{H_{0}^{1}(\Omega)}^{2} \quad \forall \zeta \in H_{0}^{1}(\Omega), \quad \forall t \in[0, \delta) \tag{3.45}
\end{equation*}
$$

Hence there exists a unique solution to (3.44). In order to apply Lemma 1 to variational inequality (3.44), we calculate derivatives with respect to $t$ at $t=0^{+}$of the coefficients of bilinear form $b^{t}(\cdot, \cdot)$ and linear forms $g^{t} \in H^{-1}(\Omega)$. We obtain

$$
\begin{equation*}
\frac{\partial B^{t}}{\partial t}(x)=(\operatorname{div} \mathbf{V})(x) B(x)-\left(\left({ }^{*} D \mathbf{V}\right)(x) \cdot B(x)+B(x) \cdot(D \mathbf{V})(x)\right)+\hat{B}(x) \tag{3.46}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{B}=\left[\hat{b}_{i j}\right]_{n \times n}, \\
& \hat{b}_{i j}(\mathbf{x})=\sum_{k=1}^{n} \frac{\partial}{\partial x_{k}} b_{i j}(x) V_{k}(x), \quad i, j=1, \cdots, n, \\
& \frac{\partial \mathbf{b}^{t}}{\partial t}(x)=(\operatorname{div} \mathbf{V})(x) \mathbf{b}(x)-(D \mathbf{V})(x) \cdot \mathbf{b}(x)+\hat{\mathbf{b}}(x),  \tag{3.47}\\
& \hat{\mathbf{b}}=\operatorname{col}\left(\hat{b}_{1}, \cdots, \hat{b}_{n}\right), \\
& \hat{b}_{i}(x)=\sum_{k=1}^{n} \frac{\partial}{\partial x_{k}} b_{i}(x) V_{k}(x), \quad i=1, \cdots, n, \\
& \frac{\partial b_{0}^{t}}{\partial t}(x)=\operatorname{div}\left(b_{0} \mathbf{V}\right)(x),  \tag{3.48}\\
& \frac{\partial \mathbf{G}^{t}}{\partial t}(x)=(\operatorname{div} \mathbf{V})(x) \mathbf{G}(x)-\left({ }^{*} D \mathbf{V}\right)(x) \cdot \mathbf{G}(x)+\hat{\mathbf{G}}(x),  \tag{3.49}\\
& \frac{\partial G_{0}^{t}}{\partial t} x=\operatorname{div}\left(G_{0} \mathbf{V}\right)(x) \tag{3.50}
\end{align*}
$$

where $\mathbf{V}(x)=\mathbf{V}(0, x)$ and $\hat{\mathbf{G}}(x)$ is defined in exactly the same way as $\hat{\mathbf{b}}(x)$.
Denote by $B^{\prime} \in L\left(H_{0}^{1}(\Omega) ; H^{-1}(\Omega)\right), g^{\prime} \in H^{-1}(\Omega)$

$$
\begin{align*}
&\left\langle B^{\prime} y, \zeta\right\rangle=\int_{\Omega}\{ \left\langle\frac{\partial B^{t}}{\partial t}(x) \operatorname{grad} y(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}} \\
&\left.+y(x)\left\langle\frac{\partial \mathbf{b}^{t}}{\partial t}(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}+\frac{\partial b_{0}^{t}}{\partial t}(x) y(x) \zeta(x)\right\} d x  \tag{3.51}\\
& \forall y, \zeta \in H_{0}^{1}(\Omega),
\end{align*}
$$

$$
\begin{equation*}
\left\langle g^{\prime}, \zeta\right\rangle=\int_{\Omega}\left\{\frac{\partial G_{0}^{t}}{\partial t}(x) \zeta(x)+\left\langle\frac{\partial \mathbf{G}^{t}}{\partial t}(x), \operatorname{grad} \zeta(x)\right\rangle_{R^{n}}\right\} d x \quad \forall \zeta \in H_{0}^{1}(\Omega) . \tag{3.52}
\end{equation*}
$$

Since, in the case of variational inequality (3.44), all assumptions of Lemma 1 are satisfied it follows that

$$
w_{t} \circ T_{t}=w_{0}+t \dot{w}(\Omega)+o(t)
$$

where $\|o(t)\|_{H_{0}^{1}(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$ and element $\dot{w}(\Omega) \in H_{0}^{1}(\Omega)$ is a unique solution to (3.32).

We now characterize the domain derivative

$$
\begin{equation*}
w^{\prime}=\dot{w}-\left\langle\operatorname{grad} w_{0}, \mathbf{V}\right\rangle_{R^{n}} \tag{3.53}
\end{equation*}
$$

in the case of variational inequality (3.25).
We prove that $w^{\prime}$ depends actually on $v=\langle\mathbf{V}(0), \mathbf{n}\rangle_{R^{n}}, v$ is the normal component of the vector field $\mathbf{V}(0)$ on $\Gamma$.

Lemma 3. If assumptions (i) and (ii) of Lemma 2 are satisfied, then the domain derivative $w^{\prime} \in H^{1}(\Omega)$ satisfies the variational inequality

$$
\begin{align*}
& w^{\prime} \in S_{v}^{0}(\Omega), \\
& b_{0}\left(w^{\prime}, \zeta-w^{\prime}\right) \geqq 0 \quad \forall \zeta \in S_{v}^{0}(\Omega) \tag{3.54}
\end{align*}
$$

where

$$
\begin{gathered}
S_{v}^{0}(\Omega)=\left\{\zeta \in H^{1}(\Omega)|\zeta|_{\Gamma}=-\mathrm{v} \frac{\partial w_{0}}{\partial n}, \zeta(x) \leqq 0 \text { q.e. on } Z\left(w_{0}-1\right),\right. \\
\left.\cdot \int_{Z\left(w_{0}-1\right)}\left(G_{0}(x)-b_{0}(x)-\operatorname{div} \mathbf{G}(x)\right) \zeta(x) d x=0\right\}, \\
Z\left(w_{0}-1\right)=\left\{x \in \Omega \mid w_{0}(x)=1\right\} .
\end{gathered}
$$

Proof. If the assumptions of Lemma 2 are satisfied then (see [1])

$$
\begin{equation*}
w_{0} \in H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega}) \quad \forall \alpha<1 . \tag{3.56}
\end{equation*}
$$

Hence $\left\langle\operatorname{grad} w_{0}, \mathbf{V}\right\rangle_{R^{n}} \in H^{1}(\Omega)$ for an arbitrary regular vector field $\mathbf{V}=\mathbf{V}(0, \cdot)$.
Denote

$$
\begin{equation*}
S_{v}^{0}(\Omega)=\left\{\phi \in H^{1}(\Omega) \mid \phi=\zeta-\left\langle\operatorname{grad} w_{0}, \mathbf{V}\right\rangle_{R^{n}}, \zeta \in S_{2}(\Omega)\right\} \tag{3.57}
\end{equation*}
$$

Simple calculations show, by taking into account (3.56), that cone (3.57) has the form (3.55).

Note that

$$
\begin{equation*}
S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)=S_{2}(\Omega)-S_{2}(\Omega) \tag{3.58}
\end{equation*}
$$

On the other hand, it follows from (3.53) that

$$
\begin{align*}
& w^{\prime} \in S_{v}^{0}(\Omega) \\
& b_{0}\left(w^{\prime}, \zeta-w^{\prime}\right) \geqq G\left(w_{0}, \mathbf{V}, \zeta-w^{\prime}\right) \quad \forall \zeta \in S_{v}^{0}(\Omega) \tag{3.59}
\end{align*}
$$

where

$$
\begin{equation*}
G\left(w_{0}, \mathbf{V}, \zeta\right)=\left\langle g^{\prime}-B^{\prime} w_{0}, \zeta\right\rangle-b_{0}\left(\left\langle\operatorname{grad} w_{0}, \mathbf{V}\right\rangle_{R^{n}}, \zeta\right) \tag{3.60}
\end{equation*}
$$

Element $g^{\prime} \in H^{-1}(\Omega)$ and operator $B^{\prime} \in L\left(H_{0}^{1}(\Omega) ; H^{-1}(\Omega)\right)$ are defined by (3.52) and (3.51), respectively.

Observe that for a vector field $\mathbf{V}$ such that $\langle\mathbf{V}, \mathbf{n}\rangle_{R^{n}}=0$ on $\Gamma$, the mapping $[0, \delta) \ni t \rightarrow$ $\Omega_{t} \subset R^{n}$ is constant, i.e. $\Omega_{t}=\Omega, t \in[0, \delta)$, hence $w^{\prime}=0$ and $\dot{w}=\left\langle\operatorname{grad} w_{0}, V\right\rangle_{R^{n}}$, whence

$$
\begin{equation*}
0 \geqq G\left(w_{0}, \mathbf{V}, \zeta\right) \quad \forall \zeta \in\left\{S_{2}(\Omega)-S_{2}(\Omega)\right\} \tag{3.61}
\end{equation*}
$$

If we put $\pm \mathbf{V}$ in (3.61) then we obtain

$$
\begin{equation*}
G\left(w_{0}, \mathbf{V}, \zeta\right)=0 \quad \forall \zeta \in\left\{S_{2}(\Omega)-S_{2}(\Omega)\right\} \tag{3.62}
\end{equation*}
$$

for an arbitrary vector field $V$ such that $\left.V\right|_{\Gamma} \cdot \mathbf{n}=0$, where we denote $\left.V\right|_{\Gamma} \cdot \mathbf{n}=\left\langle\left. V\right|_{\Gamma}, \mathbf{n}\right\rangle_{R^{n}}$.
From a general result of J. P. Zolesio [15] it follows that there exists a distribution $g_{n} \in D_{1}^{\prime}(\Gamma)$ such that

$$
\begin{equation*}
G\left(w_{0}, \mathbf{V}, \zeta\right)=\left\langle g_{n}\left(w_{0}, \zeta\right), \mathbf{V} \cdot \mathbf{n}\right\rangle_{D_{i}^{\prime}(\Gamma) \times D_{1}(\Gamma)} \quad \forall \zeta \in\left\{S_{2}(\Omega)-\mathbf{S}_{2}^{0}(\Omega)\right\} \tag{3.63}
\end{equation*}
$$

and domain derivative $w^{\prime} \in H^{1}(\Omega)$ satisfies the variational inequality

$$
\begin{align*}
& w^{\prime} \in S_{v}(\Omega)  \tag{3.64}\\
& b_{0}\left(w^{\prime}, \zeta-w^{\prime}\right) \geqq\left\langle g_{n}\left(w_{0}, \zeta-w^{\prime}\right), \mathbf{V} \cdot \mathbf{n}\right\rangle_{D_{1}(\Gamma) \times D_{1}(\Gamma)} \quad \forall \zeta \in S_{v}^{0}(\Omega)
\end{align*}
$$

Taking into account (3.56) and by integrating by parts we obtain

$$
\begin{align*}
& G\left(w_{0}, \mathbf{V}, \zeta\right)=\int_{\Omega} K\left(w_{0}, \zeta\right) \cdot \mathbf{V} d x+\int_{\Gamma} g_{n}\left(w_{0}, \zeta\right) \mathbf{V} \cdot \mathbf{n} d \Gamma  \tag{3.65}\\
& \forall \zeta \in H^{2}(\Omega) \cap\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\}
\end{align*}
$$

and from (3.63) it follows that

$$
\begin{equation*}
\mathbf{K}\left(w_{0}, \zeta\right)=\mathbf{0} \quad \forall \zeta \in H^{2}(\Omega) \cap\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\} . \tag{3.66}
\end{equation*}
$$

Simple calculations show (see [14]) that

$$
\begin{equation*}
\int_{\Gamma} g_{n}\left(w_{0}, \zeta\right) \mathbf{V} \cdot \mathbf{n} d \Gamma=0 \quad \forall \zeta \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \tag{3.67}
\end{equation*}
$$

Hence

$$
\begin{equation*}
G\left(w_{0}, \mathbf{V}, \zeta\right)=0 \quad \forall \zeta \in H^{2}(\Omega) \cap\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\} \tag{3.68}
\end{equation*}
$$

In order to prove that (3.68) is satisfied for an arbitrary element $\zeta \in\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\}$, consider vector field $\mathbf{V}$ with compact support in some open neighbourhood of the boundary $\Gamma=\partial \Omega$. Let $U, U_{1} \subset \Omega$ be open sets such that $\bar{U} \subset U_{1}, \overline{Z\left(w_{0}-1\right)} \subset U$ and let $\eta(\cdot)$ be a smooth function such that

$$
\begin{align*}
& 0 \leqq \eta(x) \leqq 1, \quad x \in \bar{\Omega}, \\
& \eta(x)=1, \quad x \in U,  \tag{3.69}\\
& \eta(x)=0, \quad x \in \bar{\Omega} \backslash U_{1} .
\end{align*}
$$

Given an element $\phi \in\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\}$, let $\left\{\phi_{n}\right\} \subset H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ be a sequence such that

$$
\begin{equation*}
\phi_{n} \rightarrow \phi \text { strongly in } H_{0}^{1}(\Omega) . \tag{3.70}
\end{equation*}
$$

Note that the sequence

$$
\begin{equation*}
\zeta_{n}=(1-\eta) \phi_{n} \in\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\} \cap H^{2}(\Omega) \tag{3.71}
\end{equation*}
$$

for every vector field $\mathbf{V} \equiv 0$ on $U_{1}$.
Since

$$
G\left(w_{0}, \mathbf{V}, \phi_{n}\right)=\int_{\Gamma} g_{n}\left(w_{0},(1-\eta) \phi_{n}\right) \mathbf{V} \cdot \mathbf{n} d \Gamma=0, \quad n=1,2, \cdots
$$

it follows that

$$
G\left(w_{0}, \mathbf{V}, \phi\right)=\lim _{n \rightarrow \infty} G\left(w_{0}, \mathbf{V}, \phi_{n}\right)=0 \quad \forall \phi \in\left\{S_{v}^{0}(\Omega)-S_{v}^{0}(\Omega)\right\}
$$

Proof of Theorem 2. In order to use Lemma 3 we make a particular choice of coefficients of bilinear form $b_{t}(\cdot, \cdot)$ and linear form $\left\langle g_{t}, \cdot\right\rangle$ in order to obtain the solution $z_{t} \in H^{1}\left(\Omega_{t}\right)$ to the problem (3.7) in the form

$$
\begin{equation*}
z_{t}=\beta w_{t}+\phi, \quad t \in[0, \delta) \tag{3.72}
\end{equation*}
$$

where $w_{t} \in H_{0}^{1}\left(\Omega_{t}\right)$ is a unique solution to the problem (3.25), $\beta(x)=\psi_{0}(x)-\phi(x)$, $x \in R^{n}$. We select the coefficients $B(\cdot), \mathbf{b}(\cdot), b_{0}(\cdot)$ of bilinear form (3.27) and the coefficients $G_{0}(\cdot), \mathbf{G}(\cdot)$ of linear form (3.28) in the following way:

$$
\begin{align*}
B(x)= & \beta^{2}(x) A(x),  \tag{3.73}\\
\mathbf{b}(x)= & \beta(x)\left({ }^{*} A(x)-A(x)\right) \cdot \nabla \beta(x)+\beta^{2}(x) \mathbf{a}(x),  \tag{3.74}\\
b_{0}(x)= & \beta(x)\left(\beta(x) a_{0}(x)+\mathbf{a}(x) \cdot \nabla \beta-\operatorname{div}(A(x) \cdot \nabla \beta(x))\right),  \tag{3.75}\\
G_{0}(x)= & \beta(x)\left(F_{0}(x)-\mathbf{a}(x) \cdot \nabla \phi(x)-a_{0}(x) \phi(x)\right)+\mathbf{F}(x) \cdot \nabla \beta(x) \\
& \quad-\langle A(x) \cdot \nabla \phi(x), \nabla \beta(x)\rangle_{R^{n}},  \tag{3.76}\\
\mathbf{G}(x)= & \beta(x)(\mathbf{F}(x)-A(x) \cdot \nabla \phi(x)) \tag{3.77}
\end{align*}
$$

where $A(\cdot), \mathbf{a}(\cdot), a_{0}(\cdot)$ and $F_{0}(\cdot), \mathbf{F}(\cdot)$ are the coefficients of bilinear form (3.8) and linear form (3.9), respectively.

Using (3.73)-(3.77) we obtain

$$
\begin{align*}
& b_{t}\left(w_{t}, \xi_{t}\right)=a_{t}\left(\beta w_{t}, \beta \xi_{t}\right) \quad \forall w_{t}, \xi_{t} \in H_{0}^{1}\left(\Omega_{t}\right),  \tag{3.78}\\
& \left\langle g_{t}, \xi_{t}\right\rangle_{t}=\left\langle f_{t}, \beta \xi_{t}\right\rangle_{t}-a_{t}\left(\phi, \beta \xi_{t}\right) \quad \forall \xi_{t} \in H_{0}^{1}\left(\Omega_{t}\right), \tag{3.79}
\end{align*}
$$

therefore simple calculations show that (3.72) holds.
The domain derivative $w^{\prime} \in H^{1}(\Omega)$ for the problem (3.25) is given by (3.54), henceforth, in view of (3.72), it follows that there exists the domain derivative $z^{\prime} \in H^{1}(\Omega)$ for the problem (3.7) of the form

$$
\begin{equation*}
z^{\prime}=\beta w^{\prime} . \tag{3.80}
\end{equation*}
$$

Furthermore, $z^{\prime} / \beta \in S_{v}^{0}(\Omega)$.
Let us denote by $S_{v}(\Omega) \subset H^{1}(\Omega)$ a closed and convex cone such that $z^{\prime} \in S_{v}(\Omega)$. Furthermore,

$$
\beta \xi \in S_{v}(\Omega) \quad \text { iff } \xi \in S_{v}^{0}(\Omega) .
$$

Let $\eta \in S_{v}(\Omega)$ be a given element; then $\xi=\eta / \beta \in S_{v}^{0}(\Omega)$ and using (3.55) we obtain
(i) $\eta=-v(\partial / \partial n)\left(z_{0}-\phi\right)$ on $\Gamma$, since $\xi=\eta / \beta=-v\left(\partial w_{0} / \partial n\right)$ on $\Gamma$ and $w_{0}=$ $\left(z_{0}-\phi\right) /\left(\psi_{0}-\phi\right)$;
(ii) $\eta \geqq 0$ q.e. on $Z\left(z_{0}-\psi_{0}\right)$ since $\eta / \beta \leqq 0$ q.e. on $Z\left(w_{0}-1\right)$ and $\beta(x)<0$ for all $x \in R^{n}$;
(iii) It can be shown, in view of (3.75)-(3.77), that using the integral condition on $Z\left(w_{0}-1\right)$ we obtain

$$
\begin{gathered}
\int_{Z\left(z_{0}-\psi_{0}\right)}\left(F_{0}(x)-\operatorname{div} \mathbf{F}(x)-\mathbf{a}(x) \cdot \nabla \psi_{0}(x)-a_{0}(x) \psi_{0}(x)\right. \\
\left.+\operatorname{div}\left(A(x) \cdot \nabla \psi_{0}(x)\right)\right) \eta(x) d x=0 .
\end{gathered}
$$

4. Sensitivity analysis of the Signorini variational inequality. Let $\Omega \in R^{2}$ be a domain with smooth boundary $\Gamma=\partial \Omega$. Given a vector field $\mathbf{V}(t, x), t \in[0, \delta), x \in R^{2}$, let $\left\{\Omega_{t}\right\} \subset R^{2}$ be the corresponding family of domains (3.4). We assume that $\Omega_{t} \subset R^{2}$, for each $t \in[0, \delta)$ is a bounded connected region with smooth boundary $\partial \Omega_{t}$ and may be expressed as

$$
\begin{equation*}
\partial \Omega_{t}=\Gamma_{t}^{0} \cup \Gamma_{t}^{1} \cup \Gamma_{t}^{c} \tag{4.1}
\end{equation*}
$$

where $\Gamma_{t}^{0}, \Gamma_{t}^{1}, \Gamma_{t}^{c}$ are smooth, disjoint and open one-dimensional manifolds.
We assume that $\Omega_{t}$ lies on one side of $\partial \Omega_{t}$ and that the one-dimensional measures of $\Gamma_{t}^{0}, \Gamma_{t}^{c}$ are strictly positive for $t \in[0, \delta)$.

We denote $\partial \Omega=\Gamma^{0} \cup \Gamma^{1} \cup \Gamma^{c}$. Furthermore, $\mathrm{n}=\left(n_{t}^{1}, n_{t}^{2}\right)$ and $\mathrm{n}=\left(n_{1}, n_{2}\right)$ denote the unit outward normals to $\partial \Omega_{t}$ and $\partial \Omega$, respectively. A vector function $V_{t}$ and a tensor function $\tau_{t}$ defined on $\Omega_{t}$ have components $v_{t}^{i}, \tau_{t}^{i j}$, respectively, for $i, j=1,2$. A vector function $\mathbf{v}$ and tensor functions $\tau, \mathrm{c}$ defined on $R^{2}$ or on $\Omega$ have components $v_{i}, \tau_{i j}, c_{i j k l}$ respectively, and $i, j, k, l=1,2$.

We use the summation convention of summing on all repeated indices. The following notation is used for the scalar product of vectors:

$$
\begin{equation*}
\zeta \cdot \mathrm{n}=\zeta_{i} n_{i} \tag{4.2}
\end{equation*}
$$

and for the convolution of tensors:

$$
\begin{align*}
& \mathbf{e} . . \mathbf{c} \ldots \boldsymbol{\tau}=c_{i j k l} e_{i j} \tau_{k l}, \\
& \zeta . \tau \cdot \mathbf{v}=\tau_{i j} \zeta_{i} v_{j},  \tag{4.3}\\
& (\boldsymbol{\tau} \cdot \mathbf{v})_{i}=\tau_{i j} v_{j} .
\end{align*}
$$

Denote

$$
\begin{equation*}
\mathbf{H}\left(\Omega_{t}\right)=\left\{\zeta_{t} \in\left[H^{1}\left(\Omega_{t}\right)\right]^{2} \mid \zeta_{t}(x)=\mathbf{0}, x \in \Gamma_{t}^{0}\right\} \tag{4.4}
\end{equation*}
$$

and let $\mathbf{K}\left(\Omega_{t}\right)$ be a convex and closed set of the form

$$
\begin{equation*}
\mathbf{K}\left(\Omega_{t}\right)=\left\{\zeta_{t} \in \mathbf{H}\left(\Omega_{t}\right) \mid \zeta_{t} \cdot \mathbf{n}_{t} \leqq 0 \text { a.e. on } \Gamma_{t}^{c}\right\} . \tag{4.5}
\end{equation*}
$$

Given a tensor function $\mathbf{c}$ with components $c_{i j k l} \in L_{\text {loc }}^{\infty}\left(R^{2}\right), i, j, k, l=1,2$, assume that the following conditions are satisfied:

$$
\begin{equation*}
c_{i j k l}(x)=c_{j i k l}(x)=c_{k l i j}(x), \quad x \in R^{2}, \quad i, j, k, l=1,2, \tag{4.6}
\end{equation*}
$$

$\exists \nu_{0}>0$ such that

$$
\begin{equation*}
c_{i j k l}(x) e_{i j} e_{k l} \geqq \nu_{0} e_{i j} e_{i j}, \quad x \in R^{2} \tag{4.7}
\end{equation*}
$$

for every symmetric tensor $\mathbf{e}$.
Denote $\mathbf{a}_{t}(\cdot, \cdot), t \in[0, \delta)$, the bilinear form

$$
\begin{equation*}
\mathbf{a}_{t}\left(\mathbf{v}_{t}, \zeta_{t}\right)=\int_{\Omega_{t}} \boldsymbol{\varepsilon}\left(\mathbf{v}_{t}\right) \ldots \mathbf{c} \ldots \boldsymbol{\varepsilon}\left(\zeta_{t}\right) d x \tag{4.8}
\end{equation*}
$$

where the symmetric tensor $\boldsymbol{\varepsilon}(\mathbf{v})$ have components

$$
\begin{equation*}
\varepsilon_{i j}(\mathbf{v})(x)=\frac{1}{2}\left(\frac{\partial v_{j}}{\partial x_{i}}(x)+\frac{\partial v_{i}}{\partial x_{j}}(x)\right) . \tag{4.9}
\end{equation*}
$$

Given elements $\mathbf{f}=\left(f_{1}, f_{2}\right) \in\left[L^{2}\left(R^{2}\right)\right]^{2}, \mathbf{P}=\left(P_{1}, P_{2}\right) \in\left[H^{1}\left(R^{2}\right)\right]^{2}$, denote $\mathbf{F}_{t} \in\left(\mathbf{H}\left(\Omega_{t}\right)\right)^{\prime}$

$$
\begin{equation*}
\left\langle\mathbf{F}_{t}, \zeta_{t}\right\rangle_{t} \stackrel{\text { def }}{=} \int_{\Omega_{t}} f_{i}(x) \zeta_{t}^{i}(x) d x+\int_{\Gamma_{t}^{1}} P_{i}(x) \zeta_{t}^{i}(x) d \Gamma \quad \forall \zeta_{t} \in \mathbf{H}\left(\Omega_{t}\right) . \tag{4.10}
\end{equation*}
$$

Consider, for $t \in[0, \delta)$, the Signorini variational inequality

$$
\begin{align*}
& \mathbf{u}_{t} \in \mathbf{K}\left(\Omega_{t}\right), \\
& \mathbf{a}_{t}\left(\mathbf{u}_{t}, \zeta_{t}-\mathbf{u}_{t}\right) \geqq\left\langle\mathbf{F}_{t}, \zeta_{t}-\mathbf{u}_{t}\right\rangle \quad \forall \zeta_{t} \in \mathbf{K}\left(\Omega_{t}\right) . \tag{4.11}
\end{align*}
$$

Theorem 3. Mapping

$$
\begin{equation*}
[0, \delta) \ni t \rightarrow u_{t} \circ T_{t} \in \mathbf{H}(\Omega) \tag{4.12}
\end{equation*}
$$

is differentiable at $t=0^{+}$, i.e.,

$$
\begin{equation*}
\mathbf{u}_{t} \circ T_{t}=\mathbf{u}_{0}+t \dot{\mathbf{u}}+o(t) \tag{4.13}
\end{equation*}
$$

where $\|o(t)\|_{\mathbf{H}(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$.
The element $\mathbf{u} \in \mathbf{H}(\Omega)$ is a unique solution to the variational inequality

$$
\begin{align*}
& \dot{\mathbf{u}} \in \mathbf{S}(\Omega),  \tag{4.14}\\
& \mathbf{a}_{0}(\dot{\mathbf{u}}, \zeta-\dot{\mathbf{u}}) \geqq\left\langle\mathbf{F}^{\prime}-B \mathbf{u}_{0}, \zeta-\dot{\mathbf{u}}\right\rangle+\mathbf{a}_{0}\left(D \mathbf{V} \cdot \mathbf{u}_{0}, \zeta-\dot{\mathbf{u}}\right) \quad \forall \zeta \in \mathbf{S}(\Omega)
\end{align*}
$$

where

$$
\begin{gather*}
\mathbf{S}(\Omega)=\left\{\zeta \in \mathbf{H}(\Omega) \mid \mathbf{n} \cdot \zeta \leqq \mathbf{n} \cdot D \mathbf{V} \cdot \mathbf{u}_{0} \text { a.e. on } Z\left(\mathbf{u}_{0}\right) \subset \Gamma^{c},\right.  \tag{4.15}\\
\left.\mathbf{a}_{0}\left(\mathbf{u}_{0}, \zeta\right)-\left\langle\mathbf{F}_{0}, \zeta\right\rangle=\mathbf{a}_{0}\left(D \mathbf{V} \cdot \mathbf{u}_{0}, \mathbf{u}_{0}\right)\right\}, \\
Z\left(\mathbf{u}_{0}\right)=\left\{x \in \Gamma^{c} \mid \mathbf{u}_{0}(x) \cdot \mathbf{n}(x)=0\right\} .
\end{gather*}
$$

Element $\mathbf{F}^{\prime} \in(\mathbf{H}(\Omega))^{\prime}$ and operator $B \in L\left(\mathbf{H}(\Omega) ;(\mathbf{H}(\Omega))^{\prime}\right)$ are defined by (4.55) and (4.56) respectively.

For the proof of Theorem 3 we need some lemmas. First consider sensitivity analysis of the Signorini variational inequality defined in $\Omega$ :

$$
\begin{align*}
& \mathbf{w}^{t} \in \mathbf{K}(\Omega), \\
& \mathbf{b}^{t}\left(\mathbf{w}^{t}, \zeta-\mathbf{w}^{t}\right) \geqq\left\langle\mathbf{G}^{t}, \zeta-\mathbf{w}^{t}\right\rangle \quad \forall \zeta \in \mathbf{K}(\Omega) \tag{4.17}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{b}^{t}(\mathbf{w}, \zeta)=\int_{\Omega} \varepsilon(\mathbf{w}) \ldots \mathbf{b}(t) \ldots \varepsilon(\zeta) d x  \tag{4.18}\\
& \left\langle\mathbf{G}^{t}, \zeta\right\rangle=\int_{\Omega} g_{i}(t, x) \zeta_{i}(x) d x+\int_{\Gamma^{1}} G_{i}(t, x) \zeta_{i}(x) d x \tag{4.19}
\end{align*}
$$

$\mathbf{b}(t), t \in[0, \delta)$, is a tensor function with components $b_{i j k l}(t, x)$-we assume that conditions (4.6) and (4.7) are satisfied by $b_{i j k l}(\cdot, \cdot)$ on $[0, \delta) \times \Omega, i, j, k, l=1,2$. Furthermore

$$
\begin{gathered}
b_{i j k l}(\cdot, \cdot) \in C\left([0, \delta) ; L^{\infty}(\Omega)\right) \\
\frac{\partial b_{i j k l}}{\partial t}(0, \cdot) \in L^{\infty}(\Omega), \quad i, j, k, l=1,2 .
\end{gathered}
$$

Elements $g_{i} \in C\left([0, \delta) ; L^{2}(\Omega)\right), G_{i} \in C\left([0, \delta) ; L^{2}\left(\Gamma^{1}\right)\right)$ are assumed to be differentiable with respect to $t$, at point $t=0^{+}$with

$$
\begin{aligned}
& \frac{\partial g_{i}}{\partial t}(0, \cdot) \in \mathrm{L}^{2}(\Omega), \\
& \frac{\partial G_{i}}{\partial t}(0, \cdot) \in L^{2}\left(\Gamma^{1}\right), \quad i=1,2
\end{aligned}
$$

We also need the following notation. Let $E \in L\left(\mathbf{H}(\Omega) ;(\mathbf{H}(\Omega))^{\prime}\right), \mathbf{G}^{\prime} \in(\mathbf{H}(\Omega))^{\prime}$ be defined as follows

$$
\begin{align*}
& \langle E \mathbf{w}, \zeta\rangle=\int_{\Omega} \frac{\partial b_{i j k l}}{\partial t}(0, x) \varepsilon_{i j}(\mathbf{w})(x) \varepsilon_{k l}(\zeta)(x) d x \quad \forall \mathbf{w}, \zeta \in \mathbf{H}(\Omega),  \tag{4.20}\\
& \left\langle\mathbf{G}^{\prime}, \zeta\right\rangle=\int_{\Omega} \frac{\partial g_{i}}{\partial t}(0, x) \zeta_{i}(x) d x+\int_{\Gamma^{1}} \frac{\partial G_{i}}{\partial t}(0, x) \zeta_{i}(x) d \Gamma \quad \forall \zeta \in \mathbf{H}(\Omega) . \tag{4.21}
\end{align*}
$$

Lemma 4. Mapping

$$
\begin{equation*}
[0, \delta) \ni t \rightarrow w^{t} \in \mathbf{H}(\Omega) \tag{4.22}
\end{equation*}
$$

is differentiable at $t=0^{+}$, i.e.,

$$
\begin{equation*}
\mathbf{w}^{t}=\mathbf{w}^{0}+t \mathbf{r}+o(t), \tag{4.23}
\end{equation*}
$$

where $\|o(t)\|_{\mathbf{H}(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$ and the element $\mathbf{r} \in \mathbf{H}(\Omega)$ is a unique solution to the variational inequality

$$
\begin{align*}
& \mathbf{r} \in \mathbf{S}_{1}(\Omega), \\
& \mathbf{b}^{0}(\mathbf{r}, \zeta-\mathbf{r}) \geqq\left\langle\mathbf{G}^{\prime}-E \mathbf{w}^{0}, \zeta-\mathbf{r}\right\rangle \quad \forall \zeta \in \mathbf{S}_{1}(\Omega) \tag{4.24}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{S}_{1}(\Omega)=\left\{\zeta \in \mathbf{H}(\Omega) \mid \zeta \cdot \mathbf{n} \leqq 0 \text { a.e. on } Z\left(\mathbf{w}^{0}\right) \subset \Gamma^{c}, \mathbf{b}^{0}\left(\mathbf{w}^{0}, \zeta\right)=\left\langle\mathbf{G}^{0}, \zeta\right\rangle\right\} . \tag{4.25}
\end{equation*}
$$

Proof. We shall apply Theorem 1. Assumptions (i) and (ii) of Theorem 1 are verified by linear operator $E \in L\left(\mathbf{H}(\Omega) ;(\mathbf{H}(\Omega))^{\prime}\right)$ and element $\mathbf{G}^{\prime} \in(\mathbf{H}(\Omega))^{\prime}$. We have to verify assumption (iii) of Theorem 1.

Assume that the outward unit normal vector on $\Gamma^{c}$ has the form

$$
\begin{equation*}
\mathbf{n}(x)=(1,0), \quad x \in \Gamma^{c}, \tag{4.26}
\end{equation*}
$$

and denote by $R \in L\left(\mathbf{H}(\Omega) ; L^{2}\left(\Gamma^{c}\right)\right)$ the linear mapping

$$
\begin{equation*}
(R \zeta)(x)=\zeta_{1}(x)=\mathbf{n}(x) \cdot \zeta(x), \quad x \in \Gamma^{c} \quad \forall \zeta \in \mathbf{H}(\Omega) \tag{4.27}
\end{equation*}
$$

Denote by $H\left(\Gamma^{c}\right) \subset L^{2}\left(\Gamma^{c}\right)$ the linear subspace

$$
\begin{equation*}
H\left(\Gamma^{c}\right)=\left\{\eta \in L^{2}\left(\Gamma^{c}\right) \mid \exists \zeta \in \mathbf{H}(\Omega) \text { such that } R \zeta=\eta\right\} \tag{4.28}
\end{equation*}
$$

Define scalar product $((\cdot, \cdot))$ in space $H\left(\Gamma^{c}\right)$

$$
\begin{equation*}
\left(\left(\eta_{1}, \eta_{2}\right)\right) \stackrel{\text { def }}{=} \mathbf{b}^{0}\left(R^{-1} \eta_{1}, R^{-1} \eta_{2}\right) \quad \forall \eta_{1}, \eta_{2} \in H\left(\Gamma^{c}\right) . \tag{4.29}
\end{equation*}
$$

It can be verified that space $H\left(\Gamma^{c}\right)$ with scalar product (4.29) is a Hilbert space. Consider the following variational inequality posed on $\Gamma^{c}$, given element $\mathbf{h} \in(\mathbf{H}(\Omega))^{\prime}$, determine $\Phi(\mathbf{h})$ :

$$
\begin{align*}
& \Phi(\mathbf{h}) \in K\left(\Gamma^{c}\right)=\left\{\eta \in H\left(\Gamma^{c}\right) \mid \eta(x) \geqq 0 \text { a.e. on } \Gamma^{c}\right\}, \\
& ((\Phi(\mathbf{h}), \eta-\Phi(\mathbf{h}))) \geqq\left\langle\mathbf{h}, R^{-1}(\eta-\Phi(\mathbf{h}))\right\rangle \quad \forall \eta \in K\left(\Gamma^{c}\right) . \tag{4.30}
\end{align*}
$$

Denote by $\mathbf{w}^{0}=P\left(\mathbf{G}^{0}\right)$ the solution of (4.17) for $t=0$. It follows that

$$
\begin{equation*}
P\left(\mathbf{G}^{0}\right)=R^{-1} \Phi\left(\mathbf{G}^{0}\right)+Y\left(\mathbf{G}^{0}\right) \tag{4.31}
\end{equation*}
$$

where the element $Y\left(\mathbf{G}^{0}\right)$ solves the variational equation

$$
\begin{align*}
& Y\left(\mathbf{G}^{0}\right) \in \mathbf{H}_{1}(\Omega)=\operatorname{ker} R,  \tag{4.32}\\
& b^{0}\left(Y\left(\mathbf{G}^{0}\right), \zeta\right)=\left\langle\mathbf{G}^{0}, \zeta\right\rangle \quad \forall \zeta \in \mathbf{H}_{1}(\Omega) .
\end{align*}
$$

Assume for the moment that the following conditions are satisfied:

$$
\begin{equation*}
\eta^{+}, \eta^{-} \in H\left(\Gamma^{c}\right) \quad \forall \eta \in H\left(\Gamma^{c}\right) \tag{A1}
\end{equation*}
$$

where $\eta^{+}=\max \{0, \eta\}$,

$$
\begin{equation*}
\left(\left(\eta^{+}, \eta^{-}\right)\right) \leqq 0 \quad \forall \eta \in H\left(\Gamma^{c}\right), \tag{A2}
\end{equation*}
$$

$$
\begin{equation*}
H\left(\Gamma^{c}\right) \cap C_{\text {comp }}\left(\Gamma^{c}\right) \text { is dense in } C_{\text {comp }}\left(\Gamma^{c}\right) . \tag{A3}
\end{equation*}
$$

Then from a result of Mignot [8] it follows that the solution to (4.30) is conically differentiable with respect to $\mathbf{h} \in(\mathbf{H}(\Omega))^{\prime}$, i.e., $\forall \mathbf{z} \in(\mathbf{H}(\Omega))^{\prime}$,

$$
\begin{equation*}
\Phi(\mathbf{h}+\tau \mathbf{z})=\Phi(\mathbf{h})+\tau w(\mathbf{z})+o(\tau) \tag{4.33}
\end{equation*}
$$

where $\|o(\tau)\|_{\mathbf{H}\left(\Gamma^{c}\right)} / \tau \rightarrow 0$ with $\tau \downarrow 0$ and the element $w(\mathbf{z}) \in H\left(\Gamma^{c}\right)$ is a unique solution of the variational inequality

$$
\begin{align*}
& w(\mathbf{z}) \in S\left(\Gamma^{c}\right), \\
& ((w(\mathbf{z}), \eta-w(\mathbf{z}))) \geqq\left\langle\mathbf{z}, R^{-1}(\eta-w(\mathbf{z}))\right\rangle \quad \forall \eta \in S\left(\Gamma^{c}\right), \tag{4.34}
\end{align*}
$$

where

$$
\begin{gather*}
S\left(\Gamma^{c}\right)=\left\{\eta \in H\left(\Gamma^{c}\right) \mid \eta(x) \leqq 0 \text { a.e. on } Z(\Phi(\mathbf{h})) \subset \Gamma^{c},((\Phi(\mathbf{h}), \eta))=\left\langle\mathbf{h}, R^{-1} \eta\right\rangle\right\},  \tag{4.35}\\
Z(\Phi(\mathbf{h}))=\left\{x \in \Gamma^{c} \mid \Phi(\mathbf{h})(x)=0\right\} . \tag{4.36}
\end{gather*}
$$

Hence, taking into account (4.31) we obtain $\forall \mathbf{z} \in(\mathbf{H}(\Omega))^{\prime}$,

$$
\begin{equation*}
P\left(\mathbf{G}^{0}+\tau \mathbf{z}\right)=P\left(\mathbf{G}^{0}\right)+\tau Q(\mathbf{z})+o(\tau) \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(\mathbf{z}) \stackrel{\text { def }}{=} R^{-1} w(\mathbf{z})+Y(\mathbf{z}), \tag{4.38}
\end{equation*}
$$

which implies that assumption (iii) of Theorem 1 is verified. From (1.11) follows (4.23) with

$$
\mathbf{r}=Q\left(\mathbf{G}^{\prime}-E \mathbf{w}^{0}\right) .
$$

The form (4.25) of cone $S_{1}(\Omega)$ can be obtained by simple calculations, taking into account (4.34), (4.35) and (4.36). Assumption (4.26) is not restrictive, since for $\Gamma^{c} \subset C^{1,1}$ the following linear transformation of displacement field $\zeta$ can be defined

$$
\begin{gathered}
{\left[H^{1}(\Omega)\right]^{2} \ni \psi \rightarrow \zeta \in\left[H^{1}(\Omega)\right]^{2},} \\
\psi_{1}=N_{1} \zeta_{1}+N_{2} \zeta_{2}, \\
\psi_{2}=-N_{2} \zeta_{1}+N_{1} \zeta_{2}
\end{gathered}
$$

where $N(\cdot) \in\left[W^{1, \infty}(\Omega)\right]^{2}$ is an extension of normal field $\mathbf{n}(x), x \in \Gamma$. Since

$$
\mathbf{n}(x) \cdot \zeta(x)=\psi_{1}(x), \quad x \in \Gamma^{c}
$$

it follows that for displacement field $\psi$ condition (4.26) is satisfied.
For the proof of (A1)-(A3) see the following Lemma 5.
Lemma 5. Assumptions (A1)-(A3) are satisfied.
Proof. Assumption (A1) is obviously verified since space $H\left(\Gamma^{c}\right)$ is a closed, linear subspace of Sobolev space $H^{1 / 2}\left(\Gamma^{c}\right)$. It follows from a general property of Sobolev spaces $H^{1 / 2}$ [7] that assumption (A3) is satisfied. We prove that (A2) holds.

Recall that

$$
(R \zeta)(\cdot)=\zeta_{1}(\cdot) \in H\left(\Gamma^{c}\right) \quad \forall \zeta=\left(\zeta_{1}, \zeta_{2}\right) \in \mathbf{H}(\Omega) .
$$

Let $\eta \in H\left(\Gamma^{c}\right)$ be a given element, and denote

$$
\begin{equation*}
\zeta^{*}=R^{-1} \eta, \quad \zeta^{*}=\left(\zeta_{1}^{*}, \zeta_{2}^{*}\right) \tag{4.39}
\end{equation*}
$$

We denote $b(\cdot, \cdot)=\mathbf{b}^{0}(\cdot, \cdot)$.
Note that

$$
\begin{equation*}
((\eta, \eta))=\inf \{b(\zeta, \zeta): \zeta \in \mathbf{H}(\Omega), R \zeta=\eta\}=b\left(\zeta^{*}, \zeta^{*}\right) \tag{4.40}
\end{equation*}
$$

Since we have

$$
\begin{equation*}
b(\zeta, \zeta)=b_{1}\left(\zeta_{1}, \zeta_{1}\right)+b_{2}\left(\zeta_{1}, \zeta_{2}\right)+b_{3}\left(\zeta_{2}, \zeta_{1}\right)+b_{4}\left(\zeta_{2}, \zeta_{2}\right) \tag{4.41}
\end{equation*}
$$

with appropriate bilinear forms $b_{i}(\cdot, \cdot), i=1, \cdots, 4$, by taking into account the necessary and sufficient optimality conditions for (4.40), we obtain that

$$
\begin{equation*}
b\left(\zeta^{*}, \zeta^{*}\right)=b_{1}\left(\zeta_{1}^{*}, \zeta_{1}^{*}\right)-b_{4}\left(\zeta_{2}^{*}, \zeta_{2}^{*}\right) \tag{4.42}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\psi^{*}=R^{-1}|\eta| \tag{4.43}
\end{equation*}
$$

where

$$
|\eta|=\eta^{+}+\eta^{-} \quad \text { for } \quad \eta \in H\left(\Gamma^{c}\right) .
$$

Furthermore, since $\zeta_{i}^{*} \in H^{1}(\Omega), i=1,2$ it follows that $\left|\zeta_{i}^{*}\right| \in H^{1}(\Omega), i=1,2$, where we denote

$$
\begin{equation*}
\left|\zeta^{*}\right| \stackrel{\text { def }}{=}\left(\left|\zeta_{1}^{*}\right|,\left|\zeta_{2}^{*}\right|\right) \in \mathbf{H}(\Omega) . \tag{4.44}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \left|\zeta^{*}\right|-\psi^{*} \in \mathbf{H}_{1}(\Omega)=\operatorname{ker} R,  \tag{4.45}\\
& \psi^{*} \in \mathbf{H}_{2}(\Omega)=(\operatorname{ker} R)^{\perp}, \tag{4.46}
\end{align*}
$$

hence

$$
\begin{equation*}
b\left(\psi^{*},\left|\zeta^{*}\right|-\psi^{*}\right)=0 \tag{4.47}
\end{equation*}
$$

whence

$$
\begin{align*}
b\left(\Psi^{*}, \psi^{*}\right)-b\left(\left|\zeta^{*}\right|,\left|\zeta^{*}\right|\right) & =2 b\left(\psi^{*}, \psi^{*}-\left|\zeta^{*}\right|\right)-b\left(\psi^{*}-\left|\zeta^{*}\right|, \psi^{*}-\left|\zeta^{*}\right|\right)  \tag{4.48}\\
& =-b\left(\psi^{*}-\left|\zeta^{*}\right|, \psi^{*}-\left|\zeta^{*}\right|\right) \leqq 0
\end{align*}
$$

By (4.48) it follows that

$$
\begin{align*}
((|\eta|,|\eta|)) & =b\left(\psi^{*}, \psi^{*}\right) \leqq b\left(\left|\zeta^{*}\right|,\left|\zeta^{*}\right|\right) \\
& =b_{1}\left(\left|\zeta_{1}^{*}\right|,\left|\zeta_{1}^{*}\right|\right)-b_{4}\left(\left|\zeta_{2}^{*}\right|,\left|\zeta_{2}^{*}\right|\right)  \tag{4.49}\\
& =b_{1}\left(\zeta_{1}^{*}, \zeta_{1}^{*}\right)-b_{4}\left(\zeta_{2}^{*}, \zeta_{2}^{*}\right) \\
& =((\eta, \eta)) .
\end{align*}
$$

The condition $\left(\left(\eta^{+}, \eta^{-}\right)\right) \leqq 0, \forall \eta \in H\left(\Gamma^{c}\right)$ follows from (4.49).
Proof of Theorem 3. Denote

$$
\begin{equation*}
\mathbf{z}^{t}=D T_{t}^{-1} \cdot \mathbf{u}_{t} \circ T_{t} . \tag{4.50}
\end{equation*}
$$

Since we have

$$
\begin{equation*}
\zeta_{t} \in \mathbf{K}\left(\Omega_{t}\right) \quad \text { iff } \zeta=D T_{t}^{-1} \cdot \zeta_{t} \circ T_{t} \in \mathbf{K}(\Omega) \tag{4.51}
\end{equation*}
$$

it follows that the element $\mathbf{z}^{t} \in \mathbf{H}(\Omega)$ solves the variational inequality

$$
\begin{align*}
& \mathbf{z}^{t} \in \mathbf{K}(\Omega),  \tag{4.52}\\
& \mathbf{a}^{t}\left(\mathbf{z}^{t}, \zeta-\mathbf{z}^{t}\right) \geqq\left\langle\mathbf{F}(t), \zeta-\mathbf{z}^{t}\right\rangle \quad \forall \zeta \in \mathbf{K}(\Omega)
\end{align*}
$$

with appropriate bilinear forms $\mathbf{a}^{t}(\cdot, \cdot)$ and linear forms $\mathbf{F}(t) \in(\mathbf{H}(\Omega))^{\prime}, t \in[0, \delta)$. It can be verified that a proper choice of bilinear forms $\mathbf{a}^{t}(\cdot, \cdot)$ and elements $\mathbf{F}(t)$ is the following:

$$
\begin{equation*}
\mathbf{a}^{t}(\mathbf{u}, \zeta)=\int_{\Omega} \varepsilon^{t}(\mathbf{u}) \ldots \mathbf{c}^{t} \ldots \mathbf{\varepsilon}^{t}(\zeta) d x \quad \forall \mathbf{u}, \zeta \in \mathbf{H}(\Omega) \tag{4.53}
\end{equation*}
$$

where

$$
\varepsilon^{t}(\zeta)=\frac{1}{2}\left\{D\left(D T_{t} \cdot \zeta\right) \cdot D T_{t}^{-1}+* D T_{t}^{-1} \cdot *\left(D\left(D T_{t} \cdot \zeta\right)\right)\right\}
$$

and tensor $\mathbf{c}^{t}$ has components

$$
\begin{align*}
& c_{i j k l}^{t}=\operatorname{det}\left(D T_{t}\right) c_{i j k l} \circ T_{t}, \quad i, j, k, l=1,2,  \tag{4.54}\\
& \langle\mathbf{F}(t), \zeta\rangle=\int_{\Omega} \mathbf{f}^{t} \cdot \zeta d x+\int_{\Gamma} \mathbf{P}^{t} \cdot \zeta d \Gamma
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{f}^{t}=\operatorname{det}\left(D T_{t}\right)^{*} D T_{t} \cdot\left(\mathbf{f} \circ T_{t}\right), \\
& \mathbf{P}^{t}=\left\|M\left(D T_{t}\right) \cdot \mathbf{n}\right\|_{R^{2}}{ }^{*} D T_{t} \cdot \mathbf{P} \circ T_{t}, \\
& M\left(D T_{t}\right)=\operatorname{det}\left(D T_{t}\right)^{*} D T_{t}^{-1} .
\end{aligned}
$$

We need the following notation:

$$
\begin{align*}
\left\langle\mathbf{F}^{\prime}, \zeta\right\rangle= & \int_{\Omega}\left\{\sum_{i=1}^{2}\left(\operatorname{div}\left(f_{i} \mathbf{V}(0)\right) \xi_{i}\right)+\mathbf{f} \cdot D \mathbf{V}(0) \cdot \boldsymbol{\xi}\right\} d x  \tag{4.55}\\
& +\int_{\Gamma_{1}}\left\{\sum_{i=1}^{2}\left(\operatorname{div}\left(P_{i} \mathbf{V}(0)\right) \xi_{i}\right)-(\mathbf{n} \cdot D \mathbf{V}(0) \cdot \mathbf{n}) \mathbf{P} \cdot \boldsymbol{\xi}+\mathbf{P} \cdot D \mathbf{V}(0) \cdot \boldsymbol{\xi}\right\} d \Gamma, \\
\langle B \mathbf{u}, \zeta\rangle= & \int_{\Omega} \boldsymbol{\varepsilon}(\mathbf{u}) \ldots \mathbf{c}^{\prime} \ldots \boldsymbol{\varepsilon}(\zeta) d x+\int_{\Omega} \boldsymbol{\varepsilon}^{\prime}(\mathbf{u}) \ldots \mathbf{c} \ldots \boldsymbol{\varepsilon}(\zeta) d x \\
& \quad+\int_{\Omega} \boldsymbol{\varepsilon}(\mathbf{u}) \ldots \mathbf{c} \ldots \mathbf{\varepsilon}^{\prime}(\zeta) d x \quad \forall \mathbf{u}, \zeta \in \mathbf{H}(\Omega) \tag{4.56}
\end{align*}
$$

where

$$
\mathbf{\varepsilon}^{\prime}(\zeta)=\left.\frac{\partial}{\partial t} \varepsilon^{t}(\zeta)\right|_{t=0}=\frac{1}{2}\left\{D(D \mathbf{V} \cdot \zeta)+*(D(D \mathbf{V} \cdot \zeta))-D \zeta \cdot D \mathbf{V}-{ }^{*} D \mathbf{V} \cdot{ }^{*} D \zeta\right\}
$$

Tensor field $c^{\prime}=\left.(\partial / \partial t) c^{t}\right|_{t=0}$ has components

$$
c_{i j k l}^{\prime}=\left.\frac{\partial}{\partial t} c_{i j k l}^{t}\right|_{t=0}=\operatorname{div} \mathbf{V} c_{i j k l}+\operatorname{grad} c_{i j k l} \cdot \mathbf{V} .
$$

It can be verified that element $F^{\prime} \in(\mathbf{H}(\Omega))^{\prime}$ and operator $B \in L\left(\mathbf{H}(\Omega) ;(\mathbf{H}(\Omega))^{\prime}\right)$ satisfy

$$
\begin{aligned}
& \left\langle\mathbf{F}^{\prime}, \zeta\right\rangle=\left.\frac{d}{d t}\langle\mathbf{F}(t), \zeta\rangle\right|_{t=0^{+}} \quad \forall \zeta \in \mathbf{H}(\Omega), \\
& \langle B \mathbf{u}, \zeta\rangle=\left.\frac{d}{d t} \mathbf{a}^{t}(\mathbf{u}, \zeta)\right|_{t=0^{+}} \quad \forall \mathbf{u}, \zeta \in \mathbf{H}(\Omega) .
\end{aligned}
$$

Furthermore conditions corresponding to (2.3) and (2.2) are verified. We can apply Lemma 4 to (4.52), hence the mapping

$$
\begin{equation*}
[0, \delta) t \rightarrow \mathbf{z}^{t} \in \mathbf{H}(\Omega) \tag{4.57}
\end{equation*}
$$

is differentiable at $t=0^{+}$, i.e.

$$
\begin{equation*}
\mathbf{z}^{t}=\mathbf{z}^{0}+t \partial \mathbf{z}+o(t) \tag{4.58}
\end{equation*}
$$

where $\|o(t)\|_{H(\Omega)} / t \rightarrow 0$ with $t \downarrow 0$,

$$
\begin{align*}
& \partial \mathbf{z} \in \mathbf{S}_{2}(\Omega), \\
& a^{0}(\partial \mathbf{z}, \zeta-\partial \mathbf{z}) \geqq\left\langle\mathbf{F}^{\prime}-B \mathbf{z}^{0}, \zeta-\partial \mathbf{z}\right\rangle \quad \forall \zeta \in \mathbf{S}_{2}(\Omega),  \tag{4.59}\\
& \mathbf{S}_{2}(\Omega)=\left\{\zeta \in \mathbf{H}(\Omega) \mid \zeta \cdot \mathbf{n} \leqq 0 \text { a.e. on } Z\left(\mathbf{z}^{0}\right), a^{0}\left(\mathbf{z}^{0}, \zeta\right)=\langle\mathbf{F}(0), \mathbf{z}\rangle\right\}, \\
& Z\left(\mathbf{z}^{0}\right)=\left\{x \in \Gamma^{c} \mid \mathbf{z}^{0}(x) \cdot \mathbf{n}(x)=0\right\} .
\end{align*}
$$

On the other hand, since

$$
\begin{equation*}
\mathbf{u}_{t} \circ T_{t}=D T_{t} \cdot \mathbf{z}^{t} \quad \text { and }\left.\quad D T_{t}\right|_{t=0}=I \tag{4.60}
\end{equation*}
$$

it follows that

$$
\begin{align*}
\dot{\mathbf{u}} & =\partial \mathbf{z}-D V \cdot \mathbf{z}^{0} \\
& =\partial \mathbf{z}-D V \cdot \mathbf{u}_{0} \tag{4.61}
\end{align*}
$$

and simple calculations show that $\dot{\mathbf{u}}$ is determined by (4.14).
We use the material derivative $\mathbf{u}^{\prime}$ in order to derive the form of the so-called Eulerian semiderivative $d J(\Omega ; \mathbf{V})$ of a functional $J(\Omega)$ in the direction of a vector field $\mathbf{V}(\cdot, \cdot)$.

Let us consider a functional

$$
J(\Omega)=\int_{\Omega} F(\mathbf{u}(x)) d x
$$

where $F(\cdot) \in C^{1}\left(R^{2}\right)$ and $\mathbf{u}(\cdot)$ is given by (4.11) for $t=0$.
We denote

$$
d J(\Omega ; \mathbf{V}) \stackrel{\operatorname{def}}{=} \lim _{t \downarrow 0}\left(J\left(\Omega_{t}\right)-J(\Omega)\right) / t
$$

It can be verified that

$$
d J(\Omega ; \mathbf{V})=\int_{\Omega}(D F(\mathbf{u}(x)) \cdot \dot{\mathbf{u}}(x)+F(\mathbf{u}(x)) \operatorname{div} \mathbf{V}(0, x)) d x
$$

Let us assume now, that the following regularity condition is verified

$$
D \mathbf{u} \cdot \mathbf{V}(0) \in\left(H^{1}(\Omega)\right)^{2}
$$

then there exists [17] the so-called domain derivative for problem (4.11) given by

$$
\mathbf{u}^{\prime}=\dot{\mathbf{u}}-D \mathbf{u} \cdot V(0) .
$$

Furthermore,

$$
d J(\Omega ; \mathbf{V})=\int_{\Omega} D F(\mathbf{u}(x)) \cdot \mathbf{u}^{\prime}(x) d x+\int_{\partial \Omega} F(\mathbf{u}(x))\langle\mathbf{V}(0, x), \mathbf{n}(x)\rangle d \Gamma .
$$

The form of the domain derivative $\mathbf{u}^{\prime}$ is given in [14], [17] and [19].
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# THE INITIAL VELOCITY OF THE EMERGING FREE BOUNDARY IN A TWO-PHASE STEFAN PROBLEM WITH IMPOSED FLUX* 
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#### Abstract

Consider the one-dimensional, two-phase Stefan problem with an imposed flux, in which the phase change front originates at the material boundary. We prove that, subject to suitable assumptions on the initial temperature and imposed flux, the initial speed of the phase change front is equal to the jump between the surface and initial fluxes at the boundary. Similarly, we prove that the front $X(t)$ is continuously differentiable in the closed interval $\left[0, t^{*}\right]$ for some $t^{*}>0$.
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Introduction. Consider a slab of material occupying the interval $0 \leqq x \leqq L$ which is initially totally solid, with a known temperature distribution (below the critical temperature $T_{c r}$ of the material). Heat is input at $x=0$ via a known heat flux $q(t)>0$, while the face $x=L$ is kept insulated. Then at some time $t_{0}$ a melt front $x=X(t)$ will emerge from $x=0$ and move into the material, separating liquid ( $x<X(t)$ ) from solid $(x>X(t))$. The location $X(t)$ of the front as well as the temperature $T(x, t)$ are to be determined.

The mathematical problem here is a one-dimensional two-phase Stefan problem which, however, involves the appearance of a new phase. The onset of melting is a major source of difficulties for both the physical understanding of the phenomenon as well as the mathematical analysis of the problem.

One of the key problems associated with the onset of melting is determining the initial velocity of the melt front, which is the objective of this study. The possibilities range from no melting at all (Solomon, Alexiades and Wilson [14]) to initially infinite propagation speed (when a temperature jump is imposed at $x=0$ (Carslaw and Jaeger [2])). Hence, finding conditions on the data that guarantee melting is also useful.

The problem we described in the beginning is typical of problems arising in diverse areas of applications ranging from latent heat thermal energy storage (Solomon [10]) to crystal growth (Rubinstein [9]). The need to know the initial interface speed also appears in the study of phase-change problems by either approximation methods (Solomon [11]) or numerical methods (Solomon [12]). In particular, front tracking numerical schemes for an emerging front require the initial front speed to be known (Landau [7]).

Returning to the problem at hand, we note that it consists of two distinct parts: a pure heat conduction problem until melting begins, and afterwards a Stefan problem which is the one of interest. Taking as initial time $(t=0)$ the instant at which the front emerges, we are interested in finding $X^{\prime}(0)$ when we know the input flux $q(t)>0$ and the initial temperature $T(x, 0)=f(x) \leqq T_{c r}$. This temperature $f(x)$ is the result of the premelting heat conduction problem and as such it has certain natural properties like

[^120]$f(0)=T_{c r}, f^{\prime}(x) \leqq 0, f^{\prime \prime}(x) \geqq 0$, which we take as assumptions for the data of the melting problem (see § 1 ).

At first glance, it appears reasonable that the initial speed should be determined by the jump in the flux at the surface $x=0$ at $t=0$, namely

$$
\begin{equation*}
\rho H X^{\prime}(0)=q(0)-\left[-k_{s} f^{\prime}(0)\right] \tag{0.1}
\end{equation*}
$$

(see $\S 1$ for notation). In fact, ( 0.1 ) is merely the limiting value, as $t \downarrow 0$, of the Stefan condition along the interface. Also, ( 0.1 ) is obeyed by a number of asymptotic results for the first and third boundary conditions in Rubinstein [9] and for a problem with internal heating and $q(0)=-k_{s} f^{\prime}(0)=0$ in Lacey and Shillor [6]. Thus, the question of whether or not $(0.1)$ is valid amounts to whether or not the fluxes in the liquid and in the solid are continuous down to $t=0$. Unfortunately, the existing literature on the two-phase problem with imposed flux, for an initially one-phase state, does not answer this smoothness question. Indeed, despite the very extensive literature on Stefan-type problems (Wilson, Solomon and Trent [15], Niezgodka [8]), very few papers actually allow a new phase to appear and we are not aware of any works establishing the well-posedness of the classical formulation of our problem. Nevertheless, the methods of Cannon and Primicerio [1] and of Ishii [5], dealing with Dirichlet data on $x=0$, can also be applied to the case of imposed flux and thus answer the well-posedness question. Furthermore, under certain restrictions on the flux $q(t)$, the work of Fasano and Primicerio [3] also applies.

In this paper we prove the continuity of the fluxes down to $t=0$ under realistic assumptions on the data $f(x)$ and $q(t)$. It then follows that $X(t)$ is differentiable down to $t=0$ and ( 0.1 ) holds. These results and the notations are stated in $\S 1$. The steps necessary to complete the proof are divided into four parts. Crucial bounds on the interface location are derived in $\S 2$, and needed $L^{2}$-estimates of $T_{x}$ and $T_{x x}$ are derived in §3. In § 4 we generalize a version of the maximum principle (Solomon, Alexiades and Wilson [13]) to the two-phase problem and establish the global boundedness of $T_{x}$. The proof of the main results is finally completed in $\S 5$.

1. Notation and main results. Consider the following one-dimensional two-phase Stefan problem with imposed flux:

For a given $t_{\infty}>0$, find a function $X(\cdot) \in C\left[0, t_{\infty}\right] \cap C^{1}\left(0, t_{\infty}\right), X(0)=0$, and a function $T(\cdot, \cdot) \in C\left(\bar{D}_{l} \cup \bar{D}_{s}\right)$, where

$$
\begin{aligned}
& D_{l}=\left\{(x, t): 0<x<X(t), 0<t<t_{\infty}\right\} \quad \text { (liquid), } \\
& D_{s}=\left\{(x, t): X(t)<x<L, 0<t<t_{\infty}\right\} \quad \text { (solid) }
\end{aligned}
$$

such that: for each $t \in\left(0, t_{\infty}\right), T_{x}(\cdot, t)$ is continuous on $[0, X(t))$ and $(X(t), L]$ and on each of the closed intervals can be extended to a continuous function with a possible jump discontinuity at $X(t) ; T_{t}, T_{x x}$ are continuous in $D_{l}$ and $D_{s}$;

$$
\begin{align*}
& T_{t}=\alpha_{i} T_{x x} \quad \text { in } D_{i}, \quad i=l, s,  \tag{1.1}\\
& T(x, 0)=f(x), \quad 0 \leqq x \leqq L,  \tag{1.2}\\
& -k_{l} T_{x}(0, t)=q(t), \quad 0<t<t_{\infty},  \tag{1.3}\\
& T_{x}(L, t)=0, \quad 0<t<t_{\infty},  \tag{1.4}\\
& T(X(t), t)=T_{c r}, \quad 0 \leqq t \leqq t_{\infty},  \tag{1.5}\\
& \rho H X^{\prime}(t)=-k_{l} T_{x}^{-}[t]+k_{s} T_{x}^{+}[t], \quad 0<t<t_{\infty} . \tag{1.6}
\end{align*}
$$

Here, $T_{x}^{ \pm}[t]:=\lim _{x \rightarrow X(t) \pm} T_{x}(x, t) ; k=k_{l}$ or $k_{s}$ is the conductivity; $\alpha=\alpha_{l}$ or $\alpha_{s}$ is the diffusivity, $\alpha_{i}=k_{i} / \rho c_{i}, i=l, s, \rho$ being the density and $c_{l}, c_{s}$ the specific heats; $H$ is the latent heat, $T_{c r}$ the critical temperature and $L$ the slab thickness. All these thermophysical parameters are positive constants.

On the data $q(t)$ and $f(x)$ we assume

$$
\begin{align*}
& q \in C^{1}\left[0, t_{\infty}\right), \quad q(t) \geqq 0, \quad 0 \leqq t \leqq t_{\infty}  \tag{1.7}\\
& f \in C^{2}[0, L] \cap H^{3}(0, L),  \tag{1.8}\\
& f(x) \leqq T_{c r}, \quad f^{\prime}(x) \leqq 0, \quad f^{\prime \prime}(x) \geqq 0 \quad \text { for } 0 \leqq x \leqq L,  \tag{1.9}\\
& f(0)=T_{c r}, \quad f^{\prime}(L)=0 . \tag{1.10}
\end{align*}
$$

As mentioned in the Introduction, the assumptions on $f(x)$ are natural for the temperature of an initially cold solid, insulated at $x=L$, and heated by a smooth flux at $x=0$. In fact, in that case $f$ will also satisfy

$$
\begin{equation*}
-k_{s} f^{\prime}(0)=q(0) \tag{1.11}
\end{equation*}
$$

The well-posedness of this Stefan problem we take as known (see the Introduction). Precisely, we assume there exists a solution $X(t), T(x, t)$ with

$$
\begin{align*}
& X \in C^{\mu}\left[0, t_{\infty}\right] \cap C^{\infty}\left(0, t_{\infty}\right) \quad \text { for some } 0<\mu<1,  \tag{1.12}\\
& T \in C\left(\overline{D_{l} \cup D_{s}}\right) \cap C^{\infty}\left(D_{l} \cup D_{s}\right) . \tag{1.13}
\end{align*}
$$

The paper is devoted to proving the following.
Main Theorem 1.1. Under the assumptions (1.7)-(1.10), the solution of (1.1)-(1.6) has the following properties:
$T_{x}$ is continuous on each of $D_{l}$ and $D_{s}$ and has a continuous extension to each of $\bar{D}_{l}$ and $\bar{D}_{s}$; these continuous extensions differ along the line $\{(t, x) \mid x=X(t)\}$ by a finite jump;

$$
\begin{gather*}
X \in C^{1}\left[0, t_{\infty}\right), \\
\rho H X^{\prime}(0)=q(0)+k_{s} f^{\prime}(0) . \tag{1.14}
\end{gather*}
$$

Corollary 1.2. At the onset of melting of an initially solid slab $[0, L]$, insulated at $x=L$ and heated by a flux $q(t) \geqq 0$, the initial velocity of the phase-change front is zero.
2. Bounds on the interface. We begin with the derivation of bounds on the interface location.

By the maximum principle (Friedman [4]), the assumptions $q(t) \geqq 0, f(x) \leqq T_{c r}$, and $f^{\prime \prime}(x) \leqq 0$ imply the following.

Lemma 2.1. $f(x) \leqq T(x, t) \leqq T_{c r}$ in the solid $D_{s}$ and $T(x, t) \geqq T_{c r}$ in the liquid $D_{l}$. Hence

$$
T_{x}^{-}[t] \equiv T_{x}(X(t)-, t) \leqq 0
$$

and

$$
T_{x}^{+}[t] \equiv T_{x}(X(t)+, t) \leqq 0, \quad 0<t \leqq t_{\infty}
$$

Proof. Let $z(x, t)=T(x, t)-f(x)$ in $\bar{D}_{s}$. Then $z \in C\left(\bar{D}_{s}\right)$ satisfies $z_{t}-\alpha_{l} z_{x x}=$ $\alpha_{l} f^{\prime \prime}(x) \leqq 0$ in $D_{s} ; z(X(t), t)=T_{c r}-f(X(t)) \geqq 0, z_{x}(L, t)=0,0 \leqq t \leqq t_{\infty} ; z(x, 0)=0,0 \leqq$ $x \leqq L$. Hence its minimum value must be $\geqq 0$. The remaining inequalities are proved similarly.

Next we obtain a crucial upper bound for the front location.
Theorem 2.2. There exists a constant $M_{0}>0$ such that

$$
\begin{equation*}
X(t) \leqq M_{0} t, \quad 0<t \leqq t_{\infty} . \tag{2.1}
\end{equation*}
$$

Proof. For any $0<t \leqq t_{\infty}$, using (1.1)-(1.6) we have

$$
\begin{aligned}
\frac{d}{d t} \int_{0}^{L} \rho c\left[T(x, t)-T_{c r}\right] d x & =\frac{d}{d t} \int_{0}^{X(t)} \rho c_{l}\left[T-T_{c r}\right] d x+\frac{d}{d t} \int_{X(t)}^{L} \rho c_{s}\left[T-T_{c r}\right] d x \\
& =k_{l} T_{x}^{-}[t]-k_{l} T_{x}(0, t)+k_{s} T_{x}(L, t)-k_{s} T_{x}^{+}[t] \\
& =-\rho H X^{\prime}(t)+q(t)
\end{aligned}
$$

Integrating over ( $\tau, t$ ) with $0 \leqq \tau<t \leqq t_{\infty}$, we obtain

$$
\int_{0}^{L} \rho c\left[T(x, t)-T_{c r}\right] d x-\int_{0}^{L} \rho c\left[T(x, \tau)-T_{c r}\right] d x+\rho H[X(t)-X(\tau)]=\int_{\tau}^{t} q(s) d s .
$$

Taking $\tau \rightarrow 0$, using $X(0)=0$ and (1.2), and splitting $\int_{0}^{L}$ into $\int_{0}^{X(t)}+\int_{X(t)}^{L}$, we obtain the following heat balance:

$$
\begin{align*}
& \int_{0}^{X(t)} \rho c_{l}\left[T-T_{c r}\right] d x+\int_{X(t)}^{L} \rho c_{s}[T-f(x)] d x+\rho H X(t)  \tag{2.2}\\
& \quad=\int_{0}^{t} q(s) d s+\int_{0}^{X(t)} \rho c_{l}\left[f(x)-T_{c r}\right] d x
\end{align*}
$$

By Lemma 2.1, the first two terms on the left are nonnegative and the last term on the right is nonpositive. We conclude that

$$
\rho H X(t) \leqq \int_{0}^{t} q(s) d s \leqq q_{\max } \cdot t,
$$

where $q_{\max }:=\max q(t)$ over $0 \leqq t \leqq t_{\infty}$. This establishes (2.1) with $M_{0}:=q_{\max } / \rho H$.
To obtain a lower bound on $X(t)$, we compare $T$ with the solution of the following heat conduction problem without phase change:

$$
\begin{aligned}
& w_{t}=\alpha_{l} w_{x x}, \quad x>0, \quad t>0, \\
& w(x, 0) \equiv T_{c r}, \quad x>0, \\
& -k_{l} w_{x}(0, t)=q(t) \geqq 0, \quad t>0,
\end{aligned}
$$

the solution of which is given explicitly (Carslaw and Jaeger [2, p. 76]) by

$$
\begin{equation*}
w(x, t)=T_{c r}+k_{l}^{-l}\left(\frac{\alpha_{l}}{\pi}\right)^{1 / 2} \int_{0}^{t} q(t-s) \exp \left\{-x^{2} / 4 \alpha_{l}(t-s)\right\} s^{-1 / 2} d s \tag{2.3}
\end{equation*}
$$

It is easy to see that $T(x, t) \leqq w(x, t)$ in $D_{l} \cup D_{s}$ and that $w(x, t) \geqq T_{c r} \geqq f(x), 0 \leqq x \leqq L$, $t>0$. Hence, (2.2) implies the following.

Proposition 2.3.

$$
\rho H X(t) \geqq \int_{0}^{t} q(s) d s-\rho c_{\max } \int_{0}^{L}[w(x, t)-f(x)] d x, \quad 0<t<t_{\infty},
$$

where $c_{\max }:=\max \left\{c_{l}, c_{s}\right\}$ and $w(x, t)$ is given by (2.3).
This says that melting may not necessarily begin immediately, but since the right-hand side will eventually become positive, the liquid will have to expand with increasing time.

Another useful relation obtainable from the heat balance (2.2) is

$$
\rho c_{\min } \int_{0}^{t}[T(x, t)-f(x)] d x \leqq \int_{0}^{t} q(s) d s, \quad 0<t \leqq t_{\infty}
$$

where $c_{\text {min }}:=\min \left\{c_{l}, c_{s}\right\}$.
3. Estimates on $\boldsymbol{T}_{x}$ and $\boldsymbol{T}_{x x}$.

Lemma 3.1. For any $0<t \leqq t_{\infty}$,

$$
\begin{equation*}
0 \leqq \int_{0}^{t}-k_{l} T_{x}^{-}[s] d s \leqq \int_{0}^{t} q(s) d s \tag{3.1}
\end{equation*}
$$

Proof. This is obtained from the heat balance in the liquid as follows:

$$
\frac{d}{d t} \int_{0}^{X(t)} \rho c_{l}\left[T(x, t)-T_{c r}\right] d x=k_{l} T_{x}^{-}[t]+q(t)
$$

Integrating over ( $0, t$ ) and since $T \geqq T_{\text {cr }}$ (see Lemma 2.1), we have

$$
\int_{0}^{t} q(s) d s+\int_{0}^{t} k_{l} T_{x}^{-}[s] d s=\int_{0}^{X(t)} \rho c_{l}\left[T-T_{c r}\right] d x \geqq 0 .
$$

Theorem 3.2. There exists a constant $M_{1}>0$, independent of time, such that

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{L}\left|T_{x}(x, s)-f^{\prime}(x)\right|^{2} d x d s \leqq M_{1} \cdot t^{2}, \quad 0<t \leqq t_{\infty} \tag{3.2}
\end{equation*}
$$

Proof. For $t>0$,

$$
\begin{aligned}
\frac{d}{d t} \int_{0}^{L} \frac{1}{2} \rho c[T(x, t)-f(x)]^{2} d x= & \frac{1}{2} \rho\left(c_{l}-c_{s}\right)\left[T_{c r}-f(X)\right]^{2} X^{\prime}(t) \\
& +\int_{0}^{L} k[T-f(x)][T-f(x)]_{x x} d x \\
& +\int_{0}^{L} k[T-f(x)] f^{\prime \prime}(x) d x .
\end{aligned}
$$

By integration by parts, the first integral in the right-hand side becomes

$$
\begin{aligned}
& \int_{0}^{L} k[T-f]\left[T_{x}-f^{\prime}\right]_{x} d x=\int_{0}^{L} k\left([T-f]\left[T_{x}-f^{\prime}\right]\right)_{x}-k\left[T_{x}-f^{\prime}\right]^{2} \\
& =k_{l}\left[T_{c r}-f(X)\right]\left[T_{x}^{-}[t]-f^{\prime}(X)\right] \\
& -k_{l}[T(0, t)-f(0)]\left[T_{x}(0, t)-f^{\prime}(0)\right] \\
& +k_{s}[T(L, t)-f(L)]\left[T_{x}(L, t)-f^{\prime}(L)\right] \\
& -k_{s}\left[T_{c r}-f(X)\right]\left[T_{c r}-f(X)\right]\left[T_{x}^{+}[t]-f^{\prime}(X)\right] \\
& \left.-\int_{0}^{L} k\left[T_{x}-f^{\prime}\right)\right]^{2} d x
\end{aligned}
$$

and using (1.6), (1.10), (1.3) and $f^{\prime}(x) \leqq 0$,

$$
\begin{aligned}
=[ & f(0)-f(X)]\left\{-\rho H X^{\prime}(t)-\left(k_{l}-k_{s}\right) f^{\prime}(X)\right\} \\
& +\left[T(0, t)-T_{c r}\right]\left[q(t)+k_{l} f^{\prime}(0)\right]-\int_{0}^{L} k\left[T_{x}-f^{\prime}\right]^{2} d x .
\end{aligned}
$$

Substituting this into (3.3) and integrating over $(\tau, t), 0<\tau<t \leqq t_{\infty}$, we find

$$
\begin{aligned}
& \int_{0}^{L} \frac{\rho c}{2}[T(x, t)-f(x)]^{2} d x-\int_{0}^{L} \frac{\rho c}{2}[T(x, \tau)-f(x)]^{2} d x+\int_{\tau}^{t} \int_{0}^{L} k\left[T_{x}-f^{\prime}\right]^{2} d x \\
& =\int_{\tau}^{t} \frac{\rho\left(c_{l}-c_{s}\right)}{2} X^{\prime}(s)[f(0)-f(X(s))]^{2} d s \\
& \quad-\int_{\tau}^{t}\left\{\rho H X^{\prime}(s)+\left(k_{l}-k_{s}\right) f^{\prime}(X(s))\right\}[f(0)-f(X(s))] d s \\
& \quad+\int_{\tau}^{t}\left[T(0, s)-T_{c r}\right]\left[q(s)+k_{l} f^{\prime}(0)\right] d s \\
& \quad+\int_{\tau}^{t} \int_{0}^{L} k[T-f(x)] f^{\prime \prime}(x) d x d s
\end{aligned}
$$

Now, applying (2.1) and (1.7)-(1.10), we estimate each term separately as follows.

$$
\begin{align*}
& \left|\int_{\tau}^{t} \frac{\rho\left(c_{l}-c_{s}\right)}{2} X^{\prime}(s)[f(0)-f(X(s))]^{2} d s\right|=\left|\int_{X(\tau)}^{X(t)} \frac{\rho\left(c_{l}-c_{s}\right)}{2}[f(0)-f(\xi)]^{2} d \xi\right| \\
& \leqq \rho c_{\text {max }}\left|f_{\text {max }}^{\prime}\right|^{2} \frac{X(t)^{3}-X(\tau)^{3}}{3} \leqq M_{12} \cdot t^{3}, \\
& \left|\int_{\tau}^{t} \rho H X^{\prime}(s)[f(X(s))-f(0)] d s\right|=\left|\int_{X(\tau)}^{X(s)} \rho H[f(\xi)-f(0)] d \xi\right| \\
& \leqq \rho H\left|f_{\text {max }}^{\prime}\right| \frac{X(t)^{2}}{2} \leqq M_{13} \cdot t^{2}, \\
& \left|\int_{\tau}^{t}\left(k_{l}-k_{s}\right) f^{\prime}(X(s))[f(0)-f(X(s))] d s\right| \\
& \leqq k_{\max }\left|f_{\max }^{\prime}\right|^{2} \int_{\tau}^{t} X(s) d s \\
& \leqq M_{14} \cdot t^{2}, \\
& \left|\int_{\tau}^{t}\left[T(0, s)-T_{c r}\right]\left[q(s)+k_{l} f^{\prime}(0)\right] d s\right| \\
& =\left|\int_{\tau}^{t}\left\{\int_{0}^{X(s)}\left[T_{x}(x, s)-f^{\prime}(x)\right] d x+[f(0)-f(X(s))]\right\}\left[q(s)+k_{l} f^{\prime}(0)\right] d s\right| \\
& \leqq\left[q_{\max }+k_{l}\left|f^{\prime}(0)\right|\right]\left\{\int_{\tau}^{t} X(s)^{1 / 2} \int_{0}^{X(s)} X(s)^{-1 / 2}\left|T_{x}(x, s)-f^{\prime}(x)\right| d x d s\right. \\
& \left.+\int_{\tau}^{t}|f(0)-f(X(s))| d s\right\} \\
& \leqq M_{15}\left\{\int_{\tau}^{t}\left[\frac{X(s)}{2 \varepsilon}+\frac{\varepsilon}{2 X(s)}\left(\int_{0}^{X(s)} 1 \cdot\left|T_{x}(x, s)-f^{\prime}(x)\right| d x\right)^{2}\right] d s\right.  \tag{3.5}\\
& \left.+\left|f_{\text {max }}^{\prime}\right| \int_{\tau}^{t} X(s) d s\right\}, \quad \varepsilon>0,
\end{align*}
$$

$$
\begin{aligned}
& \leqq \frac{M_{16}}{\varepsilon} t^{2}+\frac{\varepsilon M_{15}}{2} \int_{\tau}^{t} \int_{0}^{L}\left|T_{x}-f^{\prime}\right|^{2} d x d s, \\
0 & \leqq \int_{\tau}^{t} \int_{0}^{L} k[T(x, s)-f(x)] f^{\prime \prime}(x) d x d s \leqq f_{\max }^{\prime \prime} \int_{\tau}^{t} \int_{0}^{L} k[T(x, s)-T(x, 0)] d x d s \\
& \leqq k_{\max } f_{\max }^{\prime \prime} \int_{\tau}^{t} \int_{0}^{L}\left\{\int_{0}^{s} T_{t}(x, \sigma) d \sigma\right\} d x d s=M_{17} \int_{\tau}^{t} \int_{0}^{s} \int_{0}^{L} T_{t}(x, \sigma) d x d \sigma d s \\
& =M_{17} \int_{\tau}^{t} \int_{0}^{s}\left\{\frac{1}{\rho c_{l}} \int_{0}^{X(\sigma)} k_{l} T_{x x}(x, \sigma) d x+\frac{1}{\rho c_{s}} \int_{X(\sigma)}^{L} k_{s} T_{x x}(x, \sigma) d x\right\} d \sigma d s \\
& =M_{18} \int_{\tau}^{t} \int_{0}^{s}\left\{-\rho H X^{\prime}(\sigma)+q(\sigma)\right\} d \sigma d s \leqq 0+M_{18} q_{\max } \frac{t^{2}}{2}=M_{19} \cdot t^{2} .
\end{aligned}
$$

We incorporate these estimates into the right-hand side of (3.4), take $\tau \downarrow 0$ (which makes the negative term on the left-hand side vanish) and discard the first (positive) term. We thus obtain

$$
\left[k_{\min }-\frac{\varepsilon M_{15}}{2}\right] \int_{0}^{t} \int_{0}^{L}\left[T_{x}-f^{\prime}\right]^{2} d x \leqq M_{12} t^{3}+M_{13} t^{2}+M_{14} t^{2}+\frac{M_{16}}{\varepsilon} t^{2}+M_{19} t^{2}
$$

Choosing $\varepsilon M_{15} / 2=\frac{1}{2} k_{\min }$, we finally establish (3.2). Note that the constant $M_{1}$ is essentially known explicitly.

By the Mean Value Theorem we immediately obtain the following.
Corollary 3.3. For each $t \in\left(0, t_{\infty}\right)$, there exists $t^{*} \in(t / 2, t)$ such that

$$
\begin{equation*}
\int_{0}^{L}\left|T_{x}\left(x, t^{*}\right)-f^{\prime}(x)\right|^{2} d x \leqq M_{2} t . \tag{3.6}
\end{equation*}
$$

Next we estimate the second derivative.
Theorem 3.4. There exists a constant $M_{3}>0$, independent of time, such that

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{L}\left|T_{x x}(x, s)-f^{\prime \prime}(x)\right|^{2} d x d s \leqq M_{3} \cdot t, \quad 0<t<t_{\infty} \tag{3.7}
\end{equation*}
$$

Proof. We begin with

$$
\begin{align*}
\frac{d}{d t} \int_{0}^{L} \frac{k^{2}}{2}\left[T_{x}(x, t)-f^{\prime}(x)\right]^{2} d x= & \frac{X^{\prime}(t)}{2}\left\{k_{l}^{2}\left[T_{x}^{-}[t]-f^{\prime}(X(t))\right]^{2}-k_{s}^{2}\left[T_{x}^{+}[t]-f^{\prime}(X(t))\right]^{2}\right\} \\
& +\int_{0}^{L} k^{2}\left[T_{x}(x, t)-f^{\prime}(x)\right] \alpha T_{x x x}(x, t) d x . \tag{3.8}
\end{align*}
$$

The last integral can be rewritten as

$$
\begin{aligned}
\int_{0}^{L} \alpha k^{2} & {\left[T_{x}-f^{\prime}\right]\left[T_{x x x}-f^{\prime \prime \prime}\right] d x+\int_{0}^{L} \alpha k^{2}\left[T_{x}-f^{\prime}\right] f^{\prime \prime} d x } \\
& =\int_{0}^{L} \alpha k^{2}\left\{\left[\left(T_{x}-f^{\prime}\right)\left(T_{x x}-f^{\prime \prime}\right)\right]_{x}-\left[T_{x x}-f^{\prime \prime}\right]^{2}+f^{\prime \prime \prime}\left[T_{x}-f^{\prime}\right]\right\} d x \\
& =\alpha_{l} k_{l}^{2}\left[T_{x}^{-}[t]-f^{\prime}(X)\right]\left[T_{x x}^{-}[t]-f^{\prime \prime}(X)\right]-\alpha_{l} k_{l}^{2}\left[T_{x}(0, t)-f^{\prime}(0)\right]\left[T_{x x}(0, t)-f^{\prime \prime}(0)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +0-\alpha_{s} k_{s}^{2}\left[T_{x}^{+}[t]-f^{\prime}(X)\right]\left[T_{x x}^{+}[t]-f^{\prime}(X)\right] \\
& -\int_{0}^{L} \alpha k^{2}\left\{\left[T_{x x}-f^{\prime \prime}\right]^{2}-f^{\prime \prime \prime}\left[T_{x}-f^{\prime}\right]\right\} d x
\end{aligned}
$$

By (1.12), (1.13) the front is $C^{\infty}$ for $t>0$ and the heat equation is valid along it from each side. Moreover, $T(X(t), t)=T_{c r}$ implies $T_{t}^{ \pm}+X^{\prime}(t) T_{x}^{ \pm}=0$, so we have

$$
\alpha T_{x x}^{ \pm}[t]=T_{t}^{ \pm}=-X^{\prime}(t) T_{x}^{ \pm}[t], \quad t>0
$$

Then (3.8) becomes
$\frac{d}{d t} \int_{0}^{L} \frac{k^{2}}{2}\left[T_{x}-f^{\prime}\right]^{2} d x$

$$
\begin{aligned}
= & \frac{X^{\prime}(t)}{2}\left\{k_{l}^{2}\left[T_{x}^{-}[t]-f^{\prime}(X)\right]^{2}-k_{s}^{2}\left[T_{x}^{+}[t]-f^{\prime}(X)\right]^{2}\right\} \\
& +k_{l}^{2}\left[T_{x}^{-}-f^{\prime}(X)\right]\left[-X^{\prime} T_{x}^{-}-\alpha_{l} f^{\prime \prime}(X)\right] \\
& -k_{l}^{2}\left[T_{x}(0, t)-f^{\prime}(0)\right]\left[T_{t}(0, t)-\alpha_{l} f^{\prime \prime}(0)\right] \\
& -k_{s}^{2}\left[T_{x}^{+}-f^{\prime}(X)\right]\left[-X^{\prime} T_{x}^{+}-\alpha_{s} f^{\prime \prime}(X)\right] \\
& -\int_{0}^{L} \alpha k^{2}\left[T_{x x}-f^{\prime \prime}\right]^{2} d x+\int_{0}^{L} \alpha k^{2} f^{\prime \prime \prime}\left[T_{x}-f^{\prime}\right] d x \\
= & \frac{X^{\prime}}{2}\left(k_{s}^{2} T_{x}^{+2}-k_{l}^{2} T_{x}^{-2}\right)+\frac{1}{2}\left(k_{l}^{2}-k_{s}^{2}\right) X^{\prime} f^{\prime}(X)^{2}+\left(k_{s}^{2} \alpha_{s} T_{x}^{+}-k_{l}^{2} \alpha_{l} T_{x}^{-}\right) f^{\prime \prime}(X) \\
& +\left(k_{l}^{2} \alpha_{l}-k_{s}^{2} \alpha_{s}\right) f^{\prime}(X) f^{\prime \prime}(X)+k_{l}\left[q(t)+k_{l} f^{\prime}(0)\right]\left[T_{t}(0, t)-\alpha_{l} f^{\prime \prime}(0)\right] \\
& \quad-\int_{0}^{L} \alpha k^{2}\left[T_{x x}-f^{\prime \prime}\right]^{2} d x+\int_{0}^{L} \alpha k^{2} f^{\prime \prime}\left[T_{x}-f^{\prime}\right] d x .
\end{aligned}
$$

Integrating over $(\tau, t), 0<\tau<t<t_{\infty}$, we obtain

$$
\begin{align*}
& \int_{0}^{L} \frac{k^{2}}{2}\left|T_{x}(x, t)-f^{\prime}(x)\right|^{2} d x-\int_{0}^{L} \frac{k^{2}}{2}\left|T_{x}(x, \tau)-f^{\prime}(x)\right|^{2} d x \\
& \\
& \quad+\int_{\tau}^{t} \int_{0}^{L} \alpha k^{2}\left|T_{x x}-f^{\prime \prime}\right|^{2} d x d s \\
& =\frac{1}{2} \int_{\tau}^{t} X^{\prime}(s)\left(k_{s}^{2} T_{x}^{+}[s]^{2}-k_{l}^{2} T_{x}^{-}[s]^{2}\right) d s+\frac{1}{2}\left(k_{l}^{2}-k_{s}^{2}\right) \int_{\tau}^{t} X^{\prime}(s) f^{\prime}(X(s))^{2} d s  \tag{3.9}\\
& \quad \\
& \quad+\int_{\tau}^{t}\left(k_{s}^{2} \alpha_{s} T_{x}^{+}[s]-k_{l}^{2} \alpha_{l} T_{x}^{-}[s]\right) f^{\prime \prime}(X(s)) d s \\
& \quad+\left(k_{l}^{2} \alpha_{l}-k_{s}^{2} \alpha_{s}\right) \int_{\tau}^{t} f^{\prime}(X(s)) f^{\prime \prime}(X(s)) d s \\
& \quad+k_{l} \int_{\tau}^{t}\left[q(s)+k_{l} f^{\prime}(0)\right]\left[T_{t}(0, s)-\alpha_{l} f^{\prime \prime}(0)\right] d s \\
& \quad+\int_{\tau}^{t} \int_{0}^{L} \alpha k^{2} f^{\prime \prime \prime}(x)\left[T_{x}(x, s)-f^{\prime}(x)\right] d x d s .
\end{align*}
$$

We now estimate each term separately as follows:

$$
\frac{1}{2} \int_{\tau}^{t} X^{\prime}(s)\left(k_{s} T_{x}^{+}-k_{l} T_{x}^{-}\right)\left(k_{s} T_{x}^{+}+k_{l} T_{x}^{-}\right) d s=\frac{1}{2} \int_{\tau}^{t} \rho H X^{\prime}(s)^{2}\left(k_{s} T_{x}^{+}+k_{l} T_{x}^{-}\right) d s \leqq 0
$$

because of Lemma 2.1;

$$
\begin{aligned}
& \int_{\tau}^{t} f^{\prime}(X(s))^{2} X^{\prime}(s) d s=\int_{X(\tau)}^{X(t)} f^{\prime}(\xi)^{2} d \xi \leqq\left|f_{\max }^{\prime}\right|^{2} X(t) \leqq M_{31} \cdot t, \\
& \begin{aligned}
\int_{\tau}^{t}\left(k_{s}^{2} \alpha_{s} T_{x}^{+}-k_{l}^{2} \alpha_{l} T_{x}^{-}\right) f^{\prime \prime}(X) d s & \leqq 0+k_{l}^{2} \alpha_{l} \int_{\tau}^{t}-k_{l} T_{x}^{-}[s] f^{\prime \prime}(X(s)) d s \\
& \leqq M_{32} \int_{\tau}^{t}-k_{l} T_{x}^{-}[s] d s \leqq M_{32} \int_{\tau}^{t} q(s) d s \leqq M_{33} \cdot t,
\end{aligned}
\end{aligned}
$$

where we have used Lemmas 2.1 and 3.1;

$$
\begin{aligned}
& \int_{\tau}^{t} f^{\prime}(X(s)) f^{\prime \prime}(X(s)) d s \leqq M_{34} \cdot t, \\
& \begin{array}{l}
\int_{\tau}^{t}\left[q(s)+k_{l} f^{\prime}(0)\right]\left[T_{t}(0, s)-\alpha_{l} f^{\prime \prime}(0)\right] d s \\
\quad=\left.\left[q(s)+k_{l} f^{\prime}(0)\right]\left[T(0, s)-T_{c r}\right]\right|_{\tau} ^{t} \\
\quad-\int_{\tau}^{t} q^{\prime}(s)\left[T(0, s)-T_{c r}\right] d s-\int_{\tau}^{t}\left[q(s)+k_{l} f^{\prime}(0)\right] \alpha_{l} f^{\prime \prime}(0) d s \\
\quad \leqq M_{3 s}\left|T(0, t)-T_{c r}\right|+\left|q_{\max }^{\prime}\right| \int_{\tau}^{t}\left|T(0, s)-T_{c r}\right| d s+M_{36} \cdot t,
\end{array}
\end{aligned}
$$

where now the second term can be made $<M_{35} \cdot t$ by choosing $\tau$ small enough. The other terms are estimated as follows:

$$
\begin{aligned}
\left|T(0, t)-T_{c r}\right| & \leqq \int_{0}^{X(t)}\left|T_{x}(x, t)-f^{\prime}(x)\right| d x+|f(0)-f(X(t))| \\
& \leqq \int_{0}^{X(t)}\left\{\frac{1}{2 \varepsilon}+\frac{\varepsilon}{2}\left|T_{x}-f^{\prime}\right|^{2}\right\} d x+\left|f_{\max }^{\prime}\right| \cdot X(t) \quad(\varepsilon>0) \\
& \leqq M_{37} \cdot t+\frac{\varepsilon}{2} \int_{0}^{L}\left|T_{x}-f^{\prime}\right|^{2} d x, \\
\int_{\tau}^{t}\left|T(0, s)-T_{c r}\right| d s & \leqq M_{38} t^{2}+\frac{1}{2} \int_{\tau}^{t} \int_{0}^{L}\left|T_{x}-f^{\prime}\right|^{2} d x d s \quad \text { (as in (3.5)) } \\
& \leqq M_{38} t^{2}+\frac{M_{1}}{2} t^{2}, \quad \text { by (3.2). }
\end{aligned}
$$

Hence the right-hand side of (3.10) is bounded by

$$
\begin{gathered}
M_{39} \cdot t+M_{40} \cdot \varepsilon \int_{0}^{L}\left|T_{x}-f^{\prime}\right|^{2} d x+M_{35} \cdot t+M_{41} t^{2}+M_{36} \cdot t \\
=M_{42} \cdot t+M_{40} \cdot \varepsilon \int_{0}^{L}\left|T_{x}-f^{\prime}\right|^{2} d s .
\end{gathered}
$$

Finally, for the last term in (3.9) we have

$$
\begin{aligned}
\int_{\tau}^{t} \int_{0}^{L} \alpha k^{2} f^{\prime \prime \prime}(x)\left[T_{x}(x, s)-f^{\prime}(x)\right] d x d s & \leqq \int_{\tau}^{t} \int_{0}^{L} \alpha k^{2}\left\{\frac{1}{2}\left|f^{\prime \prime \prime}\right|^{2}+\frac{1}{2}\left|T_{x}-f^{\prime}\right|^{2}\right\} d x d s \\
& \leqq M_{43} \cdot t+M_{44} \cdot t^{2}
\end{aligned}
$$

Incorporating all these bounds into (3.9) we obtain

$$
\begin{aligned}
\int_{\tau}^{t} \int_{0}^{L} \alpha k^{2}\left|T_{x x}-f^{\prime \prime}\right|^{2} d x d s \leqq M_{45} \cdot & t+\int_{0}^{L}\left(\varepsilon M_{40}-\frac{k^{2}}{2}\right)\left|T_{x}-f^{\prime}\right|^{2} d x \\
& +\int_{0}^{L} \frac{k^{2}}{2}\left|T_{x}(x, \tau)-f^{\prime}(x)\right|^{2} d x
\end{aligned}
$$

By Corollary 3.3 there exists $\tau<t$ such that the last term is $\leqq M_{2} t$. Thus, choosing $\varepsilon M_{40}>k_{\max }^{2} / 2$, we finally obtain (3.7).

Corollary 3.5. There exists a constant $M_{4}>0$, independent of $x$ and $t$, such that

$$
\begin{equation*}
\int_{0}^{t}\left|T_{x}(x, s)\right|^{2} d s \leqq M_{4} \cdot t \quad \text { for } 0 \leqq x \leqq L, \quad 0<t<t_{\infty} \tag{3.11}
\end{equation*}
$$

Proof. Fix $\left(x_{0}, t\right), 0<x_{0} \leqq L, 0<t<t_{\infty}$. We have

$$
\begin{aligned}
\left|T_{x}\left(x_{0}, t\right)-f^{\prime}\left(x_{0}\right)\right|^{2} & \leqq 2\left|\int_{0}^{x_{0}}\left[T_{x x}(x, t)-f^{\prime \prime}(x)\right] d x\right|^{2}+2\left|T_{x}(0, t)-f^{\prime}(0)\right|^{2} \\
& \leqq 2 x_{0} \int_{0}^{x_{0}}\left|T_{x x}-f^{\prime \prime}\right|^{2} d x+2\left|-\frac{q(t)}{k_{l}}-f^{\prime}(0)\right|^{2} \\
& \leqq 2 L \int_{0}^{L}\left|T_{x x}-f^{\prime \prime}\right|^{2} d x+M_{46} .
\end{aligned}
$$

Integrating and using (3.7) we obtain

$$
\left|T_{x}\left(x_{0}, \cdot\right)\right|_{L^{2}(0, t)} \leqq\left(\int_{0}^{t}\left|f^{\prime}\left(x_{0}\right)\right|^{2} d s\right)^{1 / 2}+\left(M_{47} t\right)^{1 / 2} \leqq\left(M_{48} t\right)^{1 / 2}
$$

hence

$$
\int_{0}^{t}\left|T_{x}\left(x_{0}, s\right)\right|^{2} d s \leqq M_{48} \cdot t, \quad 0<x_{0} \leqq L, \quad 0<t<t_{\infty}
$$

For $x_{0}=0,\left|T_{x}(0, t)\right|=\left|-q(t) / k_{l}\right| \leqq M_{49}$ and (3.11) still holds.
Corollary 3.6. There exists a constant $M_{5}>0$ and a sequence of times $\left\{t_{n}\right\} \rightarrow 0$ such that

$$
\begin{equation*}
\int_{0}^{L}\left|T_{x x}\left(x, t_{n}\right)\right|^{2} d x \leqq M_{5} \tag{3.12}
\end{equation*}
$$

Proof. By the Mean Value Theorem applied to (3.7), for any $\tau_{n}>0$ there exists $0<t_{n}<\tau_{n}$ such that

$$
\tau_{n} \int_{0}^{L}\left|T_{x x}\left(x, t_{n}\right)-f^{\prime \prime}(x)\right|^{2} d x \leqq M_{3} \tau_{n},
$$

i.e.,

$$
\left|T_{x x}\left(\cdot, t_{n}\right)-f^{\prime \prime}(\cdot)\right|_{L^{2}(0, L)}^{2} \leqq M_{3} ;
$$

hence

$$
\left|T_{x x}\left(\cdot, t_{n}\right)\right|_{L^{2}(0, L)} \leqq \sqrt{M_{3}}+\left|f^{\prime \prime}\right|_{L^{2}(0, L)}=: \sqrt{M_{5}} .
$$

4. Maximum principle and boundedness of the fluxes. Boundedness of the fluxes, $-k_{l} T_{x}$ and $-k_{s} T_{x}$, can be deduced from Corollary 3.5 once we make certain that unboundedness could only occur at the origin. This is shown in Theorem 4.2, the proof of which requires the following form of the Corner Point Maximum Principle, proved in Solomon, Alexiades and Wilson [13, p. 205].

Lemma 4.1. Let $D$ be a simply connected domain in the $x$, t plane and $P_{0}=\left(x_{0}, t_{0}\right)$ a point of its boundary. Let $N$ be a disk of radius $\delta>0$ centered at $P_{0}$, and set $G^{0}=D \cap N \cap\left\{t<t_{0}\right\}, \hat{G}^{0}=\bar{G}^{0}-\partial D$. If (a) $u \in C(\bar{D}), u_{x}, u_{t}, u_{x x} \in C(D)$, and $u_{t}-$ $\alpha u_{x x} \leqq 0$ in $D$, and (b) $u(P)<u\left(P_{0}\right)$ for $P \in \hat{G}^{0}, u(P) \leqq u\left(P_{0}\right)$ for $P \in \partial D \cap N$ and $\partial D \cap N$ is a $C^{2}$-curve representable as $x=X(t)$, then

$$
\limsup _{\substack{P \rightarrow P_{0} \\ P \in \hat{G}^{0}}} \frac{u(P)-u\left(P_{0}\right)}{\left|P-P_{0}\right|}<0,
$$

where $P$ tends to $P_{0}$ in any nontangential direction.
Theorem 4.2. The maximum and minimum values of the flux over any strip $\sum_{t_{2}}^{t_{1}}=$ $\left\{(x, t): 0 \leqq x \leqq L, t_{1} \leqq t \leqq t_{2}\right\}, 0<t_{1}<t_{2}<t_{\infty}$, are attained either on the line $x=0, t_{1} \leqq t \leqq t_{2}$ or on the bottom $0 \leqq x \leqq L, t=t_{1}$.

Proof. Let $u(x, t):=-k T_{x}(x, t)$ where, as before $k=k_{l}$ in liquid and $k=k_{s}$ in the solid. Since $u$ satisfies the heat equation in $D_{l} \cap \sum_{t_{2}}^{t_{1}}$ and in $D_{s} \cap \sum_{t_{2}}^{t_{1}}$, its extrema over $\sum_{t_{2}}^{t_{1}}$ must be attained on the parabolic boundaries of these domains. By Lemma 4.1, they cannot be assumed on $x=L, t_{1} \leqq t \leqq t_{2}$ due to the boundary condition $u(L, t)=$ $-k_{s} T_{x}(L, t) \equiv 0$ there. Thus the result will be proved once we show that the extrema cannot be attained on the interface $x=X(t), t_{1}<t \leqq t_{2}$.

Let $u^{ \pm}[t]:=-k T_{x}^{ \pm}[t]$ be the values of the flux on $x=X(t)$ from the solid ( + ) and the liquid ( - ) respectively. Suppose $u(x, t)$ attains its maximum over $\sum_{t_{2}}^{t_{1}}$ at a point $\left(X\left(t^{*}\right), t^{*}\right), t_{1}<t^{*} \leqq t_{2}$. Note that, by Lemma 2.1, $u^{ \pm}\left[t^{*}\right] \geqq 0$.

If $X^{\prime}\left(t^{*}\right) \geqq 0$ then $\rho H X^{\prime}\left(t^{*}\right)=u^{-}\left[t^{*}\right]-u^{+}\left[t^{*}\right] \geqq 0$ implies the maximum of $u$ must be $\quad u^{-}\left[t^{*}\right]$. But $T(X(t), t)=T_{c r} \Rightarrow T_{t}^{-}+T_{x}^{-} X^{\prime}(t)=0 \Rightarrow k_{l} T_{x x}^{-}[t]=\rho c_{l} T_{t}^{-}[t]=$ $-\rho c_{l} T_{x}^{-}[t] X^{\prime}(t) \Rightarrow u_{x}^{-}\left[t^{*}\right]=\rho c_{l} T_{x}^{-}\left[t^{*}\right] X^{\prime}\left(t^{*}\right)=-\left(\rho c_{l} / k_{l}\right) u^{-}\left[t^{*}\right] X^{\prime}\left(t^{*}\right) \leqq 0$. This contradicts Lemma 4.1 and we conclude that the maximum cannot occur at time $t^{*}$ but at an earlier time, down to $t=t_{1}$.

If $X^{\prime}\left(t^{*}\right)<0$ then, similarly to the previous case we obtain $u_{x}^{+}\left[t^{*}\right]=$ $-\left(\rho c_{s} / k_{s}\right) u^{+}\left[t^{*}\right] X^{\prime}\left(t^{*}\right) \geqq 0$, whereas Lemma 4.1 requires $<0$. Again, the maximum must be at an earlier time, down to $t=t_{1}$.

At a minimum, all the inequalities reverse and we draw the same conclusion.
Theorem 4.3. The flux is bounded uniformly in $\overline{D_{l} \cup D_{s}}$.
Proof. Suppose $u(x, t)=-k T_{x}(x, t)$ is unbounded in $\overline{D_{l} \cup D_{s}}$. By Theorem 4.2, it can only become unbounded at $(0,0)$ because on $x=0, u=q$ is bounded and at $t=0$, $0<x \leqq L, u=-k_{s} f^{\prime}(x)$ is also bounded. Therefore, near ( 0,0 ), $T_{x}(x, t)$ is either uniformly large or experiences unbounded oscillations. But the former possibility contradicts (3.11) while the latter one contradicts (3.12). We conclude that there exists a
constant $M_{6}>0$ such that

$$
\begin{equation*}
\left|T_{x}(x, t)\right| \leqq M_{6} \quad \text { in } \overline{D_{l} \cup D_{s}} \tag{4.1}
\end{equation*}
$$

in the sense that

$$
-M_{6} \leqq \lim \inf T_{x} \leqq \lim \sup T_{x} \leqq M_{6} \text { as }(x, t) \rightarrow(0,0)
$$

in case $T_{x}(0,0)$ does not exist.
Corollary 4.4. The interface speed is uniformly bounded for $0 \leqq t \leqq t_{\infty}$, i.e., there exists a constant $M_{7}>0$ such that

$$
\begin{equation*}
\left|X^{\prime}(t)\right| \leqq M_{7}, \quad 0 \leqq t \leqq t_{\infty} \tag{4.2}
\end{equation*}
$$

in the sense

$$
-M_{7} \leqq \lim _{t \rightarrow 0} \inf X^{\prime}(t) \leqq \lim _{t \rightarrow 0} \sup X^{\prime}(t) \leqq M_{7}
$$

(Note that we have not yet shown the existence of $X^{\prime}(0)$.)
5. Continuity of the fluxes. The uniform boundedness of the fluxes established in the previous section allows us to estimate the third space derivation of $T$ and improve (3.12) at the same time, leading to our goal.

Theorem 5.1. There exists a constant $M_{8}>0$, independent of time, such that

$$
\begin{equation*}
\int_{0}^{L}\left|T_{x x}(x, t)\right|^{2} d x \leqq M_{8} \quad \text { for any } 0<t<t_{\infty} \tag{5.1}
\end{equation*}
$$

Proof. We begin with

$$
\begin{align*}
\frac{d}{d t} \int_{0}^{L} \frac{1}{2} T_{x x}(x, t)^{2} d x= & \frac{1}{2} X^{\prime}(t)\left\{T_{x x}^{-}[t]^{2}-T_{x x}^{+}[t]^{2}\right\}+\int_{0}^{L} T_{x x} T_{x x t} d x \\
= & \frac{1}{2} X^{\prime}(t)\left\{T_{x x}^{-}[t]^{2}-T_{x x}^{+}[t]^{2}\right\}+\left.T_{x x} T_{x t}\right|_{x=L}-\left.T_{x x} T_{x t}\right|_{x=0}  \tag{5.2}\\
& \quad+\left\{T_{x x}^{-}[t] T_{x t}^{-}[t]-T_{x x}^{+}[t] T_{x t}^{+}[t]\right\}-\int_{0}^{L} \alpha T_{x x x}(x, t)^{2} d x .
\end{align*}
$$

On $x=L, T_{x}(L, t)=0$ implies $T_{x t} \equiv 0$. On $x=0$, by parabolic regularity theory, the heat equation is valid up to the boundary so $-\left.T_{x x} T_{x t}\right|_{x=0}=\left(1 / \alpha_{l}\right) T_{t}(0, t)\left(q^{\prime}(t) / k_{l}\right)$, $t>0$. Similarly along the front, but separately from each side

$$
\begin{aligned}
T_{x x}^{ \pm}[t] T_{x t}^{ \pm}[t] & =\frac{1}{\alpha} T_{t}^{ \pm}[t] T_{x t}^{ \pm}[t]=-\frac{1}{\alpha} X^{\prime}(t) T_{x}^{ \pm}[t] T_{x t}^{ \pm}[t] \\
& =-\frac{X^{\prime}(t)}{\alpha}\left\{\frac{d}{d t}\left[\frac{1}{2}\left(T_{x}^{ \pm}\right)^{2}\right]-X^{\prime}(t) T_{x x}^{ \pm}[t]\right\} \\
& =-\frac{X^{\prime}(t)}{2 a} \frac{d}{d t}\left(T_{x}^{ \pm}[t]^{2}\right)+\frac{X^{\prime}(t)^{2}}{\alpha} T_{x x}^{ \pm}[t] \\
& =-\frac{1}{2 \alpha} \frac{d}{d t}\left[X^{\prime}\left(T_{x}^{ \pm}\right)^{2}\right]+\frac{1}{2 \alpha} X^{\prime \prime}(t) T_{x}^{ \pm}[t]^{2}+\frac{X^{\prime}(t)^{2}}{\alpha} T_{x x}^{ \pm}[t], \quad t>0
\end{aligned}
$$

With these modifications, we integrate (5.2) over $\left(t_{n}, t\right)$, where $t_{n} \rightarrow 0$ is the sequence in (3.12) and $t>0$ is arbitrary, to obtain

$$
\begin{aligned}
\int_{t_{n}}^{t} & \int_{0}^{L} \alpha T_{x x x}(x, s)^{2} d x d s+\frac{1}{2} \int_{0}^{L} T_{x x}(x, t)^{2} d x \\
\quad= & \frac{1}{2} \int_{0}^{L} T_{x x}\left(x, t_{n}\right)^{2} d x+\frac{1}{2} \int_{t_{n}}^{t} X^{\prime}(s)\left\{T_{x x}^{-}[s]^{2}-T_{x x}^{+}[s]^{2}\right\} d s+\frac{1}{\alpha_{l} k_{l}} \int_{t_{n}}^{t} T_{t}(0, s) q^{\prime}(s) d s \\
& +\int_{t_{n}}^{t}\left\{-\frac{1}{2 \alpha_{l}} \frac{d}{d s}\left(X^{\prime}(s) T_{x}^{-}[s]^{2}\right)+\frac{1}{2 \alpha_{l}} X^{\prime \prime}(s) T_{x}^{-}[s]^{2}+\frac{1}{\alpha_{l}} X^{\prime}(s)^{2} T_{x x}^{-}[s]\right\} d s \\
& -\int_{t_{n}}^{t}\left\{-\frac{1}{2 \alpha_{s}} \frac{d}{d s}\left(X^{\prime}(s) T_{x}^{+}[s]^{2}\right)+\frac{1}{2 \alpha_{s}} X^{\prime \prime}(s) T_{x}^{+}[s]^{2}+\frac{1}{\alpha_{s}} X^{\prime}(s)^{2} T_{x x}^{+}[s]\right\} d s .
\end{aligned}
$$

Each term on the right can be bounded as follows.
By the choice of $t_{n}$ as in (3.12), the first integral is bounded by $M_{5}$. Along the front, thanks to (4.1) and (4.2),

$$
\begin{equation*}
T_{x x}^{ \pm}[t]=\frac{1}{\alpha} T_{t}^{ \pm}[t]=\frac{1}{\alpha}\left(-X^{\prime}(t) T_{x}^{ \pm}[t]\right) \leqq \frac{1}{\alpha} M_{7} M_{6} ; \tag{5.4}
\end{equation*}
$$

hence the second integral is bounded by (constant) $\boldsymbol{t}$. If we apply the second Mean Value Theorem, there exists $\tilde{t}_{n} \in\left(t_{n}, t\right)$ such that

$$
\left|\int_{t_{n}}^{t} T_{t}(0, s) q^{\prime}(s) d s\right|=\mid q^{\prime}\left(\tilde{t}_{n}\right)\left[T(0, t)-T\left(0, t_{n}\right)\right] \leqq M_{51},
$$

and there exists $\tilde{t}_{n} \in\left(t_{n}, t\right)$ such that

$$
\int_{t_{n}}^{t} X^{\prime \prime}(s) T_{x}^{-}[s]^{2} d s=T_{x}^{-}\left[\tilde{t}_{n}\right]^{2}\left(X^{\prime}(t)-X^{\prime}\left(t_{n}\right)\right) \leqq 2 M_{6}^{2} M_{7}
$$

Also,

$$
\begin{aligned}
& \left|\int_{t_{n}}^{t} \frac{d}{d s}\left(X^{\prime}(s) T_{x}^{-}[s]^{2}\right) d s\right| \leqq 2 M_{6} M_{7}, \\
& \left|\int_{t_{n}}^{t} X^{\prime}(s)^{2} T_{x x}^{-}[s] d s\right| \leqq \frac{1}{\alpha_{l}} M_{7}^{3} M_{6} \quad \text { as in (5.4). }
\end{aligned}
$$

It is similar for the last three terms (from the solid side).
With its right-hand side thus bounded, (5.3) yields

$$
\int_{t_{n}}^{t} \int_{0}^{L} \alpha T_{x x x}(x, s)^{2} d x d s+\frac{1}{2} \int_{0}^{L} T_{x x}(x, t)^{2} d x \leqq M_{52}, \quad 0<t_{n}<t \leqq t_{\infty}
$$

Taking $t_{n} \rightarrow 0$, we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{L}\left|T_{x x x}(x, s)\right|^{2} d x d s \leqq M_{53} \quad \text { for } 0<t<t_{\infty} \tag{5.5}
\end{equation*}
$$

as well as estimate (5.1).

Corollary 5.2. For any points $\left(x_{1}, t\right),\left(x_{2}, t\right)$ in $\overline{D_{s}}, t>0$,

$$
\begin{equation*}
\left|T_{x}\left(x_{2}, t\right)-T_{x}\left(x_{1}, t\right)\right| \leqq M_{8}^{1 / 2}\left|x_{2}-x_{1}\right|^{1 / 2}, \tag{5.6}
\end{equation*}
$$

uniformly in $0<t<t_{\infty}$. Hence the family $\left\{T_{x}(\cdot, t): 0<t<t_{\infty}\right\}$ is equicontinuous.
Proof. $\left|T_{x}\left(x_{2}, t\right)-T_{x}\left(x_{1}, t\right)\right|^{2}=\left|\int_{x_{1}}^{x_{2}} T_{x x}(x, t) d x\right|^{2} \leqq\left|x_{2}-x_{1}\right| \int_{0}^{L}\left|T_{x x}\right|^{2} d x$
$\leqq M_{8}\left|x_{2}-x_{1}\right|$, independently of $t \in\left(0, t_{\infty}\right)$.
Theorem 5.3. The solid flux $-k_{s} T_{x}(x, t)$ is continuous on $\bar{D}_{s}$. Hence,

$$
T_{x}(x, t) \rightarrow f^{\prime}(0) \text { as }(x, t) \rightarrow(0,0) \quad \text { inside } \bar{D}_{s},
$$

and in particular,

$$
T_{x}^{+}[t] \rightarrow f^{\prime}(0) \quad \text { as } t \downarrow 0
$$

Proof. The family of functions $\left\{T_{x}(\cdot, t): 0<t<t_{\infty}\right\}$ is equicontinuous on [0, L] by (5.6) and equibounded by (4.1). The Ascoli-Arzela lemma implies that there exists a sequence of times $\left\{t_{n}^{*}\right\} \rightarrow 0$ such that $T_{x}\left(x, t_{n}^{*}\right)$ converges to its limit $f^{\prime}(x)$ uniformly in $x \in[0, L]$.

Suppose now that $T_{x}(x, t)$ is not continuous at $(0,0)$, i.e., that there exists $M>0$ and a sequence of points $\left(x_{n}, t_{n}\right) \rightarrow(0,0)$ such that

$$
\left|T_{x}\left(x_{n}, t_{n}\right)-f^{\prime}(0)\right| \geqq M
$$

Then, by Ascoli-Arzela, there exists a subsequence $\left\{t_{n}^{*}\right\} \rightarrow 0$ such that

$$
M<\left|T_{x}\left(x_{n}, t_{n}^{*}\right)-f^{\prime}(0)\right| \leqq\left|T_{x}\left(x_{n}, t_{n}^{*}\right)-T_{x}\left(x_{n}, 0\right)\right|+\left|f^{\prime}\left(x_{n}\right)-f^{\prime}(0)\right|,
$$

the right-hand side of which can be made arbitrarily small by choosing $x_{n}$ sufficiently close to $x=0$, a contradiction.

Theorem 5.4. The liquid flux $-k_{l} T_{x}(x, t)$ is continuous on $\bar{D}_{l}$. Hence,

$$
-k_{l} T_{x}(x, t) \rightarrow q(0) \quad \text { as }(x, t) \rightarrow(0,0) \text { inside } \bar{D}_{l},
$$

and in particular,

$$
-k_{l} T_{x}^{-}[t] \rightarrow q(0) \quad \text { as } t \downarrow 0
$$

Proof. For $(x, t) \in \bar{D}_{l}, t>0$, we have

$$
\begin{aligned}
\left|-k_{l} T_{x}(x, t)-q(0)\right| & \leqq k_{l}\left|T_{x}(x, t)-T_{x}(0, t)\right|+|q(t)-q(0)| \\
& =k_{l}\left|\int_{0}^{x} T_{x x}(\xi, t) d \xi\right|+|q(t)-q(0)| \\
& \leqq k_{l} x^{1 / 2}\left(\int_{0}^{L}\left|T_{x x}(\xi, t)\right|^{2} d \xi\right)^{1 / 2}+|q(t)-q(0)| \\
& \leqq k_{l} M_{8}^{1 / 2} \sqrt{x}+|q(t)-q(0)|,
\end{aligned}
$$

which $\rightarrow 0$ as $(x, t) \rightarrow(0,0)$.
Corollary 5.5. The speed $X^{\prime}(t)$ of the phase change front is continuous for $0 \leqq t \leqq t_{\infty}$, and

$$
\begin{aligned}
\rho H X^{\prime}(t) & =-k_{l} T_{x}^{-}[t]+k_{s} T_{x}^{+}[t] \\
& \rightarrow q(0)+k_{s} f^{\prime}(0) \quad \text { as } t \downarrow 0 .
\end{aligned}
$$
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# ON THE SINGULAR LIMIT FOR A CLASS OF PROBLEMS MODELLING PHASE TRANSITIONS* 
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Abstract. The total variation is a measure of the complexity of a given solution to $(\varepsilon) / \varepsilon^{2} u_{\varepsilon}^{\prime \prime}-f\left(x, u_{\varepsilon}\right)=0$. For stable solutions, under appropriate conditions on $f$, the total variation can be bounded uniformly in $\varepsilon$. This estimate provides sufficient compactness for relating the stable solutions of ( $\varepsilon$ ) to those of the limiting equation ( $\varepsilon=0$ ).
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## 1. Introduction. Consider

$$
\begin{equation*}
\varepsilon^{2} u_{\varepsilon}^{\prime \prime}-f\left(x, u_{\varepsilon}\right)=0, \quad u_{\varepsilon}^{\prime}(0)=u_{\varepsilon}^{\prime}(1)=0, \quad 0 \leqq x \leqq 1 . \tag{1}
\end{equation*}
$$

Let

$$
F(x, u)=\int^{u} f(x, z) d z, \quad \text { an antiderivative of } f,
$$

and assume that for $x_{1}<x_{0}<x_{2}$ we have (see Fig. A): The energy functional associated to (1) is

$$
\begin{equation*}
J_{\varepsilon}(u)=\frac{\varepsilon^{2}}{2} \int\left(u^{\prime}\right)^{2}+\int F(x, u) . \tag{2}
\end{equation*}
$$

For $\varepsilon=0$ the global minimizer is given by

$$
\bar{u}(x)= \begin{cases}\beta, & 0 \leqq x<x_{0}  \tag{3}\\ \alpha, & x_{0}<x \leqq 1\end{cases}
$$



Fig. A

[^121]The question we investigate concerns the convergence of any sequence $\left\{u_{\varepsilon}\right\}$ of global minimizers of (2) to $\bar{u}$ as $\varepsilon \rightarrow 0$. Since $\bar{u}$ is discontinuous, one expects a sharp transition for $u_{\varepsilon}$ near $x=x_{0}$ and so a penalty in the energy in terms of a substantial contribution from $\int\left(u_{\varepsilon}^{\prime}\right)^{2}$, a fact that makes the problem from the mathematical point of view not entirely clear (note that $\alpha, \beta$ are local minimizers of $J_{\varepsilon}$ for all $\varepsilon$ ). Setting $\varepsilon=0$ and so obtaining a profile by locally minimizing the energy is the natural approach in applications. As a rule the equation is coupled to a system and the limiting case has the advantage of simplicity and therefore it is of interest to have rigorous justification of the approximation. A typical physical setting where the question of the relation between local and nonlocal models is raised can be found in Shaing [S].

Fife [F] constructs solutions to (1) that converge as $\varepsilon \rightarrow 0$ to a given solution of the limiting equation by developing singular perturbation techniques based ultimately on a suitable implicit function theorem. No evaluation of the energy of the approximating family is considered in that work.

Recently Carr, Gurtin and Slemrod [CGS1] ${ }^{1}$ studied phase transitions on a finite interval. They minimize the functional

$$
\begin{equation*}
J_{\varepsilon}(u)=\frac{\varepsilon^{2}}{2} \int\left(u^{\prime}(x)\right)^{2}+\int W(u(x)) \tag{4}
\end{equation*}
$$

with the constraint

$$
\begin{equation*}
\int u=M \tag{5}
\end{equation*}
$$

where $W(u)$ has a sigmoid shape. Utilizing that the Euler-Lagrange equation to (4), (5) is autonomous, they employ elaborate phase plane analysis arguments and establish under appropriate conditions that the minimizers converge as $\varepsilon \rightarrow 0$ to a two-phase solution of the $\varepsilon=0$ problem.

Our approach is different from any of the above. It is based on the observation that if $\left\{u_{\varepsilon}\right\}$ is a family of stable equilibria of (1), bounded uniformly in $\varepsilon$,

$$
\left|u_{\varepsilon}\right|_{L^{\infty}} \leqq C,
$$

then the total variations, $V\left(u_{\varepsilon}\right)$, are uniformly bounded,

$$
\begin{equation*}
V\left(u_{\varepsilon}\right) \leqq C, \quad C \text { independent of } \varepsilon . \tag{6}
\end{equation*}
$$

The obvious counterexample, $u_{\varepsilon}(x)=\cos (x / \varepsilon)$, for $\varepsilon^{2} u_{\varepsilon}^{\prime \prime}+u_{\varepsilon}=0, u_{\varepsilon}^{\prime}(0)=u_{\varepsilon}^{\prime}(1)=0$, shows that the hypothesis of stability is essential. By employing Helly's compactness theorem we can pass to the limit in the weak formulation of the $\varepsilon$-problem along a subsequence of minimizers and conclude its convergence to a solution of the $\varepsilon=0$ problem. The rest of the argument turns out not to be difficult. This method, being a compactness argument, has the advantage of not distinguishing between autonomous and nonautonomous equations and it is potentially applicable to systems relevant, for example, to the study of phase transitions of fluids which differ in more than one scalar parameter (Cahn and Hilliard [CH, p. 260]), and to equations in more than one space dimension. Estimates of the variation under general circumstances will be pursued elsewhere. Here we describe the main idea in the simplest of circumstances. In § 2 under appropriate hypotheses on $f$ the pointwise convergence of the global minimizers to $\bar{u}$ is established. Finally in an appendix we give a quick self-contained proof of the main result in [CGS1].

[^122]2. We will assume for simplicity that $\alpha, \beta, \gamma$ are independent of $x$ and that $F(\cdot, u)$ changes in a monotone way from $A$-I to $A$-III, i.e. the left branch goes down while the right goes up and that otherwise $F$ is as in Fig. A. More precisely we introduce the hypotheses:
(H1) $F$ is $C^{1}$ in both arguments.
(H2) $f(x, \alpha)=f(x, \beta)=f(x, \gamma)=0,0 \leqq x \leqq 1, u \rightarrow f(x, u)$ changes sign as $u$ crosses the roots, $f(x, u)<0$ for $u<\alpha,[F(0, \alpha)-F(0, \beta)][F(1, \alpha)-F(1, \beta)]<0$.
(H3) $f_{x}(x, u)>0$ for $u \notin\{\alpha, \beta, \gamma\}, 0 \leqq x \leqq 1$.
We take
$$
F(x, u)=\int_{\gamma}^{u} f(x, z) d z+\text { const } \geqq 0 .
$$

Note that $F_{x}(x, u) \leqq 0(\geqq 0)$ for $u \leqq \gamma(u \geqq \gamma)$. A concrete example would be

$$
f(x, u)=u\left(u^{2}-1\right) \int_{-\infty}^{(x-1 / 2) u\left(u^{2}-1\right)} g(t) d t
$$

where $g(t)>0$ with $\int_{-\infty}^{\sigma} g(t) d t<+\infty, \forall \sigma \in \mathbb{R}, \alpha=-1, \beta=1, \gamma=0, x_{0}=\frac{1}{2}$.
Lemma 1. There is a global minimizer $u_{\varepsilon}$ of $J_{\varepsilon}(u)$ over $W^{1,2}$ that is a classical solution to (1) and satisfying

$$
\begin{equation*}
\alpha \leqq u_{\varepsilon} \leqq \beta \tag{7}
\end{equation*}
$$

with the inequalities being strict if $u_{\varepsilon}$ is not identically constant.
Proof. This is standard. We sketch the argument for the convenience of the reader.
Take $\varepsilon=1$ for definiteness. First note that for a given $u$ in $W^{1,2}$ the truncated $v=\min \{u, \beta\}$ has energy less or equal to $u$. Clearly

$$
\int v_{x}^{2} \leqq \int u_{x}^{2}
$$

Also,

$$
\begin{aligned}
\int F(x, u) & =\int_{u \leqq \beta} F(x, u)+\int_{u \geqq \beta} F(x, u) \\
& \geqq \int_{u \leqq \beta} F(x, u)+\int_{u \geqq \beta} F(x, \beta)
\end{aligned}
$$

since $\partial F(x, u) / \partial u=f(x, u) \geqq 0$ for $u \geqq \beta$ by (H2). Therefore

$$
J_{1}(v) \leqq J_{1}(u) .
$$

Applying an analogous argument to $v$, we conclude that $\max \{\alpha, \min \{u, \beta\}\}$ has energy less than or equal to $u$. Consider $J_{1}$ on

$$
\begin{equation*}
X=\left\{u \in W^{1,2} \mid \alpha \leqq u \leqq \beta\right\} . \tag{8}
\end{equation*}
$$

Clearly $J_{1}$ is coercive on $X$ (with the obvious norm) since $F(x, u) \geqq 0$ and weakly lower semicontinuous. Therefore $J_{1}$ attains its infimum over $X$. By the observation above this minimizer $u_{1}$ minimizes $J_{1}$ over $W^{1,2}$ as well. From

$$
\begin{equation*}
\left.\frac{d}{d \lambda}\right|_{\lambda=0} J_{1}\left(u_{1}+\lambda h\right)=0 \tag{9}
\end{equation*}
$$

we obtain that $u_{1}$ is a weak solution to (1). A standard regularity argument shows that $u_{1}$ is a classical solution. By applying a familiar variant of the strong maximum principle
we obtain strict inequalities when the minimizer is not identically equal to a constant. Q.E.D.

Lemma 2. Let $u_{\varepsilon}$ be a global minimizer. Then we have the estimate ${ }^{2}$

$$
\begin{equation*}
\int\left|u_{\varepsilon}^{\prime}\right|^{2} \leqq \frac{C}{\varepsilon^{2}} . \tag{10}
\end{equation*}
$$

Proof. It follows from (1) by multiplying with $u_{\varepsilon}$, integrating, and using the Schwarz inequality and the uniform bound in (7). Q.E.D.

Lemma 3. Stable equilibria of (1) are necessarily monotone decreasing in $x$.
Proof. We will show that if $u_{\varepsilon}$ is not monotone then the second variation of $J_{\varepsilon}$

$$
J_{\varepsilon}^{\prime \prime}\left(u_{\varepsilon}\right)(h, h)=\varepsilon^{2} \int\left(h^{\prime}\right)^{2}+\int f_{u}\left(x, u_{\varepsilon}\right) h^{2}
$$

is strictly negative for some $h \in W^{1,2}$. We drop the $\varepsilon$ for convenience. Differentiating (1) we obtain for $u^{\prime}=\boldsymbol{w}$

$$
\begin{equation*}
\varepsilon^{2} w^{\prime \prime}-f_{u}(x, u) w=f_{x}(x, u), \quad w(0)=w(1)=0 . \tag{11}
\end{equation*}
$$

Since $w$ is in $W^{1,2}$ (cf. Lemma 1), so is $w^{+}=\max \{w, 0\}$. Multiplying (11) by $w^{+}$and integrating, we obtain

$$
\begin{equation*}
-\varepsilon^{2} \int\left|\left(w^{+}\right)\right|^{2}-\int f_{u}(x, u)\left(w^{+}\right)^{2}=\int f_{x}(x, u) w^{+} . \tag{12}
\end{equation*}
$$

By (H3) the right-hand side is positive. Hence stability implies $\left(u_{x}\right)^{+}=0$. Q.E.D.
Lemma 4. Let $\left\{u_{\varepsilon_{n}}\right\}$ be a sequence of global minimizers of $J_{\varepsilon_{n}}$ over $W^{1,2}$. Then there is a subsequence, denoted again by $\left\{u_{\varepsilon_{n}}\right\}$ such that

$$
\begin{equation*}
u_{\varepsilon_{n}} \xrightarrow[\varepsilon_{n} \rightarrow 0]{ } u \quad \text { pointwise on }[0,1] \tag{13}
\end{equation*}
$$

where $u$ is monotone decreasing

$$
\begin{equation*}
\alpha \leqq u \leqq \beta \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x, u(x))=0 \quad \text { on }[0,1] \tag{15}
\end{equation*}
$$

and thus $u(x) \in\{\alpha, \gamma, \beta\}$.
Proof. By Lemma 3 the elements of the sequence $\left\{u_{\varepsilon_{n}}\right\}$ are monotone decreasing functions of $x$. We write $u_{\varepsilon}$ in the place of $u_{\varepsilon_{n}}$ for convenience. Since

$$
\alpha \leqq u_{\varepsilon} \leqq \beta
$$

$V\left(u_{\varepsilon}\right) \leqq \beta-\alpha$ and so by Helly's theorem [ $\mathrm{N}, \mathrm{p} .220$ ] there is a subsequence, denoted again by $\left\{u_{\varepsilon}\right\}$ such that

$$
\begin{equation*}
u_{\varepsilon}(x) \rightarrow u(x), \quad x \in[0,1] \tag{16}
\end{equation*}
$$

where $u(x)$ necessarily is monotone decreasing and satisfies (14). Multiplying (1) by

[^123]$\phi$, a smooth function and integrating by parts,
\[

$$
\begin{equation*}
\varepsilon^{2} \int u_{\varepsilon}^{\prime} \phi^{\prime}+\int f\left(x, u_{\varepsilon}\right) \phi=0 \tag{17}
\end{equation*}
$$

\]

The first term in (17) goes to zero as $\varepsilon \rightarrow 0$ by the estimate (10). By (14) and the dominated convergence theorem we obtain from (16), (17)

$$
\begin{equation*}
\int f(x, u) \phi=0 \tag{18}
\end{equation*}
$$

and therefore (15) follows. Q.E.D.
Remark 1. Since $u(x)$ is monotone decreasing, the only left continuous possibilities are:

$$
\begin{equation*}
u(x) \equiv \text { constant } \tag{i}
\end{equation*}
$$

(ii)

$$
u(x)= \begin{cases}\beta, & 0 \leqq x \leqq \bar{x}, \\ \alpha, & \bar{x}<x \leqq 1,\end{cases}
$$

(iii)

$$
u(x)=\left\{\begin{array}{cc}
\beta, & 0 \leqq x \leqq \bar{x}, \\
\gamma, & \bar{x}<x<1,
\end{array}\right.
$$

(iv)
(v)

$$
\begin{aligned}
& u(x)= \begin{cases}\gamma, & 0 \leqq x \leqq \bar{x}, \\
\alpha, & \bar{x}<x \leqq 1,\end{cases} \\
& u(x)= \begin{cases}\beta, & 0 \leqq x \leqq \bar{x}, \\
\gamma, & \bar{x} \leqq x \leqq \bar{x}, \\
\alpha, & \bar{x}<x \leqq 1 .\end{cases}
\end{aligned}
$$

Lemma 5. Let $\left\{u_{\varepsilon_{n}}\right\}$ be a sequence of global minimizers. Then

$$
J_{\varepsilon_{n}}\left(u_{\varepsilon_{n}}\right) \rightarrow J_{0}(\bar{u})=\int F(x, \bar{u}(x))
$$

as $\varepsilon_{n} \rightarrow 0$.
Proof. Replace $\varepsilon_{n}$ by $\varepsilon$ for simplicity. Consider the functions

$$
\tilde{u}_{\varepsilon}(x)= \begin{cases}\beta, & 0 \leqq x \leqq x_{0}-\varepsilon, \\ \alpha, & x_{0}+\varepsilon \leqq x \leqq 1, \\ \text { linear, } & x_{0}-\varepsilon \leqq x \leqq x_{0}+\varepsilon,\end{cases}
$$

$\tilde{u}_{\varepsilon} \in W^{1,2}$ and

$$
J_{\varepsilon}\left(\tilde{u}_{\varepsilon}\right)=\frac{\varepsilon^{2}}{2} \int_{x_{0}-\varepsilon}^{x_{0}+\varepsilon}\left(\frac{\beta-\alpha}{2 \varepsilon}\right)^{2}+\int_{0}^{x_{0}-\varepsilon} F(x, \beta)+\int_{x_{0}+\varepsilon}^{1} F(x, \alpha)+\int_{x_{0}-\varepsilon}^{x_{0}+\varepsilon} F\left(x, \tilde{u}_{\varepsilon}(x)\right) .
$$

Clearly $J_{\varepsilon}\left(\tilde{u}_{\varepsilon}\right) \rightarrow J_{0}(\bar{u})$, and since $J_{0}(\bar{u}) \leqq J_{\varepsilon}\left(u_{\varepsilon}\right) \leqq J_{\varepsilon}\left(\tilde{u}_{\varepsilon}\right)$, we are done. Q.E.D.
Remark 2. The weaker statement $\overline{\lim }_{\varepsilon \rightarrow 0} J_{\varepsilon}\left(u_{\varepsilon}\right) \leqq J_{0}(\bar{u})$ would suffice.
Theorem 6. Let $\left\{u_{\varepsilon_{n}}\right\}$ be a sequence of global minimizers corresponding to $J_{\varepsilon_{n}}$ over $W^{1,2}$. Then

$$
u_{\varepsilon_{n}} \rightarrow \bar{u} \quad \text { pointwise on }[0,1]
$$

as $\varepsilon_{n} \rightarrow 0$.

Proof. Assume that the limit $u$ of some subsequence, denoted again by $\left\{u_{\varepsilon_{n}}\right\}$, is different from $\bar{u}$. By Remark 1 it has to be one of the remaining four possibilities. Since the global minimizer for $J_{0}$ is unique, we can choose $\delta$ such that

$$
\begin{equation*}
\int F(x, \bar{u})=J_{0}(\bar{u})<J_{0}(u)-\delta=\int F(x, u)-\delta . \tag{19}
\end{equation*}
$$

On the other hand by Lemma 5 above for $\varepsilon$ sufficiently small

$$
J_{\varepsilon}\left(u_{\varepsilon}\right)=\frac{\varepsilon^{2}}{2} \int\left(u_{\varepsilon}^{\prime}\right)^{2}+\int F\left(x, u_{\varepsilon}\right) \leqq J_{0}(\bar{u})+\frac{\delta}{2}=\int F(x, \bar{u})+\frac{\delta}{2} .
$$

Therefore,

$$
\begin{equation*}
\frac{\varepsilon^{2}}{2} \int\left(u_{\varepsilon}^{\prime}\right)^{2} \leqq \int F(x, \bar{u})-\int F\left(x, u_{\varepsilon}\right)+\frac{\delta}{2} . \tag{20}
\end{equation*}
$$

Taking now the limit and using that $u_{\varepsilon} \rightarrow u$ pointwise, we obtain via (19) that the right-hand side of (20) becomes negative for $\varepsilon$ sufficiently small, a contradiction. Q.E.D.

Remark 3. The degree of complexity of stable equilibria for the case in which $F$ does not depend explicitly on $x$ has been investigated in one space dimension by Chafee [C] and in higher space dimensions by Casten and Holland [CH2] and independently by Matano [M]. That the extent of complexity of stable equilibria in the general case ( $\mathscr{F}=F(x, u)$ ) can be estimated uniformly with respect to the diffusion coefficient is a point that apparently has not been exploited in settings similar to ours.

Remark 4. How small $\varepsilon$ has to be taken so that $u_{\varepsilon}$ is a qualitatively good approximation to $\bar{u}$ is determined by the difference between the energy levels. It can be shown via the implicit function theorem that if $\varepsilon$ is outside this range then $u_{\varepsilon}$ in general will not exhibit a sharp transition and so it will be a poor (qualitatively) approximation. For example, $u_{\varepsilon} \equiv$ constant for $\varepsilon$ large enough is a possibility for appropriate $\mathscr{F}$. This question seems to be intimately related to uniqueness for the minimizer of $J_{\varepsilon}$ [AS].

Appendix. We refer the reader to [CGS1] and to the references therein for the physical background of the problem.

Consider the functional

$$
\begin{equation*}
J_{\varepsilon}(u)=\int_{-1}^{1}\left[W(u(x))+\varepsilon^{2}\left(u^{\prime}(x)\right)^{2}\right] \tag{21}
\end{equation*}
$$

with the constraint

$$
\begin{equation*}
\int_{-1}^{1} u=M . \tag{22}
\end{equation*}
$$

( $\mathrm{P}_{\varepsilon}$ ): Minimize $J_{\varepsilon}$ under the constraint (22) for $u>0, u \in W^{1,2}$.
$\left(\mathrm{P}_{0}\right)$ : Minimize $J_{0}$ under the constraint (22) for $u>0$ such that $W(u) \in L^{1}$. We take
(i) $\quad W \in C^{2}(0, \infty)$,
(ii) $\quad W^{\prime \prime}>0$ on $(0, \bar{\alpha}) \cup(\bar{\beta}, \infty), \quad W^{\prime \prime}<0$ on $(\bar{\alpha}, \bar{\beta})$,
(iii) $\quad W^{\prime}(0)<W^{\prime}(\underline{\beta}), \quad W^{\prime}(\infty)>W^{\prime}(\bar{\alpha})$,
(iv) $\quad \alpha_{0}<r<\beta_{0}, \quad r=M / 2$.
(See Fig. B.)


Fig. B

The problem $\left(\mathrm{P}_{0}\right)$ is solved with the auxiliary functional

$$
\int_{-1}^{1}[W(u(x))-\sigma u(x)]
$$

$\sigma=$ constant, a Lagrange multiplier. At a minimum the Weierstrass-Erdmann corner conditions have to be satisfied:

$$
\begin{aligned}
& W^{\prime}(u)=\sigma \text { at points of continuity of } u, \\
& W(u)=\sigma u \text { continuous across jumps of } u .
\end{aligned}
$$

These last conditions force the solution to be either constant or piecewise constant:

$$
\bar{u}(x)= \begin{cases}\alpha_{0}, & x \in S_{1},  \tag{23}\\ \beta_{0}, & x \in S_{2} .\end{cases}
$$

$S_{1}, S_{2}$ are disjoint measurable sets whose union is $[-1,1]$ and

$$
\begin{aligned}
& W\left(\beta_{0}\right)-W\left(\alpha_{0}\right)=\sigma_{0}\left(\beta_{0}-\alpha_{0}\right), \\
& \sigma_{0}=W^{\prime}\left(\alpha_{0}\right)=W^{\prime}\left(\beta_{0}\right), \\
& l_{i}=\left|S_{i}\right|, \quad l_{1}=\frac{2\left(\beta_{0}-r\right)}{\beta_{0}-\alpha_{0}}, \quad l_{2}=\frac{2\left(r-\beta_{0}\right)}{\beta_{0}-\alpha_{0}} .
\end{aligned}
$$

The condition $\alpha_{0}<r<\beta_{0}$ forces the two-phase solution as the only possibility. Since only the measures $l_{i}$ are determined but not the sets themselves there are infinitely many global minimizers for $\left(\mathrm{P}_{0}\right)$. The following theorem shows that from these infinitely many two-phase solutions the single-interface solution

$$
\bar{u}(x)= \begin{cases}a_{0}, & -1 \leqq x \leqq-1+l_{1} \\ \beta_{0}, & -1+l_{1}<x \leqq 1\end{cases}
$$

or its reversal, $\bar{u}(-x)$, are preferred. In fact we have the following.
Theorem A1 [CGS1]. Let $\left\{u_{\varepsilon_{n}}\right\}$ be a sequence of global minimizers of (21), (22). Then $u_{\varepsilon_{n}}$ or its reversal converges as $\varepsilon_{n} \rightarrow 0$, pointwise, to $\bar{u}(x)$.

Remark A1. In [CGS1] additional information about the asymptotic shape (in $\varepsilon$ ) of the global minimizers is obtained as well as uniqueness of the global minimizer for $\varepsilon$ small enough.

Fix $\varepsilon$ and consider the Euler-Lagrange equation corresponding to (21), (22):

$$
\begin{equation*}
2 \varepsilon^{2} u_{\varepsilon}^{\prime \prime}=W^{\prime}\left(u_{\varepsilon}\right)-\sigma_{\varepsilon}, \quad u_{\varepsilon}^{\prime}(-1)=u_{\varepsilon}^{\prime}(1)=0 . \tag{24}
\end{equation*}
$$

Lemma A2. There is a smooth minimizer to (21), (22) that satisfies classically (24) and moreover

$$
\begin{equation*}
\underline{\sigma} \leqq \sigma_{\varepsilon} \leqq \bar{\sigma}, \quad \underline{\alpha} \leqq u_{\varepsilon} \leqq \bar{\beta} \tag{25}
\end{equation*}
$$

with strict inequalities for nonconstant solutions.
Proof. The existence of a smooth minimizer is classical and is omitted. To establish (25), note that it follows from (24) if $u_{\varepsilon}$ attains its minimum and its maximum in the interior. Indeed, in this case $W^{\prime}\left(\max u_{\varepsilon}\right) \leqq \sigma_{\varepsilon} \leqq W^{\prime}\left(\min u_{\varepsilon}\right)$ and the conclusion follows from Fig. B. In general by reflecting we can extend $u_{\varepsilon}$ periodically on $\mathbb{R}$ so that the extension satisfies (24) everywhere and thus we reduce the situation to that previously considered. Q.E.D.

Lemma A3. Let $u_{\varepsilon}$ be a global minimizer. Then we have the estimate

$$
\begin{equation*}
\int\left|u_{\varepsilon}^{\prime}\right|^{2} \leqq \frac{C}{\varepsilon^{2}} \tag{26}
\end{equation*}
$$

Proof. The argument is identical to that in Lemma 2, § 2.
Lemma A4. Nonmonotonic solutions of (24) are not stable.
Proof. The argument is similar to the proof of Lemma 3. See also [CGS1, p. 348].
Lemma A5. Let $\left\{u_{\varepsilon_{n}}\right\}$ be a sequence of (monotone increasing) global minimizers. Then there is a subsequence, denoted again by $\left\{u_{\varepsilon_{n}}\right\}$ that converges pointwise to a monotone function $u$ which satisfies at points of continuity

$$
W^{\prime}(u)=\sigma \quad \text { for some } \sigma \text { in }[\underline{\sigma}, \bar{\sigma}] .
$$

Proof. Multiplying (24) by $\phi$, a smooth function, and integrating by parts, we obtain ( $\varepsilon_{n} \equiv \varepsilon$ )

$$
\begin{equation*}
-2 \varepsilon^{2} \int u_{\varepsilon}^{\prime} \phi^{\prime}=\int W^{\prime}\left(u_{\varepsilon}\right) \phi-\int \sigma_{\varepsilon} \phi \tag{27}
\end{equation*}
$$

By Lemma A3 and the Schwarz inequality we obtain that the left-hand side of (27) converges to zero as $\varepsilon \rightarrow 0$. By (24A) we may assume that

$$
\sigma_{\varepsilon} \rightarrow \sigma, \quad \underline{\sigma} \leqq \sigma \leqq \bar{\sigma} .
$$

By Helly's theorem and the dominated convergence theorem we conclude from (26)

$$
\begin{equation*}
\int W^{\prime}(u) \phi-\int \sigma \phi=0 \tag{28}
\end{equation*}
$$

and by (22),

$$
\begin{equation*}
\int_{-1}^{1} u=M=2 r . \tag{29}
\end{equation*}
$$

The lemma follows from (28). Q.E.D.

Since $u$ is monotone increasing, the only continuous possibilities left in the light of $a_{0}<r<\beta_{0}$ are (see Fig. B):

$$
\begin{align*}
& u(x)= \begin{cases}\alpha_{\sigma} & \text { on }\left[-1, x_{1}\right] . \\
z_{\sigma} & \text { on }\left(x_{1}, x_{2}\right], \\
\beta_{\sigma} & \text { on }\left(x_{2}, 1\right],\end{cases}  \tag{i}\\
& u(x)= \begin{cases}\alpha_{\sigma} & \text { on }\left[-1, x_{1}\right], \\
z_{\sigma} & \text { on }\left(x_{1}, 1\right],\end{cases}  \tag{ii}\\
& u(x)= \begin{cases}\alpha_{\sigma} & \text { on }\left[-1, x_{1}\right], \\
\beta_{\sigma} & \text { on }\left(x_{1}, 1\right],\end{cases}  \tag{iii}\\
& u(x)= \begin{cases}z_{\sigma} & \text { on }\left[-1, x_{1}\right], \\
\beta_{\sigma} & \text { on }\left(x_{1}, 1\right] .\end{cases} \tag{iv}
\end{align*}
$$

By the Weierstrass-Erdmann criterion from these the only one that is a global minimizer for $J_{0}$ under the constraint (22) is given in (23).

Lemma A6. Let $u_{\varepsilon}$ be as in Lemma A5. Then

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} J_{\varepsilon}\left(u_{\varepsilon}\right) \leqq J_{0}(\bar{u}) . \tag{30}
\end{equation*}
$$

Proof. Consider the function

$$
\tilde{u}_{\varepsilon}(x)= \begin{cases}\alpha_{0} & \text { on }\left[-1,-1+l_{1}-\varepsilon\right], \\ \beta_{0} & \text { on }\left(1-l_{2}+\varepsilon, 1\right], \\ \text { linear } & \text { on }\left(-1+l_{1}-\varepsilon, 1-l_{2}+\varepsilon\right] .\end{cases}
$$

Note that $\int_{-1}^{1} \tilde{u}_{\varepsilon}=M$. A simple computation reveals that $J_{\varepsilon}\left(\tilde{u}_{\varepsilon}\right) \rightarrow \int_{-1}^{1} W(\bar{u})=J_{0}(\bar{u})$. Since $J_{\varepsilon}\left(u_{\varepsilon}\right) \leqq J_{\varepsilon}\left(\tilde{u}_{\varepsilon}\right)$ we are done. Q.E.D.

Proof of Theorem A1 (conclusion). Assume that for some subsequence the limiting state $u$ given by Lemma A5 is different from $\bar{u}$. In the light of the remark following that lemma we may assume that

$$
\begin{equation*}
J_{0}(\bar{u})<J_{0}(u)-\delta, \quad \delta>0 \quad \text { fixed } . \tag{31}
\end{equation*}
$$

On the other hand by (30) for $\varepsilon$ sufficiently small we have

$$
\begin{equation*}
J_{\varepsilon}\left(u_{\varepsilon}\right) \leqq J_{0}(\bar{u})+\frac{\delta}{2} . \tag{32}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\varepsilon^{2} \int_{-1}^{1}\left(u_{\varepsilon}^{\prime}(x)\right)^{2} \leqq \int W(\bar{u})-\int W\left(u_{\varepsilon}\right)+\frac{\delta}{2} . \tag{33}
\end{equation*}
$$

Since $\int W\left(u_{\varepsilon}\right) \rightarrow \int W(u)=J_{0}(u)$ we conclude via (31) that the right-hand side of (33) becomes negative in the limit, a contradiction. Q.E.D.

Remark A2. In a similar way one can establish the analogue of Theorem A1 for

$$
J_{\varepsilon}(u)=\int_{-1}^{1}\left[W\left(u^{\prime}(x)\right)+\varepsilon^{2}\left(u^{\prime \prime}(x)\right)^{2}\right]
$$

subject to

$$
u(-1)=u(1)=0
$$

that models exchanges of phase of a one-dimensional elastic material, originally studied with phase plane techniques by Carr, Gurtin and Slemrod [CGS2].
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#### Abstract

This paper considers solutions to singular differential equations in the sense of Filippov. Such singular systems occur in the order reduced models of singularly perturbed systems as well as in the semistate description of nonlinear circuits.
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Introduction. A problem often encountered in control and system theory is the modelling of dynamical systems exhibiting a multi-time-scale behaviour. A model that is often employed is the singular perturbation model, where the derivatives of some of the state vectors are multiplied by a small parameter $\varepsilon$, namely

$$
\begin{align*}
& \dot{x}-f(t, x, y)=0, \\
& \varepsilon \dot{y}-g(t, x, y)=0, \\
& x\left(t_{0}\right)=x_{\varepsilon}, \quad y\left(t_{0}\right)=y_{\varepsilon}
\end{align*}
$$

where $x$ is in $\mathbb{R}^{n}, y$ in $\mathbb{R}^{p}$, and $f$ and $g$ are functions defined on some open subset of $\mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{p}$ with values in $\mathbb{R}^{n}$ and $\mathbb{R}^{p}$, respectively. A first step in the analysis and design of controllers for such systems consists of "order reduction" where $\varepsilon$ is formally equated to 0 . This reduced model

$$
\begin{align*}
& \dot{x}-f(t, x, y)=0, \\
& g(t, x, y)=0,  \tag{2}\\
& x\left(t_{0}\right)=x_{0}, \quad y\left(t_{0}\right)=y_{0},
\end{align*}
$$

represents the slow response or the "quasi-steady-state." Note that while the initial conditions in $\left(1_{\varepsilon}\right)$ can be arbitrary, in (2) they must satisfy $g\left(t_{0}, x_{0}, y_{0}\right)=0$. For more details see Kokotovic, O'Malley and Sannuti [6]. Systems such as (2) also occur in the semistate description of nonlinear circuits [7].

The analysis of the reduced model (2) usually begins with the assumption that at the initial point $\left(t_{0}, x_{0}, y_{0}\right)$ satisfying $g\left(t_{0}, x_{0}, y_{0}\right)=0$, the partial derivative $(\partial g / \partial y)$ is nonsingular. The implicit function theorem is then employed to determine the (locally) unique manifold $y=y(t, x)$ on which the system (2) is constrained to evolve. Of late there have been attempts to develop a theory when the above assumption of nonsingularity of $(\partial g / \partial y)$ is not satisfied (Rabier and Shankar [8]), or even when $g$ fails to be of class $C^{1}$ (Dolezal and Shankar [2]). This note presents another approach to this problem and is motivated by the following considerations.

An important difference between systems ( $1_{\varepsilon}$ ) and (2), apart from the discrepancy noted above in the assignment of initial values, is that while solutions to ( $1_{\varepsilon}$ ) are guaranteed for an arbitrary continuous function $g$, this is not the case as regards system (2). Given that $g\left(t_{0}, x_{0}, y_{0}\right)=0$, it may not be that $g$ vanishes on a set whose projection

[^124]to the $\mathbb{R} \times \mathbb{R}^{n}$ space contains a neighbourhood, say $V$, of $\left(t_{0}, x_{0}\right)$. And even if so, the zero set of $g$ may not admit appropriate sections (that is a function $y=y(t, x)$ for $(t, x)$ in $V$ with $g(t, x, y(t, x))=0$ ) whose substitution in (2) allows the existence of a solution to the resulting system, namely to
$$
\dot{x}-f(t, x, y(t, x))=0, \quad x\left(t_{0}\right)=x_{0} .
$$

This is certainly undesirable, for we would like to consider system (2) as a limit of system $\left(1_{\varepsilon}\right)$ as $\varepsilon$ tends to 0 , and hence would not like to impose any greater regularity on $g$ than is strictly necessary. However minimising regularity requirements on $g$ usually results in a loss of regularity of the solution. In this note we consider solutions to system (2) in the sense of Filippov.

Definition. For $D$ an open set in $\mathbb{R} \times \mathbb{R}^{n}$, let $h: D \rightarrow \mathbb{R}^{n}$ map $(t, x)$ in $D$ to $h(t, x)$ in $\mathbb{R}^{n}$. The function $x(t)$ defined on an interval $I$ is called a solution in the sense of Filippov (or a Filippov solution) of the differential equation $\dot{x}-h(t, x)=0$ if $x(t)$ is absolutely continuous and if for almost all $t$ in $I$ and for arbitrary $\delta>0$, the vector $\dot{x}(t)$ belongs to the smallest closed convex set (of $\mathbb{R}^{n}$ ) containing all the values of the function $h(t, x)$ where $x$ ranges over almost all of the $\delta$-neighbourhood of the point $x(t)$ (with $t$ fixed). Denoting by $\operatorname{konv}(E)$ the convex closure of $E, x(t)$ is then a Filippov solution if for almost all $t$

$$
\dot{x}(t) \in \bigcap_{\delta>0} \bigcap_{\mu M=0} \operatorname{konv} f\left(t, N_{\delta}(x(t))-M\right)
$$

where $N_{\delta}(x(t))$ is the $\delta$-ball about $x(t)$ in $\mathbb{R}^{n}$ and $\mu$ is Lebesgue measure.
Filippov solutions to $\dot{x}(t)-h(t, x)=0$ are guaranteed by the following.
Theorem 1 (Filippov [3]). Let $D$ be an open set in $\mathbb{R} \times \mathbb{R}^{n}$ and $h: D \rightarrow \mathbb{R}^{n}$ a locally integrable measurable function. Then for any $\left(t_{0}, x_{0}\right)$ in $D$, there exists a Filippov solution to $\dot{x}-h(t, x)=0$ satisfying $x\left(t_{0}\right)=x_{0}$.

Proposition. For $X$ a Polish space and $V$ an open subset of $\mathbb{R}^{p}$, let $g: X \times V \rightarrow \mathbb{R}^{p}$ be a continuous function such that for some $x_{0}$ in $X$, the partial map $g_{x_{0}}=g\left(x_{0}, \cdot\right): V \rightarrow \mathbb{R}^{p}$ is injective and whose image contains the origin. Then there exists a neighbourhood $N_{x_{0}}$ of $x_{0}$ in $X$ and a Borel function $h: N_{x_{0}} \rightarrow V$ such that $g(x, h(x))=0$ for all $x$ in $N_{x_{0}}$.

Proof. By the invariance of domain theorem $g\left(x_{0}, V\right)$ is open in $\mathbb{R}^{p}$ and $g_{x_{0}}$ is a homeomorphism from $V$ onto $g\left(x_{0}, V\right)$. Choose a closed ball $B$ centered at the origin and contained in $g\left(x_{0}, V\right)$. Let $\delta$ be small enough such that for all points $v$ in $B_{\delta}\left(v_{1}\right)$ for any $v_{1}$ in $\operatorname{Bd}(B)$-where $B_{\delta}\left(v_{1}\right)$ is the ball of radius $\delta$ with centre $v_{1}$ and $\operatorname{Bd}(B)$ is the boundary of $B$-the straight line from 0 through $v$ intersects $\operatorname{Bd}(B)$ at a point $w$ with $\left\|w-v_{1}\right\|<$ diameter ( $B$ ).

Let $y_{0}$ and $F$ be the pre-images in $V$ of 0 and $B$ respectively. $F$ is compact and contains $y_{0}$. Choose any $y$ in $F$. Since $g$ is continuous at $\left(x_{0}, y\right)$ there exist neighbourhoods $M_{y}$ of $y$ and $N_{y} \subset X$ of $x_{0}$ such that

$$
\begin{equation*}
\left\|g\left(x, y^{\prime}\right)-g\left(x_{0}, y\right)\right\|<\frac{\delta}{2} \tag{3}
\end{equation*}
$$

for all $x$ in $N_{y}$ and $y^{\prime}$ in $M_{y}$. The collection $\left\{M_{y}: y \in F\right\}$ is then an open cover of $F$, and consequently there exists a finite subcollection $\left\{M_{y_{i}}: y_{i} \in F, 1 \leqq i \leqq n\right\}$ which also covers $F$. Let $N_{x_{0}}=\bigcap_{i=1}^{n} N_{y_{i}}$. Then $N_{x_{0}}$ is a neighbourhood of $x_{0}$ in $X$.

Given any $x$ in $N_{x_{0}}$ and $y$ in $F$, there is an $i, 1 \leqq i \leqq n$ such that $y$ belongs to $M_{y_{i}}$. As $x$ belongs to $N_{x_{0}} \subset N_{y_{i}}$, (3) yields

$$
\left\|g(x, y)-g\left(x_{0}, y_{i}\right)\right\|<\frac{\delta}{2} .
$$

Further as $x_{0}$ belongs to $N_{y_{i}}$,

$$
\left\|g\left(x_{0}, y\right)-g\left(x_{0}, y_{i}\right)\right\|<\frac{\delta}{2} .
$$

Hence by the triangle inequality

$$
\left\|g(x, y)-g\left(x_{0}, y\right)\right\|<\delta .
$$

Now suppose that 0 is not contained in $g(x, V)$ for some $x$ in $N_{x_{0}}$. Let $G: B \rightarrow B d(B)$ be the function which maps $u$ in $B$ to the intersection of $B d(B)$ with the straight line from 0 through $g\left(x, g_{x_{0}}^{-1}(u)\right)$. As 0 is not in $g(x, V), G$ is well defined. Clearly $G$ is continuous. Moreover the choice of $\delta$ ensures that $\|G(u)-u\|$ is strictly less than the diameter of $B$.
$G$ restricted to the boundary of $B$ is homotopic to the identity where the homotopy $H$ moves $G(u)$ to $u$ along the shorter great circle path. Consider $H \circ G: B \rightarrow B d(B)$. This map is a retraction of the ball $B$ onto its boundary, which is absurd (Brouwer's fixed point theorem). Thus for all $x$ in $N_{x_{0}}, g(x, V)$ contains the origin.

Let $Z_{x}=\{y \in V: g(x, y)=0\}$. By the above $Z_{x}$ is nonempty for each $x$ in $N_{x_{0}}$. By the continuity of $g_{x}$, each $Z_{x}$ is closed. The union of the $Z_{x}$ for $x$ in $N_{x_{0}}$ is then clearly a Polish subspace of $X \times V$. A standard result now guarantees the existence of a Borel section (Arveson, [1, p. 75, Thm. 3.4.1]) that is a Borel function $h: N_{x_{0}} \rightarrow V$ such that $h(x)$ is in $Z_{x}$. But then $g(x, h(x))=0$ for all $x$ in $N_{x_{0}}$.

Theorem 2. Let $f: D \rightarrow \mathbb{R}^{n}, g: D \rightarrow \mathbb{R}^{p}$ be functions defined on an open set $D \subset \mathbb{R} \times$ $\mathbb{R}^{n} \times \mathbb{R}^{p}$ such that
(i) $f$ is a locally integrable Borel map,
(ii) $g$ is continuous and for some ( $t_{0}, x_{0}, y_{0}$ ) in $D$ the partial map $g\left(t_{0}, x_{0}, \cdot\right)$ is injective with $y_{0}$ the (unique) point such that $g\left(t_{0}, x_{0}, y_{0}\right)=0$.

Then there exists an open interval containing $t_{0}$, an absolutely continuous function $x: I \rightarrow \mathbb{R}^{n}$ and a Borel measurable function $y: I \rightarrow \mathbb{R}^{p}$ such that for all $t$ in $I(t, x(t), y(t))$ is in $D$ with

$$
\begin{aligned}
& \dot{x}(t)-f(t, x(t), y(t))=0 \quad \text { (in the sense of Filippov), } \\
& g(t, x(t), y(t))=0, \\
& x\left(t_{0}\right)=x_{0}, \quad y\left(t_{0}\right)=y_{0} .
\end{aligned}
$$

Proof. By the above proposition, the projection of the zero set of $g$ onto a subset of $\mathbb{R} \times \mathbb{R}^{n}$ contains an open neighbourhood $N$ of $\left(t_{0}, x_{0}\right)$. Further there exists a Borel function $h: N \rightarrow \mathbb{R}^{p}$ such that $g(t, x, h(t, x))=0$ for every $(t, x)$ in $N$. Clearly $h\left(t_{0}, x_{0}\right)=$ $y_{0}$.

Define the function $f: N \rightarrow \mathbb{R}^{n}$ which maps ( $\left.t, x\right)$ in $N$ to $f(t, x, h(t, x))$. Obviously $f$ is Borel. By replacing $D$ by its intersection with a sufficiently large closed ball, it can be assumed that $h(N)$ is bounded. Hence $f$ is locally integrable. By Filippov's Theorem, there is an absolutely continuous $x: I \rightarrow \mathbb{R}^{n}$ that is a Filippov solution to

$$
\dot{x}-\underset{\sim}{f}(t, x)=0, \quad x\left(t_{0}\right)=x_{0} .
$$

Let $y(t)=h(t, x(t))$. Then $y(t)$ is Borel and

$$
\begin{aligned}
& \dot{x}(t)-f(t, x(t), y(t))=0 \quad \text { (in the sense of Filippov), } \\
& g(t, x(t), y(t))=0, \\
& x\left(t_{0}\right)=x_{0}, y\left(t_{0}\right)=y_{0} .
\end{aligned}
$$

Remark. Although Filippov's Theorem requires only Lebesgue measurability it is necessary to assume that $f$ be Borel measurable in the above theorem. This is because Lebesgue measurability of $f$ and even continuity of $h$ does not imply measurability of $f(t, x, h(t, x))$ (Halmos [4, p. 83]).

The above result can be somewhat sharpened for scalar constrained systems, namely when $p$ is equal to 1 , that is, when $g$ is a real valued function.

Theorem 3. Let $f: D \rightarrow \mathbb{R}^{n}, g: D \rightarrow \mathbb{R}$ be functions defined on an open set $D \subset \mathbb{R} \times$ $\mathbb{R}^{n} \times \mathbb{R}$ such that
(i) $f$ is a locally integrable Borel map;
(ii) $g$ is continuous in the $(t, x)$ and $y$ variables separately. For some $\left(t_{0}, x_{0}\right)$, the image of the partial map $g\left(t_{0}, x_{0}, \cdot\right)$ contains a neighbourhood of the origin.

Then given $y_{0}$ in $\mathbb{R}$ such that $g\left(t_{0}, x_{0}, y_{0}\right)=0$, there exists an open interval containing $t_{0}$, an absolutely continuous function $x: I \rightarrow \mathbb{R}^{n}$ and a Lebesgue measurable function $y: I \rightarrow \mathbb{R}$ such that for all $t$ in $I(t, x(t), y(t))$ is in $D$ with

$$
\begin{aligned}
& \dot{x}(t)-f(t, x(t), y(t))=0 \quad \text { (in the sense of Filippov), } \\
& g(t, x(t), y(t))=0, \\
& x\left(t_{0}\right)=x_{0}, \quad y\left(t_{0}\right)=y_{0} .
\end{aligned}
$$

Proof. Choose compact sets $T$ and $X$ in $\mathbb{R}$ and $\mathbb{R}^{n}$ with nonempty interior that contain the points $t_{0}$ and $x_{0}$ respectively. Let $Y$ be a compact interval in $\mathbb{R}$ such that $g\left(t_{0}, x_{0}, Y\right)$ contains a neighbourhood of the origin. Consider $g$ restricted to $T \times X \times Y$. By a result of B. E. Johnson (namely Proposition 2.1 in [5]), $Z=g^{-1}(0)$ is a Borel subset of $T \times X \times Y$. It can be easily verified that the projection of $Z$ onto a subset of $T \times X$ contains a neighbourhood $N$ of $\left(t_{0}, x_{0}\right)$. By Theorem 3.4.3 in Arveson [1] there exists a Lebesgue measurable function $h: N \rightarrow \mathbb{R}$ such that $g(t, x, h(t, x))=0$. Also $h\left(t_{0}, x_{0}\right)$ can be chosen to equal $y_{0}$ (as the value at a point can be changed without effecting the measurability of $h$ ).

The remainder of the proof now follows in a manner identical to that of the second half of the proof of Theorem 2.
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# ASYMPTOTIC ANALYSIS OF A SINGULAR PERTURBATION PROBLEM* 
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#### Abstract

We study, in a rectangle $0<x<a$ and $0<y<b$, the Dirichlet problem for an elliptic differential equation of the form $$
-\epsilon \Delta u_{\epsilon}+p \frac{\partial u_{\epsilon}}{\partial x}+q u_{\epsilon}=f(x, y)
$$ where $\epsilon$ is a small parameter $0<\epsilon \ll 1, \Delta$ is the Laplacian operator, $p$ is a positive number, $q$ is a nonnegative number and all of the input data are smooth. We establish a constructive procedure for obtaining an asymptotic approximation of arbitrary order with respect to $\epsilon$ of this singular perturbation problem, and also give a proof of its uniform validity in the closed rectangle by the use of the maximum principle and exponential estimates of all boundary or corner layer functions. The corner singularities of parabolic boundary layer functions are removed by introducing elliptic boundary layer functions along the characteristic boundaries $y=0$ and $y=b$. Both ordinary corner layer functions and elliptic corner layer functions are employed at the outflow corners ( $a, 0$ ) and ( $a, b$ ).

An application is made to settle a long-standing problem in the magnetohydrodynamic flow in a rectangular duct.
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1. Introduction. We study, in a rectangle $\Omega=(0, a) \times(0, b)$, the Dirichlet boundary value problem for an elliptic partial differential equation of the form

$$
\begin{equation*}
L_{\epsilon} u_{\epsilon} \equiv-\epsilon \Delta u_{\epsilon}+p \frac{\partial u_{\epsilon}}{\partial x}+q u_{\epsilon}=f(x, y) \tag{1.1}
\end{equation*}
$$

with boundary conditions

$$
\begin{array}{lll}
u_{\epsilon}(0, y)=g_{1}(y), & u_{\epsilon}(a, y)=g_{2}(y), & 0<y<b, \\
u_{\epsilon}(x, 0)=g_{3}(x), & u_{\epsilon}(x, b)=g_{4}(x), & 0<x<a,
\end{array}
$$

[^125]where $\epsilon$ is a small parameter $0<\epsilon \ll 1, \Delta$ is the Laplacian operator, $p$ is a positive number, $q$ is a nonnegative number, the remaining input data $f(x, y), g_{1}(y)$, $g_{2}(y), g_{3}(x)$, and $g_{4}(x)$ are assumed to be smooth. We also suppose that the assigned boundary functions are continuous at the corners. That is,
\[

$$
\begin{array}{ll}
g_{1}(0)=g_{3}(0), & g_{1}(b)=g_{4}(0) \\
g_{2}(0)=g_{3}(a), & g_{2}(b)=g_{4}(a) \tag{1.3c,d}
\end{array}
$$
\]

The distinguishing feature of a singular perturbation problem is that a small parameter multiplies some terms in the differential equation which, if absent, would change the character of the equation. Often these contain the highest derivatives in the equation and the approximation as this parameter tends to zero is therefore governed by a lower order equation which cannot satisfy all the boundary conditions prescribed. Hence the solution converges nonuniformly in the domain as the parameter tends to zero. Problems of this type frequently arise in fluid dynamics [14], [29], [34], [44], heat transfer [1], [3], theory of plates and shells [30], oil reservoir simulation [38], and magnetohydrodynamic flow [41]. The specific character of the problem (1.1), ( $1.2 \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ ) is brought about by the presence of the four corners of right angle for the domain and by the fact that the parts of the boundary, $y=0$ and $y=b$, coincide with the characteristic curves of the reduced equation

$$
\begin{equation*}
p \frac{\partial u_{0}}{\partial x}+q u_{0}=f(x, y) \tag{1.4}
\end{equation*}
$$

which is obtained from (1.1) by putting $\epsilon=0$. The boundary $x=0$ is called the inflow boundary while the boundary $x=a$ is called the outflow boundary.

The purpose of this paper is to establish a constructive procedure for obtaining the asymptotic approximation of arbitrary order with respect to $\epsilon$ of this singular perturbation problem, and to give a proof of its uniform validity in the closed rectangle by use of the maximum principle and exponential estimates of all boundary or corner layer functions, which will be defined in Section 3. It is well known [13] that ordinary boundary layer functions appear along the outflow boundary $x=a$ while parabolic boundary layer functions occur along the characteristic boundaries $y=0$ and $y=b$. In 1966, W. Eckhaus and E. M. De Jager [11] discovered the singularities of parabolic boundary layer functions near the inflow corners $(0,0)$ and $(0, b)$. These corner singularities of parabolic boundary layer functions are removed by introducing elliptic boundary layer functions along the characteristic boundaries. Both ordinary corner layer functions and elliptic corner layer functions are employed at the outflow corners $(a, 0)$ and $(a, b)$.

An application is made to settle a long-standing problem in the magnetohydrodynamic flow in a rectangular duct.

We give a brief historical survey of studies on the elliptic singular perturbation problems of the type considered in this work. In providing references we have tried to give those that might be of interest for further reading, rather than presenting a comprehensive bibliography of the subject. We apologize to those who feel neglected.
2. Historical survey. In 1944, W. Wasow [46] studied the problem of the following type

$$
\begin{equation*}
-\epsilon \Delta u+\frac{\partial u}{\partial x}=f(x, y) \tag{2.1}
\end{equation*}
$$

over a finite plane domain $B$ with the smooth boundary $C$ under the prescribed boundary condition

$$
\begin{equation*}
u=g(x, y) \tag{2.2}
\end{equation*}
$$

on $C$. Both $f$ and $g$ are smooth functions. It is shown that, as $\epsilon \rightarrow 0+$, the solution of the problem (2.1), (2.2) converges to the solution of the reduced equation

$$
\frac{\partial u}{\partial x}=f(x, y)
$$

assuming the prescribed boundary values along the inflow boundary of $C$, not the whole boundary.

In 1950, N. Levinson [32] considered the Dirichlet boundary value problem for the equation of the following type:

$$
\begin{equation*}
-\epsilon \Delta u+A(x, y) u_{x}+B(x, y) u_{y}+C(x, y) u=D(x, y) \tag{2.3}
\end{equation*}
$$

over an open simply or multiply connected region $R$ whose boundary $S$ consists of a finite number of simple closed curves. Let $R \cup S$ be contained in an open connected region $R^{\prime}$ and suppose all of the data of the problem are smooth in $R^{\prime}$. Furthermore, we require that $A^{2}(x, y)+B^{2}(x, y)>0$ in $R^{\prime}$ and that either $R^{\prime}$ is simply connected or $C(x, y)>0$ in $R^{\prime}$. Either hypothesis suffices to establish a maximum principle in $R \cup S$. Under these conditions, the Dirichlet boundary value problem for (2.3) has a unique solution in $R \cup S$ for each $\epsilon>0$.

Let $S_{1}$ be a segment of one of curves of $S$ such that $(A, B) \cdot n<0$, where $n$ is an outward normal vector of $S$ at point $(x, y)$. Let the characteristic curves of the reduced equation corresponding to (2.3) emanating from $S_{1}$ pass out of $R$ on the segment $S_{2}$ of a curve of $S$. The closed simply connected region in $R \cup S$ bounded by $S_{1}$ and $S_{2}$ and by the two characteristics of the reduced equation of (2.3) joining the endpoints of $S_{1}$ and $S_{2}$ is called a "regular quadrilateral". Then Levinson proved the following result.

Theorem 2.1. In a regular quadrilateral $Q$ in $R \cup S$ we have

$$
u(x, y)=u_{0}(x, y)+w(x, y ; \epsilon)+O(\sqrt{\epsilon})
$$

uniformly in the quadrilateral. The function $u_{0}(x, y)$ is the solution of the reduced equation of (2.3) which takes on the given boundary value of $u$ on $S_{1}$. The ordinary boundary layer term $w(x, y ; \epsilon)$ is defined as follows:

$$
w(x, y ; \epsilon)= \begin{cases}h(x, y) \exp \left[\frac{-g(x, y)}{\epsilon}\right], & \text { near } S_{2} \\ \exp \left(-\frac{\delta}{\epsilon}\right) & \text { for some } \delta>0 \text { elsewhere in } Q\end{cases}
$$

where $h=u-u_{0}$ and $g=0$ on $S_{2}$ and $g$ is positive away from $S_{2}$. The function $g$ satisfies the nonlinear equation

$$
g_{x}^{2}+g_{y}^{2}+A g_{x}+B g_{y}=0
$$

( $g$ exists and is uniquely determined in a neighborhood of $S_{2}$ ).
In terminology that we will establish below, Levinson treated the "ordinary boundary layer" part of the solution.

In 1957, M. I. Vishik and L. A. Lyusternik [45] studied the equation of the following type

$$
\begin{equation*}
-\epsilon \Delta u+\frac{\partial u}{\partial x}+u=f(x, y) \tag{2.4}
\end{equation*}
$$

in the rectangle $\Omega, 0<x<a$ and $0<y<b$, under the homogeneous boundary condition

$$
u=0
$$

on the boundary of $\Omega$. They gave an expansion of the solution of the form for some $\delta>0$

$$
\begin{aligned}
u(x, y)= & u_{0}(x, y)+z_{0}(x, Y) \psi\left(\frac{y}{\delta}\right)+z_{0}^{T}\left(x, Y^{T}\right) \psi\left(\frac{b-y}{\delta}\right) \\
& +w_{0}\left(X_{1}, y\right) \psi\left(\frac{a-x}{\delta}\right)+R_{0}(x, y ; \epsilon)
\end{aligned}
$$

where $Y=y / \sqrt{\epsilon}, Y^{T}=(b-y) / \sqrt{\epsilon}, X_{1}=(a-x) / \epsilon$ and the infinitely differentiable smoothing function $\psi(x)$ is identically equal to 1 for $x \leq \frac{1}{3}$ and equal to zero for $x \geq \frac{2}{3}$. The function $u_{0}$ satisfies the reduced equation under the condition $u_{0}(0, y)=0$. The function $z_{0}(x, Y)$ is a boundary layer near the boundary $y=0$, which satisfies the parabolic equation

$$
-\frac{\partial^{2} z_{0}}{\partial Y^{2}}+\frac{\partial z_{0}}{\partial x}+z_{0}=0
$$

over the semi-infinite region $0<x<a, 0<Y<\infty$ under the conditions

$$
z_{0}(0, Y)=0, \quad z_{0}(x, 0)=-u_{0}(x, 0)
$$

The function $z_{0}^{T}$ is a boundary layer near the part of the boundary given by $y=b$, $0 \leq x \leq a$, which has the same structure as $z_{0}$. The function $w_{0}\left(X_{1}, y\right)$ is a boundary layer along the boundary $x=a, 0 \leq y \leq b$, which satisfies the ordinary differential equation

$$
\frac{\partial^{2} w_{0}}{\partial X_{1}^{2}}+\frac{\partial w_{0}}{\partial X_{1}}+\epsilon w_{0}=0
$$

on the unbounded interval $0<X_{1}<\infty$ under the boundary condition

$$
w_{0}(0, y)=-u_{0}(a, y)-z_{0}\left(a, \frac{y}{\sqrt{\epsilon}}\right) \psi\left(\frac{y}{\delta}\right)-z_{0}^{T}\left(a, \frac{b-y}{\sqrt{\epsilon}}\right) \psi\left(\frac{b-y}{\delta}\right)
$$

From this Vishik and Lyusternik deduced on the basis of the maximum principle [39] that

$$
R_{0}=O(\epsilon)
$$

everywhere except in the neighborhood of the points $(a, 0)$ and ( $a, b$ ), under the assumption that the smooth function $f(x, y)$ vanishes at the points $(0,0)$ and $(0, b)$. They also asserted that on applying an iteration process, one can obtain, as above, an asymptotic formula of arbitrary order if the parameters of the problem are sufficiently smooth. In 1966, W. Eckhaus and E. M. De Jager [11] made the remark that the extension of the theory involving parabolic boundary layers to higher order approximation should not be considered a trivial matter.

In our terminology, Vishik and Lyusternik treated the "parabolic boundary layers" along the characteristic boundaries of the region.

In 1964, J. K. Knowles and R. E. Messick [30] discussed a class of singular perturbation problems arising in the theory of thin elastic plates and shells. An important feature of these problems is that the boundary of the domain coincides either partially or entirely with portions of characteristic curves of the reduced equations. In order to understand this exceptional character of a characteristic boundary, Knowles and Messick considered the equation of the following type

$$
\begin{equation*}
-\epsilon \Delta u+\frac{\partial u}{\partial x}=0 \tag{2.5}
\end{equation*}
$$

in the semi-infinite strip $R: 0<x<a$ and $0<y<\infty$, under the boundary conditions

$$
\begin{gather*}
u(0, y)=0, \quad u(a, y)=0, \quad 0<y<\infty  \tag{2.6a,b}\\
u(x, 0)=g(x), \quad 0 \leq x \leq a
\end{gather*}
$$

where the function $u$ and its partial derivatives are required to be bounded as $y \rightarrow \infty$. They obtained as an approximation to the solution the function

$$
z_{0}(x, Y)+W_{0}\left(X_{1}, Y\right)+V_{0}\left(X_{1}, Y_{1}\right)
$$

where $Y=y / \sqrt{\epsilon}, X_{1}=(a-x) / \epsilon$, and $Y_{1}=y / \epsilon$. Note that for this problem, the solution of the reduced equation under the condition $u_{0}(0, y)=0$ is $u_{0}(x, y)=0$, which also satisfies the boundary condition (2.6b). Therefore the ordinary boundary layer along the boundary $x=a$ is identical to zero. The function $z_{0}(x, Y)$ is the parabolic boundary layer function along the boundary $y=0$, defined by the equation

$$
-\frac{\partial^{2} z_{0}}{\partial Y^{2}}+\frac{\partial z_{0}}{\partial x}=0
$$

over the domain $0<x<a, 0<Y<\infty$ under the conditions

$$
z_{0}(x, 0)=g(x), \quad z_{0}(0, Y)=0
$$

and the condition that $z_{0}(x, Y)$ decays exponentially in $Y$. The function $W_{0}\left(X_{1}, Y\right)$ is a "corner layer" at the outflow corner ( $a, 0$ ), defined by the ordinary differential equation

$$
\frac{\partial^{2} W_{0}}{\partial X_{1}{ }^{2}}+\frac{\partial W_{0}}{\partial X_{1}}=0
$$

on the unbounded interval $0<X_{1}<\infty$ under the conditions

$$
W_{0}(0, Y)=-z_{0}(a, Y)
$$

and

$$
W_{0}\left(X_{1}, Y\right) \text { has the exponential decay property in both } X_{1} \text { and } Y .
$$

Then it follows that

$$
W_{0}\left(X_{1}, Y\right)=-z_{0}(a, Y) \exp \left(-X_{1}\right)
$$

The function $V_{0}\left(X_{1}, Y_{1}\right)$ is a "corner layer" at the outflow corner ( $a, 0$ ), defined by the elliptic equation

$$
-\left(\frac{\partial^{2} V_{0}}{\partial X_{1}^{2}}+\frac{\partial^{2} V_{0}}{\partial Y_{1}^{2}}\right)+\frac{\partial V_{0}}{\partial X_{1}}=0
$$

over the quarter-plane $0<X_{1}<\infty$ and $0<Y_{1}<\infty$ under the conditions

$$
\begin{aligned}
& V_{0}\left(X_{1}, 0\right)=-W_{0}\left(X_{1}, 0\right)=g(a) \exp \left(-X_{1}\right) \\
& V_{0}\left(0, Y_{1}\right)=0
\end{aligned}
$$

and

$$
V_{0}\left(X_{1}, Y_{1}\right) \text { decays exponentially in } X_{1} \text { and } Y_{1} .
$$

Knowles and Messick mentioned that using a representation of the solution to the original boundary value problem (2.5), (2.6a,b,c), which involves the expansion of the Green's function in a series of modified Bessel functions, it is possible to prove the statements listed below. First let us define some notation: Let $S$ be the boundary of $R$. $\delta$ denotes an arbitrary small positive number. The symbols ${ }_{\delta} D$ and $D_{\delta}$ represent quarter-discs at $(0,0)$ and $(a, 0)$, respectively, and are defined as follows:

$$
\begin{aligned}
& { }_{\delta} D=\left\{(x, y): x \geq 0, y \geq 0, x^{2}+y^{2}<\delta^{2}\right\} \\
& D_{\delta}=\left\{(x, y): x \geq 0, y \leq a, x^{2}+(y-a)^{2}<\delta^{2}\right\}
\end{aligned}
$$

It can be shown that
i) There exist positive constants $M(\delta), c(\delta)$ such that

$$
|u(x, y)| \leq M(\delta) \exp \left(-\frac{c(\delta)}{\epsilon}\right)
$$

for all $y \geq \delta, 0 \leq x \leq a$.
ii) There exists a positive constant $M(\delta)$ such that

$$
\begin{equation*}
\left|u(x, y)-z_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)\right|<M(\delta) \epsilon \tag{2.7}
\end{equation*}
$$

for all $(x, y) \in R \cup S-{ }_{\delta} D-D_{\delta}$.
iii) If $g(x)=O(x)$ as $x \rightarrow 0+$, then there exists a constant $M(\delta)>0$ such that (2.7) holds for $(x, y) \in R \cup S-D_{\delta}$.
iv) If $g(x)=O(x)$ as $x \rightarrow 0+$ and $g(x)=O(a-x)$ as $x \rightarrow a-$, then there exists a positive constant $M$ such that

$$
\left|u(x, y)-z_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)-W_{0}\left(\frac{a-x}{\epsilon}, \frac{y}{\sqrt{\epsilon}}\right)\right| \leq M \epsilon
$$

for all $(x, y) \in R \cup S$.
In our terminology, Knowles and Messick have thus treated the "ordinary corner layer" and the "elliptic corner layer" at the outflow corner of the region.

In 1966, W. Eckhaus and E. M. De Jager [11] investigated the problem of the following type

$$
\begin{equation*}
L_{\epsilon} u \equiv-\epsilon \Delta u+\frac{\partial u}{\partial x}=0 \tag{2.8}
\end{equation*}
$$

in the domain $\Omega, 0<x<a$ and $0<y<b$, with the boundary conditions

$$
\begin{array}{lll}
u(0, y)=g_{1}(y), & u(a, y)=g_{2}(y), & 0<y<b,  \tag{2.9a,b}\\
u(x, 0)=g_{3}(x), & u(x, b)=g_{4}(x), & 0<x<a .
\end{array}
$$

The boundary data are assumed to be smooth and to be continuous at the corner points. The solution of the reduced problem is $g_{1}(y)$, which does not satisfy the given boundary conditions ( $2.9 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) generally. The local variable $Y=y / \sqrt{\epsilon}$ along the characteristic boundary $y=0$ transforms (2.8) into

$$
-\frac{\partial^{2} u}{\partial Y^{2}}+\frac{\partial u}{\partial x}=\epsilon \frac{\partial^{2} u}{\partial x^{2}}
$$

Define the function $z_{0}(x, Y)$ as the solution of the reduced equation in local coordinates, that is, we have

$$
-\frac{\partial^{2} z_{0}}{\partial Y^{2}}+\frac{\partial z_{0}}{\partial x}=0
$$

in the domain $0<x<a$ and $0<Y<\infty$. Let $z_{0}$ satisfy boundary conditions

$$
\begin{aligned}
& z_{0}(0, Y)=0 \\
& z_{0}(x, 0)=g_{3}(x)-g_{1}(0) \equiv \gamma(x)
\end{aligned}
$$

An explicit form of this function is easily obtained as follows:

$$
z_{0}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma\left(x-\frac{Y^{2}}{2 t^{2}}\right) d t
$$

Furthermore, we have

$$
\begin{equation*}
L_{\epsilon} z_{0}=-\epsilon \frac{\partial^{2} z_{0}}{\partial x^{2}} . \tag{2.10}
\end{equation*}
$$

Due to the assumed continuity of the boundary data, i.e., $\gamma(0)=0$, we obtain

$$
\begin{array}{r}
\frac{\partial^{2} z_{0}(x, Y)}{\partial x^{2}}=\sqrt{\frac{2}{\pi}}\left[\int_{Y / \sqrt{2 x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma^{\prime \prime}\left(x-\frac{Y^{2}}{2 t^{2}}\right) d t\right. \\
\left.+\gamma^{\prime}(0) Y(2 x)^{-3 / 2} \exp \left(-\frac{Y^{2}}{4 x}\right)\right]
\end{array}
$$

where the primes indicate derivatives with respect to the argument. We see that $\partial^{2} z_{0} / \partial x^{2}$ is uniformly bounded in the closure of $\Omega$ if and only if $\gamma^{\prime}(0)=0$, which was assumed to be true in the analysis of Vishik and Lyusternik [45]. In the case of general boundary conditions, where $\gamma^{\prime}(0) \neq 0$, the right-hand side of (2.10) has a singularity at the origin $x=0, y=0$. The nature of the singularity is most clearly revealed if in (2.10) the origin is approached along any curve $Y=m x^{n}$, where $m$ and $n$ are constants. The presence of this "corner singularity" indicates that in attempting a proof of the asymptotic properties of the parabolic boundary layer, difficulties should be expected. Also this corner singularity gives more singular functions in the course of the construction of a high order approximation to the parabolic boundary layer.

Eckhaus and De Jager constructed a regularized parabolic boundary layer function $\bar{z}_{0}$ by replacing $\gamma(x)$ in $z_{0}$ by

$$
\bar{\gamma}(x)=\gamma(x)-\gamma^{\prime}(0) x \exp \left(-\frac{x}{\sqrt{\epsilon}}\right) .
$$

In other words,

$$
\bar{z}_{0}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \bar{\gamma}\left(x-\frac{Y^{2}}{2 t^{2}}\right) d t .
$$

The important properties of this function $\bar{\gamma}(x)$ are
i) $\bar{\gamma}(0)=\bar{\gamma}^{\prime}(0)=0$, which implies that $\partial^{2} \bar{z}_{0} / \partial x^{2}$ is bounded uniformly in the closure of $\Omega$, and moreover,

$$
\frac{\partial^{2} \bar{z}_{0}}{\partial x^{2}}=O(1)+O\left(\epsilon^{-1 / 2}\right)
$$

in the closure of $\Omega$.
ii) $\bar{\gamma}(x)=\gamma(x)+O(\sqrt{\epsilon})$, which implies that

$$
\bar{z}_{0}(x, Y)=z_{0}(x, Y)+O(\sqrt{\epsilon})
$$

uniformly in the closure of $\Omega$.
Define another regularized parabolic boundary layer function $\bar{z}_{0}^{T}$ along the boundary $y=b$ similarly. Introduce the local coordinate $X_{1}=(a-x) / \epsilon$ along the boundary $x=a$ and define the boundary layer function $\tilde{w}_{0}\left(X_{1}, y\right)$ as the solution of the ordinary differential equation

$$
\frac{\partial^{2} \tilde{w}_{0}}{\partial X_{1}{ }^{2}}+\frac{\partial \tilde{w}_{0}}{\partial X_{1}}=0
$$

over the unbounded interval $0<X_{1}<\infty$ under the conditions

$$
\begin{aligned}
\tilde{w}_{0}(0, y) & =g_{2}(y)-g_{1}(y)-\bar{z}_{0}\left(a, \frac{y}{\sqrt{\epsilon}}\right)-\bar{z}_{0}^{T}\left(a, \frac{b-y}{\sqrt{\epsilon}}\right) \\
& \equiv \psi(y)
\end{aligned}
$$

and

$$
\lim _{X_{1} \rightarrow \infty} \tilde{w}_{0}\left(X_{1}, y\right)=0 .
$$

Then it follows that

$$
\tilde{w}_{0}\left(X_{1}, y\right)=\psi(y) \exp \left(-X_{1}\right) .
$$

Eckhaus and De Jager first showed by using the maximum principle [39] that the solution $u$ of the boundary value problem (2.8) with the boundary conditions (2.9a,b,c,d) has the asymptotic expansion

$$
u(x, y)=g_{1}(y)+\bar{z}_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)+\bar{z}_{0}^{T}\left(x, \frac{b-y}{\sqrt{\epsilon}}\right)+\tilde{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)+R_{0}(x, y ; \epsilon)
$$

where the remainder $R_{0}$ satisfies

$$
R_{0}=O(\sqrt{\epsilon})
$$

uniformly in the closure of $\Omega$ with the exception of a neighborhood of the two corner points $(a, 0)$ and $(a, b)$. Note that at $y=0$ and $y=b, \psi^{\prime \prime}(y)$ is bounded but of order of $1 / \epsilon$. To get a better estimate for the remainder term, they introduced the expansion

$$
u(x, y)=g_{1}(y)+\bar{z}_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)+\bar{z}_{0}^{T}\left(x, \frac{b-y}{\sqrt{\epsilon}}\right)+\bar{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)+\bar{R}_{0}(x, y ; \epsilon)
$$

with

$$
\bar{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)=\left[\psi(y)+\epsilon(a-x) \psi^{\prime \prime}(y)\right] \exp \left(-\frac{a-x}{\epsilon}\right)
$$

and arrived at the conclusion that

$$
\bar{R}_{0}=O(\sqrt{\epsilon})
$$

uniformly in the closure of $\Omega$ on the basis of the maximum principle. Furthermore they showed that

$$
\bar{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)=\tilde{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)+O(\epsilon)
$$

uniformly in the closure of $\Omega$. Summarizing these results, Eckhaus and De Jager have established the following theorem.

THEOREM 2.2. The asymptotic approximation for $u(x, y)$

$$
u(x, y)=g_{1}(y)+z_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)+z_{0}^{T}\left(x, \frac{b-y}{\sqrt{\epsilon}}\right)+\tilde{w}_{0}\left(\frac{a-x}{\epsilon}, y\right)+O(\sqrt{\epsilon})
$$

holds uniformly in the closure of $\Omega$, including the four corner points.

We remark that the order of the asymptotic error in the above theorem is determined by the presence of corner singularities. If one studies the exceptional case $g_{3}^{\prime}(0)=0, g_{4}^{\prime}(0)=0$ in which the corner singularities are absent, one finds along the lines of the preceding analysis that the asymptotic error is no longer $O(\sqrt{\epsilon})$ but $O(\epsilon)$. J. Mauss [35], [36] claimed to improve the estimate of the above theorem and to obtain an $O(\epsilon)$ remainder by using a rather special inequality for the maximum principle when the right-hand side of the differential operator $L_{\epsilon}$ has the singular behavior. The result asserted by Mauss is inconsistent with higher order expansions obtained in this paper.

All of the ideas discussed here need to be modified in order to develop higher order asymptotic expansions. The difficulties involved are
i) Corner singularities appear at the inflow corners of the region in the construction of the parabolic boundary layers along the characteristic boundaries $y=0$ and $y=b$.
ii) The parabolic boundary layer and ordinary boundary layer overlap in the vicinities of the outflow corners of the region.
The proper way to treat the item ii) is to follow the construction of the ordinary corner layer and the elliptic corner layer done by Knowles and Messick [30] after the modification of the ordinary boundary layer. More precisely, the function $\bar{w}_{0}\left(X_{1}, y\right)$ in the construction due to Eckhaus and De Jager may be decomposed as

$$
\begin{aligned}
\bar{w}_{0}\left(X_{1}, y\right)= & w_{0}\left(X_{1}, y\right)+W_{0}\left(X_{1}, Y\right)+W_{0}^{T}\left(X_{1}, Y^{T}\right) \\
& +\epsilon\left[W_{1}\left(X_{1}, Y\right)+W_{1}^{T}\left(X_{1}, Y^{T}\right)\right]+\epsilon^{2} w_{2}\left(X_{1}, y\right)
\end{aligned}
$$

where the ordinary boundary layer functions $w_{0}\left(X_{1}, y\right)$ and $w_{2}\left(X_{1}, y\right)$ satisfy the equations

$$
\frac{\partial^{2} w_{i}}{\partial X_{1}^{2}}+\frac{\partial w_{i}}{\partial X_{1}}= \begin{cases}0, & i=0 \\ -\frac{\partial^{2} w_{i-2}}{\partial y^{2}}, & i=2\end{cases}
$$

over the unbounded interval $0<X_{1}<\infty$ under the conditions

$$
w_{i}(0, y)= \begin{cases}g_{2}(y)-g_{1}(y), & i=0 \\ 0, & i=2\end{cases}
$$

and

$$
w_{i}\left(X_{1}, y\right) \text { decays exponentially as } X_{1} \rightarrow \infty ;
$$

the ordinary corner layer functions $W_{0}\left(X_{1}, Y\right)$ and $W_{1}\left(X_{1}, Y\right)$ satisfy the equations

$$
\frac{\partial^{2} W_{i}}{\partial X_{1}{ }^{2}}+\frac{\partial W_{i}}{\partial X_{1}}= \begin{cases}0, & i=0 \\ -\frac{\partial^{2} W_{i-1}}{\partial Y^{2}}, & i=1\end{cases}
$$

over the unbounded interval $0<X_{1}<\infty$ under the conditions

$$
W_{i}(0, Y)= \begin{cases}-\bar{z}_{0}(a, Y), & i=0 \\ 0, & i=1\end{cases}
$$

and

$$
W_{i}\left(X_{1}, Y\right) \text { decays exponentially as } X_{1} \rightarrow \infty
$$

The functions $W_{0}^{T}$ and $W_{1}^{T}$ are defined similarly. It is clear that the term $w_{2}$ plays no role in this improvement of estimate.

Eckhaus and De Jager investigated the singularities of parabolic boundary layers near the inflow corners, obtained a formal approximation, and proved the uniform validity of the asymptotic approximation to the solution with the estimate of $O(\sqrt{\epsilon})$. Since then, the problem of dealing with these singularities has attracted much attention from mathematicians, e.g., J. Grasman [15] - [18]; L. P. Cook, G. S. S. Ludford and J. S. Walker [9]; L. P. Cook and G. S. S. Ludford [10]; A. M. Il'in and E. F. Lelikova [24]; V. F. Butuzov [4]; and D. J. Temperley [43]. This type of difficulty also takes place in the problems of the interior layers due to the nonsmooth boundary conditions [8], [20], [36], the domains with corners and noncharacteristic boundary [20], and the nonconvex domains [20], [36].

A similar phenomenon occurs in the problem

$$
-\left(\epsilon u_{y y}+u_{x x}\right)+u_{y}=f(x, y), \quad 0<\epsilon \ll 1
$$

defined on the unit square $T, 0<x<1$ and $0<y<1$, with the prescribed Dirichlet boundary conditions. In the event that the solution of this problem converges to the solution of the reduced problem, we can anticipate the ordinary boundary layer behavior in the vicinity of the upper edge of $T$, since the solution $u_{0}(x, y)$ of the reduced equation is uniquely determined throughout $T$ by the boundary values assumed on the other three edges. Note that the reduced equation is a partial differential equation of parabolic type. Thus when one attempts to determine an asymptotic solution, one has to treat the corner singularities of the derivative $\partial^{2} u_{0} / \partial y^{2}$ first. Such singularities always exist no matter how smooth the prescribed boundary conditions may be unless certain compatibility conditions hold. Furthermore, the construction of the ordinary boundary layer requires the smoothness of the derivative $\partial^{2} u_{0} / \partial x^{2}$ at point $(x, 1)$. This type of problem had been studied to obtain an asymptotic approximation of arbitrary order with respect to $\epsilon$ by G. E. Latta [31], R. E. O'Malley, Jr. [37], and PengCheng Lin and Fa-Wang Liu [33]. None of these authors have treated the difficulties mentioned above.
J. Grasman [15] studied the problem of the following type

$$
\begin{equation*}
L_{\epsilon} u \equiv-\epsilon \Delta u+\frac{\partial u}{\partial x}=0 \tag{2.11}
\end{equation*}
$$

over the quarter-plane $0<x<\infty$ and $0<y<\infty$ under the boundary conditions

$$
\begin{align*}
& u(x, 0)=g(x), \quad g(0)=0  \tag{2.12a}\\
& u(0, y)=0 \tag{2.12b}
\end{align*}
$$

by means of the Green's theorem, which yields the exact solution. The asymptotic
expansion of the integral representation of the solution is shown to be

$$
\begin{aligned}
u(x, y)= & \sqrt{\frac{2}{\pi}} \int_{y / \sqrt{2 \epsilon x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) g\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right) d t \\
& +\epsilon\left\{\tilde{v}_{0}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon}\right)-g^{\prime}(0) \epsilon^{-1} \sqrt{\frac{2}{\pi}} \int_{y / \sqrt{2 \epsilon x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \cdot\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right) d t\right. \\
& \left.\quad+\sqrt{\frac{2}{\pi}} \int_{y / \sqrt{2 \epsilon x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \frac{t^{2}-1}{2}\left[g^{\prime}\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right)-g^{\prime}(0)\right] d t\right\} \\
& +O\left(\epsilon^{2}\right)
\end{aligned}
$$

uniformly for $x \geq 0, y \geq 0$, where the term $\epsilon \tilde{v}_{0}(x / \epsilon, y / \epsilon)$ represents the solution of boundary value problem (2.11), $(2.12 \mathrm{a}, \mathrm{b})$ in the case that $g(x)=x g^{\prime}(0)$. In order to understand this uniformly valid expansion from another viewpoint, let us define the functions $v_{0}(x / \epsilon, y / \epsilon ; \epsilon), z_{0}(x, y / \sqrt{\epsilon})$, and $z_{1}(x, y / \sqrt{\epsilon})$ by

$$
\begin{gathered}
v_{0}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right)=\epsilon \tilde{v}_{0}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon}\right) \\
z_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)=\sqrt{\frac{2}{\pi}} \int_{y / \sqrt{2 \epsilon x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right)\left[g\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right)-g^{\prime}(0) \cdot\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right)\right] d t
\end{gathered}
$$

and

$$
z_{1}\left(x, \frac{y}{\sqrt{\epsilon}}\right)=\sqrt{\frac{2}{\pi}} \int_{y / \sqrt{2 \epsilon x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \frac{t^{2}-1}{2}\left[g^{\prime}\left(x-\frac{y^{2}}{2 \epsilon t^{2}}\right)-g^{\prime}(0)\right] d t
$$

respectively. In other words, it follows that

$$
u(x, y)=z_{0}\left(x, \frac{y}{\sqrt{\epsilon}}\right)+\epsilon z_{1}\left(x, \frac{y}{\sqrt{\epsilon}}\right)+v_{0}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right)+O\left(\epsilon^{2}\right) .
$$

From a direct computation, one finds that
i) The functions $z_{0}(x, Y)$ and $z_{1}(x, Y)$ are the solutions of the equations

$$
-\frac{\partial^{2} z_{k}}{\partial Y^{2}}+\frac{\partial z_{k}}{\partial x}= \begin{cases}0, & k=0 \\ \frac{\partial^{2} z_{k-1}}{\partial x^{2}}, & k=1\end{cases}
$$

over the quarter plane $0<x<\infty$ and $0<Y<\infty$ under the conditions

$$
\begin{aligned}
& z_{k}(0, Y)=0 \\
& z_{k}(x, 0)= \begin{cases}g(x)-g^{\prime}(0) x, & k=0 \\
0, & k=1\end{cases}
\end{aligned}
$$

and

$$
z_{k}(x, Y) \rightarrow 0 \quad \text { as } x^{2}+Y^{2} \rightarrow \infty(\text { and } x>0 \text { when } k=0)
$$

ii) The function $v_{0}\left(X, Y_{1} ; \epsilon\right)$ is the solution of the elliptic partial differential equation

$$
-\left(\frac{\partial^{2} v_{0}}{\partial X^{2}}+\frac{\partial^{2} v_{0}}{\partial Y_{1}^{2}}\right)+\frac{\partial v_{0}}{\partial X}=0
$$

over the quarter-plane $0<X<\infty$ and $0<Y_{1}<\infty$ under the conditions

$$
v_{0}\left(0, Y_{1} ; \epsilon\right)=0, \quad v_{0}(X, 0 ; \epsilon)=g^{\prime}(0) X \epsilon
$$

and

$$
v_{0}\left(X, Y_{1} ; \epsilon\right) \rightarrow 0 \quad \text { as } X^{2}+Y_{1}^{2} \rightarrow \infty \text { and } X>0
$$

This means that a uniformly valid approximation with an accuracy $O\left(\epsilon^{2}\right)$ can be constructed by the usual perturbation method even though Grasman claimed that this cannot be done [15]. The detailed construction of such functions $v_{k}$, which will be called as the "elliptic boundary layer" functions, is in Section 3.3. It will be clear later that $v_{k}(x / \epsilon, y / \epsilon ; \epsilon) \equiv 0$, for $k \geq 1$ in the problem (2.11), (2.12a,b). For the sake of convenience, let us write the function $z_{0}$ as

$$
z_{0}=z_{0}^{1}-z_{0}^{2}
$$

where $z_{0}^{1}$ denotes the integral which contains the function $g(\cdot)$ as part of integrand and $z_{0}^{2}$ is the remaining part of $z_{0}$. Grasman [15], [16] asserted that
i) the function $z_{0}^{1}$ is a uniformly valid approximation of the solution of problem (2.11), $(2.12 \mathrm{a}, \mathrm{b})$ with a remainder term $O(\epsilon)$ for $x \geq 0, y \geq 0$, and
ii) the estimate $v_{0}-z_{0}^{2}=O(\epsilon)$ holds uniformly for $x \geq 0, y \geq 0$.

We cannot draw these conclusions because of the singularity of $z_{0}^{2}$ at the origin $x=0$, $y=0$. For it is clear that $v_{0}-z_{0}^{2}$ vanishes when $x=0$ or $y=0$, but

$$
L_{\epsilon}\left(v_{0}-z_{0}^{2}\right)=\epsilon \frac{\partial^{2} z_{0}}{\partial x^{2}}=g^{\prime}(0) \sqrt{\frac{\epsilon}{4 \pi}} y x^{-3 / 2} \exp \left(-\frac{y^{2}}{4 \epsilon x}\right)
$$

is singular in the neighborhood of the origin.
Cook and Ludford [10] studied the problem on a semi-infinite strip and analyzed the asymptotic approximation from an exact representation of the solution obtained by means of the Fourier sine transforms. Il'in and Lelikova [24] used the asymptotic behavior of the solution at the inflow corners to obtain the uniqueness of the parabolic boundary layer functions by matching two different asymptotic expansions. Butuzov [4] imposed certain compatibility conditions on the input data so that the corner singularities of the parabolic boundary layers disappear, and employed the corner layers at the outflow corners to obtain the asymptotic approximations of arbitrary order with respect to $\epsilon$, which is proved to be valid uniformly in the closure of the rectangular region.
3. Main results. The main tool used in this paper for estimating solutions of elliptic boundary value problems is furnished by the so-called maximum principle and
the concept of barrier function. For the proof of the maximum principle see Eckhaus and De Jager [11]. We now repeat the formulation of the boundary layer problem:

$$
\begin{equation*}
L_{\epsilon} u_{\epsilon} \equiv-\epsilon \Delta u_{\epsilon}+p \frac{\partial u_{\epsilon}}{\partial x}+q u_{\epsilon}=f(x, y) \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

with boundary conditions

$$
\begin{array}{ll}
u_{\epsilon}(0, y)=g_{1}(y), & u_{\epsilon}(a, y)=g_{2}(y), \\
0<y<b  \tag{1.2c,d}\\
u_{\epsilon}(x, 0)=g_{3}(x), & u_{\epsilon}(x, b)=g_{4}(x), \\
0<x<a
\end{array}
$$

where $\epsilon$ is a small parameter $0<\epsilon \ll 1, \Delta$ is the Laplacian operator, $p$ is a positive number, $q$ is a nonnegative number, $\Omega$ is the rectangular region $0<x<a$ and $0<y<b$, and the remaining input data $f(x, y), g_{1}(y), g_{2}(y), g_{3}(x)$, and $g_{4}(x)$ are assumed to be smooth. We also suppose that the assigned boundary functions are continuous at the corners. We are ready to state the maximum principle.

Maximum Principle. Let $\Phi$ and $\Psi$ be twice continuously differentiable functions in $\Omega$ such that

$$
\begin{gathered}
\left|L_{\epsilon}[\Phi]\right| \leq L_{\epsilon}[\Psi] \quad \text { in } \Omega, \\
|\Phi| \leq \Psi \quad \text { on } \partial \Omega .
\end{gathered}
$$

Then

$$
|\Phi| \leq \Psi \quad \text { in } \bar{\Omega} .
$$

Remark 3.1. For an elliptic differential operator of second order in an unbounded domain a maximum principle holds if the solution satisfies a certain growth condition at infinity. We will discuss this in Section 3.3.

In this work we investigate an asymptotic approximation of the solution of the elliptic boundary value problem given by (1.1), (1.2a,b,c,d). From the assumption that $q$ is nonnegative in $\Omega$, it follows that the solution is unique. Under the conditions assumed, it is well known that for a fixed value of $\epsilon, u_{\epsilon}(x, y)$ is continuous in $\bar{\Omega}$ and is smooth in $\Omega_{1}$ where $\Omega_{1}$ is any compact subregion of $\bar{\Omega}$ with positive distance from the corners. In 1979, A. Azzam [2] improved this result to obtain the following:

THEOREM 3.1. For any fixed value of $\epsilon$, there exists a number $\nu \in(1,2)$ such that the solution $u_{\epsilon}$ of the Dirichlet boundary value problem (1.1), (1.2a,b,c,d) with the assumptions stated at the beginning of this section satisfies $u_{\epsilon}(x, y) \in C_{\nu}(\bar{\Omega})$. Moreover, in a sufficiently small neighborhood of the corner, $r^{\tau} D^{2} u_{\epsilon} \in C_{\mu}$ for some $\tau, \mu \in(0,1)$, where $r$ is the distance from the corner point to $(x, y)$ and $D^{2} u_{\epsilon}$ is any second partial derivative of $u_{\epsilon}$.

Remark 3.2. The maximum principle implies that the solution $u_{\epsilon}(x, y)$ is bounded uniformly with respect to $\epsilon$ in $\bar{\Omega}$.
3.1. Outer approximation. In order to obtain the first rough approximation of the solution $u_{\epsilon}(x, y)$ for small values of the parameter $\epsilon$, we consider a function $u_{0}(x, y)$ which satisfies the reduced equation

$$
\begin{equation*}
p \frac{\partial u_{0}}{\partial x}+q u_{0}=f(x, y) \tag{1.4}
\end{equation*}
$$

The function $u_{0}(x, y)$ can satisfy only one of the prescribed boundary conditions

$$
\begin{equation*}
u_{0}(0, y)=g_{1}(y) \tag{1.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{0}(a, y)=g_{2}(y) \tag{1.2~b}
\end{equation*}
$$

ThEOREM 3.2. There exists a positive constant $C$ independent of $\epsilon$ such that the inequality

$$
\begin{equation*}
\left|u_{\epsilon}(x, y)-g_{1}(y)\right| \leq C x \tag{3.1}
\end{equation*}
$$

holds uniformly in the closure of $\Omega$ for all values of $\epsilon$.
Proof. The function $\Phi_{\epsilon}(x, y)$, defined by

$$
\Phi_{\epsilon}(x, y) \equiv u_{\epsilon}(x, y)-g_{1}(y)
$$

satisfies in $\Omega$ the differential equation

$$
L_{\epsilon}\left[\Phi_{\epsilon}\right]=f(x, y)+\epsilon g_{1}^{\prime \prime}(y)-q g_{1}(y)
$$

with the boundary conditions

$$
\begin{aligned}
& \Phi_{\epsilon}(0, y)=0 \\
& \Phi_{\epsilon}(a, y)=g_{2}(y)-g_{1}(y), \\
& \Phi_{\epsilon}(x, 0)=g_{3}(x)-g_{1}(0)=g_{3}(x)-g_{3}(0), \\
& \Phi_{\epsilon}(x, b)=g_{4}(x)-g_{1}(b)=g_{4}(x)-g_{4}(0) .
\end{aligned}
$$

We now introduce the barrier function $\Psi(x)=C x$, where $C$ is some positive constant independent of $\epsilon$. By taking $C$ sufficiently large it follows that the inequalities

$$
\left|\Phi_{\epsilon}(x, y)\right| \leq \Psi(x)
$$

on the boundary of $\Omega$ and

$$
\left|L_{\epsilon}\left[\Phi_{\epsilon}\right]\right| \leq L_{\epsilon}[\Psi]
$$

in $\Omega$ can be satisfied for all values of $\epsilon$. Applying the maximum principle, we get the desired inequality (3.1) uniformly valid in the closure of $\Omega$ for all values of $\epsilon$. This completes the proof.

According to Theorem 3.2, as $\epsilon$ tends to zero, we are led to the inequality

$$
\left|u_{0}(x, y)-g_{1}(y)\right| \leq C x .
$$

Therefore (1.2a) is the proper condition for the solution $u_{0}(x, y)$. Now the function $u_{0}$ is easily determined, and the result is

$$
u_{0}(x, y)=g_{1}(y) \exp \left(-\frac{q x}{p}\right)+p^{-1} \int_{0}^{x} f(s, y) \exp \left[-\frac{(x-s) q}{p}\right] d s
$$

Since the remaining boundary conditions ( $1.2 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) are not satisfied by the function $u_{0}(x, y)$ and the difference $u_{\epsilon}-u_{0}$ satisfies in $\Omega$ the differential equation

$$
L_{\epsilon}\left[u_{\epsilon}-u_{0}\right]=\epsilon \Delta u_{0}
$$

it is quite evident that this approximation for $u_{\epsilon}(x, y)$ is not valid in a neighborhood of three parts of the boundary of $\Omega, x=a, y=0$, and $y=b$, and is valid in the remaining subregion of $\Omega$ including the neighborhood of the inflow boundary $x=0$ up to the order $O(\epsilon)$.

First of all, a better approximation of the solution $u_{\epsilon}(x, y)$ in this subregion is to be obtained by adding to $u_{0}(x, y)$ a sum $\sum_{k=1}^{n} \epsilon^{k} u_{k}(x, y)$ which equals zero along the inflow boundary $x=0$ and has the property that $\sum_{k=0}^{n} \epsilon^{k} u_{k}(x, y)$ satisfies (1.1) up to the order $O\left(\epsilon^{n+1}\right)$ for some positive integer $n$. The functions $u_{k}(x, y)$ are determined by iteration from the differential equations

$$
\begin{equation*}
p \frac{\partial u_{k}}{\partial x}+q u_{k}=\Delta u_{k-1} \tag{3.2}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u_{k}(0, y)=0 \tag{3.3}
\end{equation*}
$$

for $k=1,2, \ldots, n$. Therefore it follows that the functions $u_{k}(x, y)$ are given by the expressions

$$
u_{k}(x, y)=p^{-1} \int_{0}^{x} \Delta u_{k-1}(s, y) \exp \left[-\frac{(x-s) q}{p}\right] d s
$$

for $k=1,2, \ldots, n$.
We will call the series

$$
\begin{equation*}
u(x, y ; \epsilon)=\sum_{k=0}^{n} \epsilon^{k} u_{k}(x, y) \tag{3.4}
\end{equation*}
$$

the outer asymptotic approximation (OA). (Other names that are given are the asymptotic approximation or the interior asymptotic approximation of $u_{\epsilon}(x, y)$ in $\Omega$.) Applying the differential operator $L_{\epsilon}$ to the function $u^{*}(x, y ; \epsilon)$, defined by

$$
\begin{equation*}
u^{*}=u_{\epsilon}-u, \tag{3.5}
\end{equation*}
$$

yields the differential equation in $\Omega$

$$
\begin{equation*}
L_{\epsilon}\left[u^{*}\right]=\epsilon^{n+1} \Delta u_{n} \tag{3.6}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
& u^{*}(0, y ; \epsilon)=0  \tag{3.7a}\\
& u^{*}(a, y ; \epsilon)=g_{2}(y)-u_{0}(a, y)-\sum_{k=1}^{n} \epsilon^{k} u_{k}(a, y),  \tag{3.7b}\\
& u^{*}(x, 0 ; \epsilon)=g_{3}(x)-u_{0}(x, 0)-\sum_{k=1}^{n} \epsilon^{k} u_{k}(x, 0), \\
& u^{*}(x, b ; \epsilon)=g_{4}(x)-u_{0}(x, b)-\sum_{k=1}^{n} \epsilon^{k} u_{k}(x, b)
\end{align*}
$$

Now the outer approximation $u(x, y ; \epsilon)$ satisfies the boundary conditions (1.2a) and introduces discrepancies in the boundary conditions ( $1.2 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) on the remaining parts of the boundary of $\Omega$. To obtain a "uniform" approximation of the solution $u_{\epsilon}$ in $\Omega$, we eliminate these discrepancies along the boundaries $x=a, y=0$, and $y=b$ by introducing other functions, called boundary layer functions and corner layer functions, along the three boundaries and the two outflow corners ( $a, 0$ ) and ( $a, b$ ). These functions will have the property that when acted on by $L_{\epsilon}$, the result will be of order $O\left(\epsilon^{n+1}\right)$ uniformly in the closure of $\Omega$. Also the boundary layer functions have the property of being asymptotically equal to zero everywhere in $\Omega$ except for a small neighborhood of one of these three boundaries while the corner layer functions have the property of being asymptotically equal to zero everywhere in $\Omega$ except for a small neighborhood of one of the outflow corners of $\Omega$. The boundary layer functions along the outflow boundary $x=a$ satisfy ordinary differential equations and define the ordinary boundary layer (OBL). The boundary layer functions along the characteristic boundaries $y=0$ and $y=b$ are of two types. One type of function satisfies a parabolic differential equation and is the parabolic boundary layer (PBL) function. The other type of boundary layer functions along the characteristic boundaries $y=0$ and $y=b$ satisfies an elliptic differential equation and is designed to remove the corner singularities of PBL; it is called the elliptic boundary layer (EBL). There are two types of corner layers at each of the outflow corners. One type of the corner layer function satisfies an ordinary differential equation and is employed to remove the discrepancy in the vicinity of the corner due to the PBL. This function is called an ordinary corner layer (OCL) function. The other type of corner layer function satisfies an elliptic differential equation and is used to remove the discrepancy in the vicinity of the corner due to the EBL, OBL and OCL; this function is called an elliptic corner layer (ECL) function. The detailed construction of these functions will be investigated in the subsequent sections. The location of all functions is indicated in Figure 3.1 and the order of construction is shown in Figure 3.2.


Fig. 3.1. Location of all functions.


Fig. 3.2. Order of constructions.

The uniform asymptotic approximation of the solution $u_{\epsilon}(x, y)$ in the closure of $\Omega$ is expressed as follows:

$$
\begin{align*}
u_{\epsilon}(x, y)=\mathrm{OA}+\mathrm{OBL} & +\mathrm{BEBL}+\mathrm{BPBL}+\mathrm{BOCL}+\mathrm{BECL}  \tag{3.8}\\
& + \text { TEBL }+ \text { TPBL }+ \text { TOCL }+ \text { TECL } \\
& + \text { REMAINDER },
\end{align*}
$$

where BEBL and TEBL stand for the EBL along the characteristic boundaries $y=0$ and $y=b$, respectively, etc.

In order to estimate the term REMAINDER in (3.8), we need the following result, which is a consequence of the maximum principle.

THEOREM 3.3. If $\Phi_{\epsilon}(x, y)$ is the solution of the boundary value problem

$$
L_{\epsilon}\left[\Phi_{\epsilon}\right]=h_{\epsilon}(x, y)
$$

valid in $\Omega$ with

$$
\left.\Phi_{\epsilon}(x, y)\right|_{\Gamma}=\left.\Psi_{\epsilon}(x, y)\right|_{\Gamma}
$$

along the boundary $\Gamma$ of $\Omega$, and if

$$
h_{\epsilon}(x, y)=O\left(\epsilon^{\mu}\right) \text { in } \bar{\Omega}, \quad \mu \geq 0
$$

and

$$
\Psi_{\epsilon}(x, y)=O\left(\epsilon^{\nu}\right) \text { along } \Gamma, \quad \nu \geq 0
$$

then at most

$$
\Phi_{\epsilon}(x, y)=O\left(\epsilon^{\min (\mu, \nu)}\right) \text { in } \bar{\Omega}
$$

From this theorem, we conclude that if it is possible to have $L_{\epsilon}$ [REMAINDER] being of order $O\left(\epsilon^{n+1}\right)$ in the closure of $\Omega$ and the term REMAINDER being of order $O\left(\epsilon^{n+1}\right)$ on the boundary of $\Omega$, then it follows that the estimate

$$
\text { REMAINDER }=O\left(\epsilon^{n+1}\right)
$$

holds uniformly in the closure of $\Omega$.
3.2. Ordinary boundary layer along the outflow boundary $x=a$. Let the stretched variable $X_{1}$ along the outflow boundary $x=a$ be defined by $x=a-\epsilon X_{1}$. The ordinary boundary layer along the outflow boundary $x=a$ is defined by the series

$$
\begin{equation*}
w\left(X_{1}, y ; \epsilon\right)=\sum_{k=0}^{n+1} \epsilon^{k} w_{k}\left(X_{1}, y\right) \tag{3.9}
\end{equation*}
$$

where the functions $w_{k}\left(X_{1}, y\right)$ are defined iteratively by the ordinary differential equations

$$
\begin{equation*}
\frac{\partial^{2} w_{k}}{\partial X_{1}{ }^{2}}+p \frac{\partial w_{k}}{\partial X_{1}}=\pi_{k}\left(X_{1}, y\right) \tag{3.10}
\end{equation*}
$$

over the unbounded interval $0<X_{1}<\infty$, where $y$ is a parameter $0 \leq y \leq b$, and the functions $\pi_{k}\left(X_{1}, y\right)$ have the expressions

$$
\begin{aligned}
& \pi_{0}\left(X_{1}, y\right)=0 \\
& \pi_{1}\left(X_{1}, y\right)=q w_{0}
\end{aligned}
$$

and for $2 \leq k \leq n+1$,

$$
\pi_{k}\left(X_{1}, y\right)=-\frac{\partial^{2} w_{k-2}}{\partial y^{2}}+q w_{k-1}
$$

The boundary conditions imposed on the functions $w_{k}\left(X_{1}, y\right)$ are such that the discrepancy, due to the introduction of the outer approximation $u(x, y ; \epsilon)$ in the boundary condition (1.2b) at the outflow boundary $x=a$, disappears and such that the functions $w_{k}\left(X_{1}, y\right)$ approach zero as $x \neq a$ and $\epsilon$ tends to zero. That is, we impose the boundary conditions

$$
\begin{align*}
& w_{0}(0, y)=g_{2}(y)-u_{0}(a, y) \\
& w_{k}(0, y)=-u_{k}(a, y)  \tag{3.11a}\\
& w_{n+1}(0, y)=0
\end{align*} \quad \text { for } 1 \leq k \leq n,
$$

and for $0 \leq k \leq n+1$,

$$
\begin{equation*}
w_{k}\left(X_{1}, y\right) \rightarrow 0 \quad \text { as } X_{1} \rightarrow \infty \tag{3.11b}
\end{equation*}
$$

It is easy to see that when $k=0$ and $k=1$ we obtain the solutions in the form

$$
\begin{aligned}
w_{0}\left(X_{1}, y\right) & =\left[g_{2}(y)-u_{0}(a, y)\right] \exp \left(-p X_{1}\right), \\
w_{1}\left(X_{1}, y\right) & =\left[-u_{1}(a, y)-\left(g_{2}(y)-u_{0}(a, y)\right) p^{-1} q X_{1}\right] \exp \left(-p X_{1}\right) .
\end{aligned}
$$

In general, for $k \geq 2$, each of the functions $\pi_{k}\left(X_{1}, y\right)$ is the product of $\exp \left(-p X_{1}\right)$, the function of boundary layer type along the boundary $x=a$, and a polynomial of degree $k-1$ in $X_{1}$ with the coefficients depending on $y$. Hence the solutions $w_{k}$ can be expressed as

$$
w_{k}\left(X_{1}, y\right)=\ell_{k}\left(X_{1}, y\right) \exp \left(-p X_{1}\right)
$$

where $\ell_{k}\left(X_{1}, y\right)$ is a polynomial of degree $k$ in $X_{1}$ with the coefficients depending on $y$.

Remark 3.3. From ODE theory, if $p$ is a positive number, the integral

$$
\int_{0}^{\infty} f(s) \exp (-p s) d s
$$

converges and

$$
\exp (-p x) \int_{0}^{x} f(s) d s
$$

converges to 0 as $x$ tends to $\infty$, then the solution of the ordinary differential equation

$$
u^{\prime \prime}(x)+p u^{\prime}(x)=f(x) \exp (-p x)
$$

defined over the unbounded interval $0<x<\infty$ under the boundary conditions

$$
u(0)=A \quad \text { and } \quad u(x) \rightarrow 0 \quad \text { as } x \rightarrow \infty
$$

has the form

$$
\begin{align*}
u(x)=A & \exp (-p x)-p^{-1} \exp (-p x) \int_{0}^{x} f(s) d s  \tag{3.12}\\
& -p^{-1} \int_{x}^{\infty} f(s) \exp (-p s) d s+p^{-1} \exp (-p x) \int_{0}^{\infty} f(s) \exp (-p s) d s
\end{align*}
$$

TheOrem 3.4. There exist two positive constants $C$ and $c$ independent of $\epsilon$ such that the inequalities

$$
\begin{equation*}
\left|\frac{\partial^{\ell}}{\partial y^{\ell}} w_{k}\left(X_{1}, y\right)\right| \leq C \exp \left(-c X_{1}\right) \tag{3.13}
\end{equation*}
$$

hold for $0 \leq k \leq n+1$ and $\ell=0$ and 2 .

Proof. The above inequalities are quite clear because the functions $w_{k}$, and $\partial^{2} w_{k} / \partial y^{2}$ are products of $\exp \left(-p X_{1}\right)$ and a polynomial in $X_{1}$ with the coefficients depending on $y$.

Applying the differential operator $L_{\epsilon}$ to the series $w$ gives

$$
\begin{align*}
L_{\epsilon} w & =\sum_{k=0}^{n+1} \epsilon^{k} L_{\epsilon} w_{k}  \tag{3.14}\\
& =\sum_{k=0}^{n+1} \epsilon^{k}\left(-\epsilon \frac{\partial^{2} w_{k}}{\partial x^{2}}-\epsilon \frac{\partial^{2} w_{k}}{\partial y^{2}}+p \frac{\partial w_{k}}{\partial x}+q w_{k}\right)
\end{align*}
$$

The equation (3.10) may be written as

$$
\begin{equation*}
-\epsilon \frac{\partial^{2} w_{k}}{\partial x^{2}}+p \frac{\partial w_{k}}{\partial x}=-\epsilon^{-1} \pi_{k}\left(\frac{a-x}{\epsilon}, y\right) \tag{3.15}
\end{equation*}
$$

Substitution of (3.15) into (3.14) yields

$$
\begin{align*}
L_{\epsilon} w & =-\sum_{k=0}^{n+1} \epsilon^{k+1} \frac{\partial^{2} w_{k}}{\partial y^{2}}+\sum_{k=0}^{n+1} \epsilon^{k} q w_{k}+\sum_{k=0}^{n+1} \epsilon^{k-1} \pi_{k}\left(\frac{a-x}{\epsilon}, y\right)  \tag{3.16}\\
& =\epsilon^{n+1}\left(-\epsilon \frac{\partial^{2} w_{n+1}}{\partial y^{2}}-\frac{\partial^{2} w_{n}}{\partial y^{2}}+q w_{n+1}\right) .
\end{align*}
$$

It follows from (3.13) that the estimate

$$
L_{\epsilon} w=O\left(\epsilon^{n+1}\right)
$$

is valid uniformly in the closure of $\Omega$. Furthermore, let us examine this series on the boundary of $\Omega$.
i) At $x=a$, the series

$$
\begin{equation*}
w=\sum_{k=0}^{n+1} \epsilon^{k} w_{k}(0, y)=g_{2}(y)-\sum_{k=0}^{n} \epsilon^{k} u_{k}(a, y) \tag{3.17a}
\end{equation*}
$$

is equal to $u^{*}(a, y ; \epsilon)$.
ii) At $x=0$, the series

$$
\begin{equation*}
w=\sum_{k=0}^{n+1} \epsilon^{k} w_{k}\left(\frac{a}{\epsilon}, y\right) \tag{3.17b}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the interval $0 \leq y \leq b$.
iii) At $y=0$ and $y=b$, the series

$$
\begin{equation*}
w=\sum_{k=0}^{n+1} \epsilon^{k} w_{k}\left(\frac{a-x}{\epsilon}, y\right) \tag{3.17c}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ for each $x$ in the interval $0 \leq x<a$, but not in the closed interval $0 \leq x \leq a$. To circumvent this difficulty, we define two series, called the elliptic corner layers, at the outflow corners $(a, 0)$ and $(a, b)$. The construction of these elliptic corner layers is given in Section 3.6.
3.3. Elliptic boundary layer along the characteristic boundary $\boldsymbol{y}=0$. Usually the given problem (1.1), (1.2a,b,c,d) may not have the necessary compatibility conditions for the solution $u_{\epsilon}(x, y)$ at the inflow corner $(0,0)$ to insure the smoothness of the parabolic boundary layer function $z_{0}(x, Y)$, which satisfies the parabolic differential equation (3.26) in a semi-strip $0<x<a$ and $0<Y<\infty$. The second partial derivative of $z_{0}$ with respect to the time-like variable $x$ is singular near the origin, and consequently the right-hand side of the differential equation for $z_{1}$ is singular in the vicinity of the origin. To remedy the presence of this "corner singularity," we introduce some functions $v_{k}\left(X, Y_{1}\right)$ with the stretched variables $X=x / \epsilon$ and $Y_{1}=y / \epsilon$, which are defined by elliptic differential equations over the quarter plane $0<X<\infty$ and $0<Y_{1}<\infty$ with the values zero as the boundary conditions along $X=0$ and a suitable boundary condition along $Y_{1}=0$ such that the desired compatibility conditions for parabolic differential equations can be obtained to guarantee the boundedness of the second partial derivative of all functions $z_{k}(x, Y)$ with respect to $x$ in the semi-strip domain. This enables us to carry out an iteration process related to the parabolic boundary layer.

The elliptic boundary layer along the characteristic boundary $y=0$ is defined by the series

$$
\begin{equation*}
v\left(X, Y_{1} ; \epsilon\right)=\sum_{k=0}^{n+1} \epsilon^{k} v_{k}\left(X, Y_{1} ; \epsilon\right) \tag{3.18}
\end{equation*}
$$

where the functions $v_{k}\left(X, Y_{1} ; \epsilon\right)$ are defined iteratively by the elliptic differential equations

$$
\begin{equation*}
-\left(\frac{\partial^{2} v_{k}}{\partial X^{2}}+\frac{\partial^{2} v_{k}}{\partial Y_{1}^{2}}\right)+p \frac{\partial v_{k}}{\partial X}+\epsilon q v_{k}=0 \tag{3.19}
\end{equation*}
$$

over the quarter plane $0<X<\infty$ and $0<Y_{1}<\infty$. We impose the boundary conditions for $v_{k}$ in the following way:

$$
\begin{equation*}
v_{k}\left(0, Y_{1} ; \epsilon\right)=0, \quad 0 \leq k \leq n+1 \tag{3.20a}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{k}(X, 0 ; \epsilon)=\omega_{k}(X ; \epsilon), \quad 0 \leq k \leq n+1, \tag{3.20b}
\end{equation*}
$$

where the functions $\omega_{k}(X ; \epsilon)$ have the expressions

$$
\omega_{0}(X ; \epsilon)=\sum_{i=1}^{N} \frac{X^{i}}{i!}\left(g_{3}^{(i)}(0)-\frac{\partial^{i}}{\partial x^{i}} u_{0}(0,0)\right) \epsilon^{i},
$$

and for $1 \leq k \leq n$,

$$
\omega_{k}(X ; \epsilon)=-\sum_{i=1}^{N-2 k} \frac{X^{i}}{i!} \frac{\partial^{i}}{\partial x^{i}} u_{k}(0,0) \epsilon^{i}
$$

and

$$
\omega_{n+1}(X ; \epsilon)=0 .
$$

Note that $\omega_{k}(0 ; \epsilon)=0$. In addition to the Dirichlet boundary conditions (3.20a,b), we impose the following conditions at infinity:

$$
\begin{equation*}
v_{k}\left(X, Y_{1} ; \epsilon\right) \rightarrow 0 \quad \text { as } X^{2}+Y_{1}^{2} \rightarrow \infty \text { and } Y_{1}>0,0 \leq k \leq n+1 \tag{3.20c}
\end{equation*}
$$

We remark that an equivalent condition is

$$
v_{k}\left(X, Y_{1} ; \epsilon\right) \text { does not grow exponentially as } X^{2}+Y_{1}^{2} \rightarrow \infty
$$

The elliptic equation (3.19) with the conditions (3.20a,b,c) has a unique solution, and the maximum principle is valid for this problem [12], [39]. The parameter $\epsilon$ appears in this problem as a regular perturbation parameter. Therefore, $v_{k}\left(X, Y_{1} ; \epsilon\right)$ could itself be written as a finite series in $\epsilon$ plus a remainder term that is $O\left(\epsilon^{n+1}\right)$. The particular form of the function $v_{k}\left(X, Y_{1} ; \epsilon\right)$ was chosen to make subsequent computations more tractable.

THEOREM 3.5. The solutions $v_{k}\left(X, Y_{1} ; \epsilon\right)$ have the integral representations

$$
v_{k}\left(X, Y_{1} ; \epsilon\right)=\frac{\tau Y_{1}}{\pi} \int_{0}^{\infty}\left[r_{5}^{-1} K_{1}\left(\tau r_{5}\right)-r_{6}^{-1} K_{1}\left(\tau r_{6}\right)\right] \omega_{k}(s ; \epsilon) \exp \left[-\frac{p(s-X)}{2}\right] d s
$$

where

$$
\begin{aligned}
\tau & =\left(\frac{p^{2}}{4}+\epsilon q\right)^{1 / 2}, \\
r_{5} & =\left[(X-s)^{2}+Y_{1}^{2}\right]^{1 / 2} \\
r_{6} & =\left[(X+s)^{2}+Y_{1}^{2}\right]^{1 / 2}
\end{aligned}
$$

and $K_{1}$ is the modified Bessel function of the second kind of the first order.
Proof. The transformation

$$
v_{k}\left(X, Y_{1} ; \epsilon\right)=v_{k}^{*}\left(X, Y_{1} ; \epsilon\right) \exp \left(\frac{p X}{2}\right)
$$

yields the differential equations for $v_{k}^{*}$

$$
\begin{equation*}
-\left(\frac{\partial^{2} v_{k}^{*}}{\partial X^{2}}+\frac{\partial^{2} v_{k}^{*}}{\partial Y_{1}^{2}}\right)+\left(\frac{p^{2}}{4}+\epsilon q\right) v_{k}^{*}=0 \tag{3.21}
\end{equation*}
$$

over the quarter plane $0<X<\infty$ and $0<Y_{1}<\infty$ under the boundary conditions

$$
\begin{aligned}
v_{k}^{*}(X, 0 ; \epsilon) & =\omega_{k}(X ; \epsilon) \exp \left(-\frac{p X}{2}\right) \\
v_{k}^{*}\left(0, Y_{1} ; \epsilon\right) & =0
\end{aligned}
$$

and

$$
v_{k}^{*}\left(X, Y_{1} ; \epsilon\right) \rightarrow 0 \quad \text { as } X^{2}+Y_{1}^{2} \rightarrow \infty
$$

Since the fundamental solution for this differential operator (3.21) is

$$
\frac{1}{2 \pi} K_{0}\left(\tau \sqrt{X^{2}+Y_{1}^{2}}\right)
$$

the Green's function for this differential operator over the quarter plane is given by

$$
G\left(X, Y_{1} ; s, t\right)=\frac{1}{2 \pi}\left[K_{0}\left(\tau r_{1}\right)-K_{0}\left(\tau r_{2}\right)+K_{0}\left(\tau r_{3}\right)-K_{0}\left(\tau r_{4}\right)\right]
$$

where $K_{0}$ is the modified Bessel function of the second kind of the zeroth order, and

$$
\begin{array}{ll}
r_{1}=\left[(X-s)^{2}+\left(Y_{1}-t\right)^{2}\right]^{1 / 2}, & r_{2}=\left[(X+s)^{2}+\left(Y_{1}-t\right)^{2}\right]^{1 / 2} \\
r_{3}=\left[(X+s)^{2}+\left(Y_{1}+t\right)^{2}\right]^{1 / 2}, & r_{4}=\left[(X-s)^{2}+\left(Y_{1}+t\right)^{2}\right]^{1 / 2}
\end{array}
$$

It follows that the functions $v_{k}^{*}$ have the expressions

$$
v_{k}^{*}\left(X, Y_{1} ; \epsilon\right)=\int_{0}^{\infty} \omega_{k}(s ; \epsilon) \exp \left(-\frac{p s}{2}\right) \frac{\partial G}{\partial t}\left(X, Y_{1} ; s, 0\right) d s
$$

A computation gives, by using $K_{0}^{\prime}(x)=-K_{1}(x)$,

$$
\frac{\partial G}{\partial t}\left(X, Y_{1} ; s, 0\right)=\frac{\tau Y_{1}}{\pi}\left[r_{5}^{-1} K_{1}\left(\tau r_{5}\right)-r_{6}^{-1} K_{1}\left(\tau r_{6}\right)\right] .
$$

Therefore we have the desired integral representations for $v_{k}^{*}\left(X, Y_{1} ; \epsilon\right)$. This completes the proof.

The value of the positive integer $N$ should be at least $2 n+1$ in order to guarantee the smoothness of the parabolic boundary layer function $\left(\partial^{2} / \partial x^{2}\right) z_{n}(x, Y)$ and the ordinary corner layer function $\left(\partial^{2} / \partial Y^{2}\right) W_{n+1}\left(X_{1}, Y\right)$, which will be discussed shortly.

In order to estimate the elliptic boundary layer, the following exponential estimates for $v_{k}\left(X, Y_{1} ; \epsilon\right)$ are needed.

THEOREM 3.6. There exist two positive constants $C$ and $c$ independent of $\epsilon$ such that the inequalities

$$
\begin{equation*}
\left|v_{k}\left(X, Y_{1} ; \epsilon\right)\right| \leq C \exp \left[-c\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right] \tag{3.22}
\end{equation*}
$$

hold for $0 \leq k \leq n+1$.
Proof. The condition at infinity (3.20c) enables us to have the maximum principle for the boundary value problem over the unbounded domain. By the linearity, it suffices to prove that the solutions $v_{k}\left(X, Y_{1} ; \epsilon\right)$ for the differential equation (3.19) over the quarter plane $0<X<\infty$ and $0<Y_{1}<\infty$ under the boundary conditions (3.20a) and

$$
v_{k}(X, 0 ; \epsilon)=X^{i} \epsilon^{i}
$$

and (3.20c) satisfy the estimate (3.22). Let the barrier function $U\left(X, Y_{1} ; \epsilon\right)$ be defined by

$$
U\left(X, Y_{1} ; \epsilon\right)=\epsilon^{i} \sum_{j=0}^{i} c_{j}\left(X^{2}+Y_{1}^{2}\right)^{j / 2} \exp \left[-\frac{p}{2}\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right]
$$

where the values of positive constants $c_{j}$ will be determined in the course of this proof. Note that the function $U$ satisfies the restricted growth condition at infinity (3.20c). It is clear that

$$
U(X, 0 ; \epsilon)=\epsilon^{i} \sum_{j=0}^{i} c_{j} X^{j} \geq v_{k}(X, 0 ; \epsilon)
$$

for all $k$ if $c_{j}=1$ and $c_{j} \geq 0$ for $0 \leq j \leq i-1$, and

$$
U\left(0, Y_{1} ; \epsilon\right)=\epsilon^{i} \sum_{j=0}^{i} c_{j} Y_{1}^{j} \exp \left(-\frac{p}{2} Y_{1}\right)>v_{k}\left(0, Y_{1} ; \epsilon\right)
$$

for all $k$. A computation yields

$$
\begin{aligned}
& \begin{array}{l}
-\left(\frac{\partial^{2} U}{\partial X^{2}}+\frac{\partial^{2} U}{\partial Y_{1}^{2}}\right)+p \frac{\partial U}{\partial X}+\epsilon q U \\
\begin{array}{c}
=\epsilon^{i} \exp \left[-\frac{p}{2}\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right]\left(\sum_{j=0}^{i} c_{j} p\left(j+\frac{1}{2}\right)\left(X^{2}+Y_{1}^{2}\right)^{(j-1) / 2}\right.
\end{array} \\
\left.\quad-\sum_{j=0}^{i} c_{j} j^{2}\left(X^{2}+Y_{1}^{2}\right)^{(j-2) / 2}+\sum_{j=0}^{i} \epsilon q c_{j}\left(X^{2}+Y_{1}^{2}\right)^{j / 2}\right) \\
= \\
\quad \epsilon^{i} \exp \left[-\frac{p}{2}\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right] \\
\quad \cdot\left(\epsilon q c_{i}\left(X^{2}+Y_{1}^{2}\right)^{i / 2}+\left[\epsilon q c_{i-1}+c_{i} p\left(i+\frac{1}{2}\right)\right]\left(X^{2}+Y_{1}^{2}\right)^{(i-1) / 2}\right. \\
\quad+\sum_{j=1}^{i-1}\left[\epsilon q c_{j-1}+c_{j} p\left(j+\frac{1}{2}\right)-c_{j+1}(j+1)^{2}\right]
\end{array} \\
& \left.\quad \cdot\left(X^{2}+Y_{1}^{2}\right)^{(j-1) / 2}\left(c_{0} \frac{p}{2}-c_{1}\right)\left(X^{2}+Y_{1}^{2}\right)^{-1 / 2}\right) \\
& \geq \epsilon^{i} \exp \left[-\frac{p}{2}\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right]\left(c_{i} p\left(i+\frac{1}{2}\right)\left(X^{2}+Y_{1}^{2}\right)^{(i-1) / 2}\right. \\
& \left.\quad+\sum_{j=0}^{i-1}\left[c_{j} p\left(j+\frac{1}{2}\right)-c_{j+1}(j+1)^{2}\right]\left(X^{2}+Y_{1}^{2}\right)^{(j-1) / 2}\right),
\end{aligned}
$$

which is greater than or equal to zero if the numbers $c_{j}$ are chosen so that the inequalities

$$
c_{j} p\left(j+\frac{1}{2}\right) \geq c_{j+1}(j+1)^{2}
$$

hold for $j=i-1, i-2, \ldots, 2,1,0$, then it follows from the maximum principle that the inequalities

$$
\left|v_{k}\left(X, Y_{1} ; \epsilon\right)\right| \leq \epsilon^{i} \sum_{j=0}^{i} c_{j}\left(X^{2}+Y_{1}^{2}\right)^{j / 2} \exp \left[-\frac{p}{2}\left(\sqrt{X^{2}+Y_{1}^{2}}-X\right)\right]
$$

hold for $0 \leq x<\infty$ and $0 \leq Y_{1}<\infty$. By the definition of the stretched variables $X$ and $Y_{1}$, we obtain

$$
\left|v_{k}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right)\right| \leq \sum_{j=0}^{i} c_{j}\left(a^{2}+b^{2}\right)^{j / 2} \exp \left[-\frac{p}{2 \epsilon}\left(\sqrt{x^{2}+y^{2}}-x\right)\right]
$$

Hence over the closure of $\Omega$, we are led to the estimate

$$
\left|v_{k}\left(\frac{x}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right)\right| \leq C \exp \left[-\frac{p}{2 \epsilon}\left(\sqrt{x^{2}+y^{2}}-x\right)\right]
$$

where $C$ is some constant independent of $\epsilon$. This completes the proof.
Now applying the differential operator $L_{\epsilon}$ to the series $v$ yields

$$
\begin{aligned}
L_{\epsilon} v & =\sum_{k=0}^{n+1} \epsilon^{k} L_{\epsilon} v_{k} \\
& =\sum_{k=0}^{n+1} \epsilon^{k}\left[-\epsilon\left(\frac{\partial^{2} v_{k}}{\partial x^{2}}+\frac{\partial^{2} v_{k}}{\partial y^{2}}\right)+p \frac{\partial v_{k}}{\partial x}+q v_{k}\right]
\end{aligned}
$$

Equation (3.19) can be written as

$$
-\epsilon\left(\frac{\partial^{2} v_{k}}{\partial x^{2}}+\frac{\partial^{2} v_{k}}{\partial y^{2}}\right)+p \frac{\partial v_{k}}{\partial x}+q v_{k}=0
$$

Hence it follows that

$$
\begin{equation*}
L_{\epsilon} v=0 \tag{3.23}
\end{equation*}
$$

is valid uniformly in the closure of $\Omega$. Moreover, let us examine this series on the boundary of $\Omega$.
i) At $y=0$, the series becomes

$$
\begin{equation*}
v=\sum_{i=1}^{N} \frac{x^{i}}{i!}\left[g_{3}^{(i)}(0)-\frac{\partial^{i}}{\partial x^{i}} u_{0}(0,0)\right]-\sum_{k=1}^{n} \epsilon^{k}\left[\sum_{i=1}^{N-2 k} \frac{x^{i}}{i!} \frac{\partial^{i}}{\partial x^{i}} u_{k}(0,0)\right] \tag{3.24a}
\end{equation*}
$$

ii) At $x=0$,

$$
\begin{equation*}
v=0 \tag{3.24b}
\end{equation*}
$$

iii) At $y=b$, the series

$$
\begin{equation*}
v=\sum_{k=0}^{n} \epsilon^{k} v_{k}\left(\frac{x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right) \tag{3.24c}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $x \leq a$.
iv) At $x=a$, the series

$$
\begin{equation*}
v=\sum_{k=0}^{n} \epsilon^{k} v_{k}\left(\frac{a}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right) \tag{3.24d}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the interval $0<y \leq b$, but not in the closed interval $0 \leq y \leq b$. To overcome this difficulty, we will define a series, called an elliptic corner layer (ECL), at the outflow corner ( $a, 0$ ). The ECL is constructed in Section 3.6.
3.4. Parabolic boundary layer along the characteristic boundary $y=$ 0. The stretched variable $Y$ along the characteristic boundary $y=0$ is defined by $y=\sqrt{\epsilon} Y$. The parabolic boundary layer along the characteristic boundary $y=0$ is defined by the series

$$
\begin{equation*}
z(x, Y ; \epsilon)=\sum_{k=0}^{n} \epsilon^{k} z_{k}(x, Y) \tag{3.25}
\end{equation*}
$$

where the functions $z_{k}(x, Y)$ are defined iteratively by the parabolic differential equations

$$
\begin{equation*}
-\frac{\partial^{2} z_{k}}{\partial Y^{2}}+p \frac{\partial z_{k}}{\partial x}+q z_{k}=\mu_{k}(x, Y) \tag{3.26}
\end{equation*}
$$

over the semi-strip $0<x<a$ and $0<Y<\infty$. The functions $\mu_{k}$ are given by

$$
\mu_{0}(x, Y)=0
$$

and for $1 \leq k \leq n$,

$$
\mu_{k}(x, Y)=\frac{\partial^{2} z_{k-1}}{\partial x^{2}}
$$

We impose boundary conditions on the functions $z_{k}$ to eliminate the discrepancy along the boundary $y=0$ introduced by both the outer approximation $u(x, y ; \epsilon)$ and the elliptic boundary layer $v\left(X, Y_{1} ; \epsilon\right)$, and to arrange that the functions $z_{k}(x, Y)$ approach zero for $Y \neq 0$ and as $\epsilon \rightarrow 0$. For this, we impose the following initial-boundary conditions

$$
\begin{align*}
& z_{k}(0, Y)=0  \tag{3.27a}\\
& z_{k}(x, 0)=\gamma_{k}(x) \tag{3.27b}
\end{align*}
$$

and

$$
\begin{equation*}
z_{k}(x, Y) \rightarrow 0 \quad \text { as } Y \rightarrow \infty \tag{3.27c}
\end{equation*}
$$

The functions $\gamma_{k}(x)$ are defined by

$$
\gamma_{0}(x)=g_{3}(x)-u_{0}(x, 0)-\sum_{i=1}^{N} \frac{x^{i}}{i!}\left[g_{3}^{(i)}(0)-\frac{\partial^{i}}{\partial x^{i}} u_{0}(0,0)\right],
$$

and for $1 \leq k \leq n$,

$$
\gamma_{k}(x)=-\left[u_{k}(x, 0)-\sum_{i=1}^{N-2 k} \frac{x^{i}}{i!} \frac{\partial^{i}}{\partial x^{i}} u_{k}(0,0)\right] .
$$

Note that $\gamma_{k}(0)=0$ for each $k$.

THEOREM 3.7. The solutions $z_{k}(x, Y)$ for the initial-boundary value problems (3.26), (3.27a,b,c) have the integral representations

$$
\begin{equation*}
z_{0}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x / p}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma_{0}\left(x-\frac{p Y^{2}}{2 t^{2}}\right) \exp \left(-\frac{q Y^{2}}{2 t^{2}}\right) d t \tag{3.28}
\end{equation*}
$$

and for $1 \leq k \leq n$,

$$
\begin{array}{r}
z_{k}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x / p}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma_{k}\left(x-\frac{p Y^{2}}{2 t^{2}}\right) \exp \left(-\frac{q Y^{2}}{2 t^{2}}\right) d t  \tag{3.29}\\
+\frac{1}{2 \sqrt{\pi}} \int_{0}^{x / p} \int_{0}^{\infty} \frac{1}{\sqrt{s}}\left\{\exp \left[-\frac{(Y-t)^{2}}{4 s}\right]-\exp \left[-\frac{(Y+t)^{2}}{4 s}\right]\right\} \\
\cdot \frac{\partial^{2}}{\partial x^{2}} z_{k-1}(x-p s, t) \exp (-q s) d t d s
\end{array}
$$

Proof. The transformation

$$
z_{k}(x, Y)=z_{k}^{*}\left(\frac{x}{p}, Y\right) \exp \left(-\frac{q x}{p}\right)
$$

yields the heat equation for $z_{k}^{*}(x, Y)$

$$
\begin{equation*}
-\frac{\partial^{2} z_{k}^{*}}{\partial Y^{2}}+\frac{\partial z_{k}^{*}}{\partial x}=\mu_{k}(p x, Y) \exp (q x) \tag{3.30}
\end{equation*}
$$

over the semi-strip $0<x<a / p$ and $0<Y<\infty$ under the initial-boundary conditions

$$
z_{k}^{*}(0, Y)=0, \quad z_{k}^{*}(x, 0)=\gamma_{k}(p x) \exp (q x)
$$

and

$$
z_{k}^{*}(x, Y) \rightarrow 0 \quad \text { as } Y \rightarrow \infty .
$$

The fundamental solution for the differential operator of (3.30) is

$$
K(x, Y)=\frac{1}{\sqrt{4 \pi x}} \exp \left(-\frac{Y^{2}}{4 x}\right)
$$

and hence Green's function for the differential operator over the semi-strip $0<x<a / p$ and $0<Y<\infty$ is given by

$$
G(x, Y ; s, t)=K(x-s, Y-t)-K(x-s, Y+t) .
$$

Therefore the solutions $z_{k}^{*}(x, Y)$ can be expressed as [5]

$$
\begin{aligned}
z_{k}^{*}(x, Y)= & \int_{0}^{x} \\
& \frac{\partial G}{\partial t}(x, Y ; s, 0) \gamma_{k}(p s) \exp (q s) d s \\
& +\int_{0}^{x} \int_{0}^{\infty} G(x, Y ; s, t) \mu_{k}(p s, t) \exp (q s) d t d s
\end{aligned}
$$

A computation shows that

$$
\begin{aligned}
\frac{\partial G}{\partial t}(x, Y ; s, 0) & =-2 \frac{\partial}{\partial Y} K(x-s, Y) \\
& =\frac{Y}{2 \sqrt{\pi}(x-s)^{3 / 2}} \exp \left[-\frac{Y^{2}}{4(x-s)}\right]
\end{aligned}
$$

and then we obtain

$$
\begin{aligned}
z_{k}^{*}(x, Y)= & \frac{Y}{2 \sqrt{\pi}} \int_{0}^{x} \frac{1}{(x-s)^{3 / 2}} \exp \left[-\frac{Y^{2}}{4(x-s)}\right] \gamma_{k}(p s) \exp (q s) d s \\
& +\int_{0}^{x} \int_{0}^{\infty} G(x, Y ; s, t) \mu_{k}(p s, t) \exp (q s) d t d s
\end{aligned}
$$

Making the changes of integrators as follows: let $Y / \sqrt{2(x-t)}=t$ in the first integral, and let $x-s=s^{\prime}$ and then replace $s^{\prime}$ by $s$ in the second integral of $z_{k}^{*}$, we get

$$
\begin{array}{r}
z_{k}^{*}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma_{k}\left(p x-\frac{p Y^{2}}{2 t^{2}}\right) \exp \left(q x-\frac{q Y^{2}}{2 t^{2}}\right) d t \\
+\frac{1}{2 \sqrt{\pi}} \int_{0}^{x} \int_{0}^{\infty} \frac{1}{\sqrt{s}}\left\{\exp \left[-\frac{(Y-t)^{2}}{4 s}\right]-\exp \left[-\frac{(Y+t)^{2}}{4 s}\right]\right\} \\
\cdot \mu_{k}(p x-p s, t) \exp [q(x-s)] d t d s
\end{array}
$$

which gives the desired expressions for $z_{k}(x, Y)$. This completes the proof.
THEOREM 3.8. There exist two positive constants $C$ and $c$ independent of $\epsilon$ such that the inequalities

$$
\begin{equation*}
\left|\frac{\partial^{i}}{\partial x^{i}} z_{k}(x, Y)\right| \leq C \exp (-c Y) \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial^{2 i}}{\partial Y^{2 i}} z_{k}(x, Y)\right| \leq C \exp (-c Y) \tag{3.32}
\end{equation*}
$$

hold for $0 \leq i \leq 2 n+2-2 k$. The inequalities (3.32) will be used in Section 3.5 to obtain estimates for the ordinary corner layer functions $W_{k}\left(X_{1}, Y\right)$.

Proof. First of all, let us prove the inequality (3.31) when $k=0$. Thanks to the construction of $\gamma_{0}(x)$, it is easy to see that

$$
\gamma_{0}^{(i)}(0)=0
$$

for $i=0,1,2, \ldots, 2 n+1$ (the value of $N$ should be at least $2 n+1$ ), and hence we have

$$
\frac{\partial^{i}}{\partial x^{i}} z_{0}(x, Y)=\sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x / p}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma_{0}^{(i)}\left(x-\frac{p Y^{2}}{2 t^{2}}\right) d t
$$

for $0 \leq i \leq 2 n+2$. Since

$$
\left|\gamma_{0}^{(i)}\left(x-\frac{p Y^{2}}{2 t^{2}}\right)\right| \leq C
$$

and for arbitrary constant $c>0$,

$$
\begin{aligned}
\exp \left(-\frac{t^{2}}{2}\right) & \leq \exp \left(\frac{c^{2}}{2}-c t\right)=\exp \left(\frac{c^{2}}{2}\right) \cdot \exp (-c t) \\
& =C \exp (-c t)
\end{aligned}
$$

we have

$$
\begin{aligned}
\left|\frac{\partial^{i}}{\partial x^{i}} z_{0}(x, Y)\right| & \leq C \int_{Y / \sqrt{2 x / p}}^{\infty} \exp (-c t) d t=C \exp \left(-c \frac{Y}{\sqrt{2 x / p}}\right) \\
& \leq C \exp \left(-c \frac{Y}{\sqrt{2 a / p}}\right)=C \exp (-c Y)
\end{aligned}
$$

for $0 \leq Y<\infty$. It follows from (3.26) that $\partial^{2 i} z_{0} / \partial Y^{2 i}$ is a linear combination of $\partial^{j} z_{0} / \partial x^{j}$ for $0 \leq j \leq i$. Consequently, the inequality (3.32) is obtained for $k=0$. Next consider the case $k=1$, we have from (3.29)

$$
\begin{aligned}
& \frac{\partial^{i}}{\partial x^{i}} z_{1}(x, Y)= \sqrt{\frac{2}{\pi}} \int_{Y / \sqrt{2 x / p}}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \gamma_{1}^{(i)}\left(x-\frac{p Y^{2}}{2 t^{2}}\right) \exp \left(-\frac{q Y^{2}}{2 t^{2}}\right) d t \\
&+\frac{1}{2 \sqrt{\pi}} \int_{0}^{x / p} \int_{0}^{\infty} \frac{1}{\sqrt{s}}\left[\exp \left(-\frac{(Y-t)^{2}}{4 s}\right)-\exp \left(-\frac{(Y+t)^{2}}{4 s}\right)\right] \\
& \cdot \frac{\partial^{2+i}}{\partial x^{2+i}} z_{0}(x-p s, t) d t d s
\end{aligned}
$$

for $0 \leq i \leq 2 n$, because of

$$
\gamma_{1}^{(i)}(0)=0
$$

for $0 \leq i \leq 2 n-1$ and

$$
\frac{\partial^{j}}{\partial x^{j}} z_{0}(0, y)=0
$$

for $2 \leq j \leq 2 n+1$. (Note that $\left(\partial^{j} / \partial x^{j}\right) z_{0}(0, Y)$ is a linear combination of $\left(\partial^{2 i} / \partial Y^{2 i}\right) z_{0}$ $(0, Y)$ for $0 \leq i \leq j$.) As in the case $k=0$, the first integral of $\left(\partial^{i} / \partial x^{i}\right) z_{1}(x, Y)$ has the desired estimate, and therefore we consider the second integral only. Now the estimates

$$
\left|\frac{\partial^{2+i}}{\partial x^{2+i}} z_{0}(x-p s, t)\right| \leq C \exp (-c t)
$$

and

$$
\begin{aligned}
& \left|\exp \left(-\frac{(Y-t)^{2}}{4 s}\right)-\exp \left(-\frac{(Y+t)^{2}}{4 s}\right)\right| \\
& \quad \leq \exp \left(-\frac{(Y-t)^{2}}{4 s}\right) \leq C \exp \left(-c \frac{|Y-t|}{2 \sqrt{s}}\right) \\
& \quad \leq C \exp \left(-c \frac{|Y-t|}{2 \sqrt{x / p}}\right) \leq C \exp (-c|Y-t|)
\end{aligned}
$$

imply

$$
\begin{aligned}
& \mid \text { second integral of } \left.\frac{\partial^{i}}{\partial x^{i}} z_{1}(x, Y) \right\rvert\, \\
& \quad \leq C \int_{0}^{x / p} \int_{0}^{\infty} \frac{1}{\sqrt{s}}[\exp (-c|Y-t|) \exp (-c t)] d t d s \\
& \quad=C \int_{0}^{x / p} \frac{1}{\sqrt{s}} d s \int_{0}^{\infty} \exp [-c(|Y-t|+t)] d t \\
& \quad=C \exp (-c Y) .
\end{aligned}
$$

This completes the case $k=1$ for inequality (3.31). From (3.26), one can see that $\partial^{2 i} z_{1} / \partial Y^{2 i}$ depends linearly on $\partial^{j} z_{1} / \partial x^{j}$ and $\partial^{\ell+1} z_{0} / \partial x^{\ell+1}$ for $0 \leq i \leq 2 n, 0 \leq j \leq i$ and $1 \leq \ell \leq i$.

Continuing in this manner, one can show the inequalities (3.31) and (3.32) for $k=2,3, \ldots, n$. This completes the proof.

Now applying the differential operator $L_{\epsilon}$ to the series $z$ yields

$$
\begin{align*}
L_{\epsilon} z & =\sum_{k=0}^{n} \epsilon^{k} L_{\epsilon} z_{k}  \tag{3.33}\\
& =\sum_{k=0}^{n} \epsilon^{k}\left(-\epsilon \frac{\partial^{2} z_{k}}{\partial x^{2}}-\epsilon \frac{\partial^{2} z_{k}}{\partial y^{2}}+p \frac{\partial z_{k}}{\partial x}+q z_{k}\right) .
\end{align*}
$$

Equation (3.26) can be written as

$$
\begin{equation*}
-\epsilon \frac{\partial^{2} z_{k}}{\partial y^{2}}+p \frac{\partial z_{k}}{\partial x}+q z_{k}=\mu_{k}\left(x, \frac{y}{\sqrt{\epsilon}}\right) . \tag{3.34}
\end{equation*}
$$

Substitution of (3.34) into (3.33) gives

$$
\begin{align*}
L_{\epsilon} z & =-\sum_{k=0}^{n} \epsilon^{k+1} \frac{\partial^{2} z_{k}}{\partial x^{2}}+\sum_{k=0}^{n} \epsilon^{k} \mu_{k}\left(x, \frac{y}{\sqrt{\epsilon}}\right)  \tag{3.35}\\
& =-\epsilon \frac{\partial^{2} z_{n}}{\partial x^{2}} .
\end{align*}
$$

It follows from (3.31) that the estimate

$$
L_{\epsilon} z=O\left(\epsilon^{n+1}\right)
$$

is valid uniformly in the closure of $\Omega$. Moreover, let us examine the parabolic boundary layer $z$ along the boundary of $\Omega$.
i) At $x=0$,

$$
\begin{equation*}
z=0 \tag{3.36a}
\end{equation*}
$$

ii) At $y=0$,

$$
\begin{equation*}
z=u^{*}(x, 0 ; \epsilon)-v\left(\frac{x}{\epsilon}, 0 ; \epsilon\right) . \tag{3.36b}
\end{equation*}
$$

iii) At $y=b$, the series

$$
\begin{equation*}
z=\sum_{k=0}^{n} \epsilon^{k} z_{k}\left(x, \frac{b}{\sqrt{\epsilon}}\right) \tag{3.36c}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $x \leq a$.
iv) At $x=a$, the series

$$
\begin{equation*}
z=\sum_{k=0}^{n} \epsilon^{k} z_{k}\left(a, \frac{y}{\sqrt{\epsilon}}\right) \tag{3.36d}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the interval $0<y \leq b$, but not $0 \leq y \leq b$. In the next section we define a series, called ordinary corner layer, at the outflow corner $(a, 0)$ to overcome this difficulty.
3.5. Ordinary corner layer at the outflow corner ( $a, 0$ ). As defined above, the stretched variables $X_{1}$ and $Y$ are expressed by $x=a-\epsilon X_{1}$ and $y=\sqrt{\epsilon} Y$. The ordinary corner layer at the outflow corner $(a, 0)$ is defined by the series

$$
\begin{equation*}
W\left(X_{1}, Y ; \epsilon\right)=\sum_{k=0}^{n+1} \epsilon^{k} W_{k}\left(X_{1}, Y\right) \tag{3.37}
\end{equation*}
$$

where the functions $W_{k}\left(X_{1}, Y\right)$ are defined iteratively by the ordinary differential equations

$$
\begin{equation*}
\frac{\partial^{2} W_{k}}{\partial X_{1}{ }^{2}}+p \frac{\partial W_{k}}{\partial X_{1}}=\tau_{k}\left(X_{1}, Y\right) \tag{3.38}
\end{equation*}
$$

over the unbounded interval $0<X_{1}<\infty$. In these equations, $Y$ may be regarded as a parameter $0 \leq Y<\infty$ and the functions $\tau_{k}$ are defined as

$$
\tau_{0}\left(X_{1}, Y\right)=0
$$

and for $1 \leq k \leq n+1$,

$$
\tau_{k}\left(X_{1}, Y\right)=-\frac{\partial^{2} W_{k-1}}{\partial Y^{2}}+q W_{k-1}
$$

The boundary conditions imposed on the functions $W_{k}$ remove the discrepancy along the outflow boundary $x=a$ introduced by the parabolic boundary layer $z$ and are such that the functions $W_{k}\left(X_{1}, Y\right)$ become boundary layer functions with respect to $X_{1}$. That is, we define

$$
\begin{align*}
& W_{k}(0, Y)=-z_{k}(a, Y) \quad \text { for } 0 \leq k \leq n  \tag{3.39a}\\
& W_{n+1}(0, Y)=0
\end{align*}
$$

and for $0 \leq k \leq n+1$,

$$
\begin{equation*}
W_{k}\left(X_{1}, Y\right) \rightarrow 0 \quad \text { as } X_{1} \rightarrow \infty \tag{3.39b}
\end{equation*}
$$

It is easy to see that the function $W_{0}\left(X_{1}, Y\right)$ has the following representation:

$$
W_{0}\left(X_{1}, Y\right)=-z_{0}(a, Y) \exp \left(-p X_{1}\right)
$$

In general, for $k \geq 1$, the functions $\tau_{k}\left(X_{1}, Y\right)$ are the products of a boundary layer function $\exp \left(-p X_{1}\right)$ and a polynomial of degree $k-1$ in $X_{1}$ with the coefficients depending on the parabolic boundary layer functions $z_{i}(a, Y), 0 \leq i \leq k-1$, and their even-order partial derivatives with respect to $Y$. Therefore, it follows from (3.12) that the solutions $W_{k}\left(X_{1}, Y\right)$ can be expressed as

$$
W_{k}\left(X_{1}, Y\right)=m_{k}\left(X_{1}, Y\right) \exp \left(-p X_{1}\right)
$$

where the function $m_{k}$ is a polynomial of degree $k$ in $X_{1}$ with the coefficients depending on the functions $z_{i}(a, Y), 0 \leq i \leq k(0 \leq i \leq n$ when $k=n+1)$, and their even-order partial derivatives with respect to $Y,\left(\partial^{2 j} / \partial Y^{2 j}\right) z_{i}(a, Y)$, for $0 \leq i \leq k-1$, and $1 \leq j \leq k-i$.

Note that the functions $W_{k}\left(X_{1}, Y\right)$ and their second partial derivatives with respect to $Y$ (the latter is required for the estimate of $L_{\epsilon} W$ ) determine how smooth the parabolic boundary layer functions $z_{k}(x, Y)$ should be in the domain $0 \leq x \leq a$ and $0 \leq Y<\infty$.

Theorem 3.9. There exist two positive constants $C$ and $c$ independent of $\epsilon$ such that the inequalities

$$
\begin{equation*}
\left|\frac{\partial^{i}}{\partial Y^{i}} W_{k}\left(X_{1}, Y\right)\right| \leq C \exp \left[-c\left(X_{1}+Y\right)\right] \tag{3.40}
\end{equation*}
$$

hold for $i=0$ and $i=2$.
Proof. The functions $W_{k}$ and $\partial^{2} W_{k} / \partial Y^{2}$ are products of $\exp \left(-p X_{1}\right)$ and a polynomial in $X_{1}$ with the coefficients depending on the functions $z_{i}$ and $\partial^{2 j} z_{i} /$ $\partial Y^{2 j}$. It follows from (3.32) that we have the desired inequalities.

Now applying the differential operator $L_{\epsilon}$ to the ordinary corner layer $W$ yields

$$
\begin{align*}
L_{\epsilon} W & =\sum_{k=0}^{n+1} \epsilon^{k} L_{\epsilon} W_{k}  \tag{3.41}\\
& =\sum_{k=0}^{N+1} \epsilon^{k}\left(-\epsilon \frac{\partial^{2} W_{k}}{\partial x^{2}}-\epsilon \frac{\partial^{2} W_{k}}{\partial y^{2}}+p \frac{\partial W_{k}}{\partial x}+q W_{k}\right) .
\end{align*}
$$

Equation (3.38) can be written as

$$
\begin{equation*}
-\epsilon \frac{\partial^{2} W}{\partial x^{2}}+p \frac{\partial W_{k}}{\partial x}=-\epsilon^{-1} \tau_{k}\left(\frac{a-x}{\epsilon}, \frac{y}{\sqrt{\epsilon}}\right) . \tag{3.42}
\end{equation*}
$$

Substitution of (3.42) into (3.41) gives

$$
\begin{equation*}
L_{\epsilon} W=\epsilon^{n+1}\left(-\frac{\partial^{2} W_{n+1}}{\partial Y^{2}}+q W_{n+1}\right) \tag{3.43}
\end{equation*}
$$

It follows from (3.40) that the estimate

$$
L_{\epsilon} W=O\left(\epsilon^{n+1}\right)
$$

holds uniformly in the closure of $\Omega$. Moreover, let us examine the ordinary corner layer $W$ along the boundary of $\Omega$.
i) At $x=a$,

$$
\begin{equation*}
W=-z(a, Y ; \epsilon) \tag{3.44a}
\end{equation*}
$$

ii) At $x=0$, the series

$$
\begin{equation*}
W=\sum_{k=0}^{n+1} \epsilon^{k} W_{k}\left(\frac{a}{\epsilon}, \frac{y}{\sqrt{\epsilon}}\right) \tag{3.44b}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $y \leq b$.
iii) At $y=b$, the series

$$
\begin{equation*}
W=\sum_{k=0}^{n+1} \epsilon^{k} W_{k}\left(\frac{a-x}{\epsilon}, \frac{b}{\sqrt{\epsilon}}\right) \tag{3.44c}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $x \leq a$.
iv) At $y=0$, the series

$$
\begin{equation*}
W=\sum_{k=0}^{n+1} \epsilon^{k} W_{k}\left(\frac{a-x}{\epsilon}, 0\right) \tag{3.44d}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the interval $0 \leq x<a$, but not the closed interval $0 \leq x \leq a$. We shall define a series, called the elliptic corner layer, at the outflow corner $(a, 0)$ to overcome this difficulty.
3.6. Elliptic corner layer at the outflow corner ( $a, 0$ ). As defined above, the stretched variables $X_{1}$ and $Y_{1}$ are expressed by $x=a-\epsilon X_{1}$ and $y=\epsilon Y_{1}$. The elliptic corner layer at the outflow corner $(a, 0)$ is defined by the series

$$
\begin{equation*}
V\left(X_{1}, Y_{1} ; \epsilon\right)=\sum_{k=0}^{n+1} \epsilon^{k} V_{k}\left(X_{1}, Y_{1} ; \epsilon\right) \tag{3.45}
\end{equation*}
$$

where the functions $V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)$ are defined by the elliptic differential equations

$$
\begin{equation*}
-\left(\frac{\partial^{2} V_{k}}{\partial X_{1}{ }^{2}}+\frac{\partial^{2} V_{k}}{\partial Y_{1}{ }^{2}}\right)-p \frac{\partial V_{k}}{\partial X_{1}}+\epsilon q V_{k}=0 \tag{3.46}
\end{equation*}
$$

over the quarter plane $0<X_{1}<\infty$ and $0<Y_{1}<\infty$. The boundary conditions for $V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)$ are specified so that
i) the discrepancy introduced by both the ordinary boundary layer $w\left(X_{1}, y ; \epsilon\right)$ and the ordinary corner layer $W\left(X_{1}, Y ; \epsilon\right)$ in the boundary condition along $y=0$ is eliminated;
ii) the discrepancy introduced by the elliptic boundary layer $v\left(X, Y_{1} ; \epsilon\right)$ in the boundary condition along $x=a$ is eliminated; and
iii) the functions $V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)$ are corner layer functions with respect to $X_{1}$ and $Y_{1}$. Thus, we impose the following conditions

$$
\begin{align*}
V_{k}\left(X_{1}, 0 ; \epsilon\right) & =\xi_{k}\left(X_{1}\right)  \tag{3.47a}\\
& \equiv-w_{k}\left(X_{1}, 0\right)-W_{k}\left(X_{1}, 0\right), \\
V_{k}\left(0, Y_{1} ; \epsilon\right) & =\varsigma_{k}\left(Y_{1} ; \epsilon\right)  \tag{3.47b}\\
& \equiv \begin{cases}-v_{k}\left(\frac{a}{\epsilon}, Y_{1} ; \epsilon\right), & 0 \leq k \leq n, \\
0, & k=n+1,\end{cases}
\end{align*}
$$

and

$$
\begin{equation*}
V_{k}\left(X_{1}, Y_{1} ; \epsilon\right) \rightarrow 0 \quad \text { as } X_{1}^{2}+Y_{1}^{2} \rightarrow \infty, 0 \leq k \leq n+1 . \tag{3.47c}
\end{equation*}
$$

Note that $\xi_{k}(0)=\zeta_{k}(0 ; \epsilon)$ for $0 \leq k \leq n+1$. The elliptic problem (3.46), ( $3.47 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) has a unique solution, and the maximum principle is valid for this problem. Note that the parameter $\epsilon$ appears in the equation (3.46) as a regular perturbation problem. The particular form of the functions $V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)$ was chosen to make the computations more tractable.

THEOREM 3.10. The solutions $V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)$ of the boundary value problem (3.46), (3.47a,b,c) have the integral representations

$$
\begin{aligned}
V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)= & \frac{\tau Y_{1}}{\pi} \int_{0}^{\infty}\left(\frac{K_{1}\left(\tau \rho_{5}\right)}{\rho_{5}}-\frac{K_{1}\left(\tau \rho_{6}\right)}{\rho_{6}}\right) \xi_{k}(s) \exp \left(\frac{p\left(s-X_{1}\right)}{2}\right) d s \\
& +\frac{\tau X_{1}}{\pi} \int_{0}^{\infty}\left(\frac{K_{1}\left(\tau \rho_{7}\right)}{\rho_{7}}-\frac{K_{1}\left(\tau \rho_{8}\right)}{\rho_{8}}\right) \zeta_{k}(t ; \epsilon) \exp \left(-\frac{p X_{1}}{2}\right) d t
\end{aligned}
$$

where

$$
\begin{array}{ll}
\rho_{5}=\left[\left(X_{1}-s\right)^{2}+Y_{1}^{2}\right]^{1 / 2}, & \rho_{6}=\left[\left(X_{1}+s\right)^{2}+Y_{1}^{2}\right]^{1 / 2}, \\
\rho_{7}=\left[X_{1}^{2}+\left(Y_{1}-t\right)^{2}\right]^{1 / 2}, & \rho_{8}=\left[X_{1}^{2}+\left(Y_{1}+t\right)^{2}\right]^{1 / 2},
\end{array}
$$

and

$$
\tau=\left[\frac{p^{2}}{4}+\epsilon q\right]^{1 / 2}
$$

Proof. The transformation

$$
V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)=V_{k}^{*}\left(X_{1}, Y_{1} ; \epsilon\right) \exp \left(-\frac{p X_{1}}{2}\right)
$$

yields the differential equation for $V_{k}^{*}$

$$
-\left(\frac{\partial^{2} V_{k}^{*}}{\partial X_{1}{ }^{2}}+\frac{\partial^{2} V_{k}^{*}}{\partial Y_{1}{ }^{2}}\right)+\left(\frac{p^{2}}{4}+\epsilon q\right) V_{k}^{*}=0
$$

over the quarter plane $0<X_{1}<\infty$ and $0<Y_{1}<\infty$ under the boundary conditions

$$
\begin{gathered}
V_{k}^{*}\left(X_{1}, 0 ; \epsilon\right)=\xi_{k}\left(X_{1}\right) \exp \left(\frac{p X_{1}}{2}\right), \\
V_{k}^{*}\left(0, Y_{1} ; \epsilon\right)=\varsigma_{k}\left(Y_{1} ; \epsilon\right)
\end{gathered}
$$

and

$$
V_{k}^{*}\left(X_{1}, Y_{1} ; \epsilon\right) \rightarrow 0 \quad \text { as } X_{1}^{2}+Y_{1}^{2} \rightarrow \infty, Y_{1}>0
$$

As in the case of the elliptic boundary layer, the solution $V_{k}^{*}$ has the expression of the form

$$
\begin{aligned}
V_{k}^{*}\left(X_{1}, Y_{1} ; \epsilon\right)= & \int_{0}^{\infty} \xi_{k}(s) \exp \left(\frac{p s}{2}\right) \frac{\partial G}{\partial t}\left(X_{1}, Y_{1} ; s, 0\right) d s \\
& +\int_{0}^{\infty} \zeta_{k}(t ; \epsilon) \frac{\partial G}{\partial s}\left(X_{1}, Y_{1} ; 0, t\right) d t
\end{aligned}
$$

where the Green's function for this problem is given by

$$
G\left(X_{1}, Y_{1} ; s, t\right)=\frac{1}{2 \pi}\left[K_{0}\left(\tau \rho_{1}\right)-K_{0}\left(\tau \rho_{2}\right)+K_{0}\left(\tau \rho_{3}\right)-K_{0}\left(\tau \rho_{4}\right)\right]
$$

with

$$
\begin{array}{ll}
\rho_{1}=\left[\left(X_{1}-s\right)^{2}+\left(Y_{1}-t\right)^{2}\right]^{1 / 2}, & \rho_{2}=\left[\left(X_{1}+s\right)^{2}+\left(Y_{1}-t\right)^{2}\right]^{1 / 2} \\
\rho_{3}=\left[\left(X_{1}+s\right)^{2}+\left(Y_{1}+t\right)^{2}\right]^{1 / 2}, & \rho_{4}=\left[\left(X_{1}-s\right)^{2}+\left(Y_{1}+t\right)^{2}\right]^{1 / 2}
\end{array}
$$

Computations give

$$
\frac{\partial G}{\partial t}\left(X_{1}, Y_{1} ; s, 0\right)=\frac{\tau Y_{1}}{\pi}\left[\frac{K_{1}\left(\tau \rho_{5}\right)}{\rho_{5}}-\frac{K_{1}\left(\tau \rho_{6}\right)}{\rho_{6}}\right]
$$

and

$$
\frac{\partial G}{\partial s}\left(X_{1}, Y_{1} ; 0, t\right)=\frac{\tau X_{1}}{\pi}\left[\frac{K_{1}\left(\tau \rho_{7}\right)}{\rho_{7}}-\frac{K_{1}\left(\tau \rho_{8}\right)}{\rho_{8}}\right]
$$

and hence we obtain the desired integral representations. This completes the proof.
Theorem 3.11. There exist two positive constants $C$ and $c$ independent of $\epsilon$ such that the inequalities

$$
\begin{equation*}
\left|V_{k}\left(X_{1}, Y_{1} ; \epsilon\right)\right| \leq C \exp \left[-c\left(X_{1}+\sqrt{\left(\frac{a}{\epsilon}\right)^{2}+Y_{1}^{2}}-\frac{a}{\epsilon}\right)\right] \tag{3.48}
\end{equation*}
$$

hold.
Proof. From (3.22), we have

$$
\left|V_{k}\left(0, Y_{1} ; \epsilon\right)\right| \leq C \exp \left[-\frac{p}{2}\left(\sqrt{\left(\frac{a}{\epsilon}\right)^{2}+Y_{1}^{2}}-\frac{a}{\epsilon}\right)\right]
$$

The estimates (3.13) and (3.40) give

$$
\left|V_{k}\left(X_{1}, 0 ; \epsilon\right)\right| \leq C \exp \left(-c X_{1}\right)
$$

for some constant $c$ between $p / 2$ and $p$. Let the barrier function $V^{*}\left(X_{1}, Y_{1} ; \epsilon\right)$ be defined by

$$
V^{*}\left(X_{1}, Y_{1} ; \epsilon\right)=C \exp \left[-\frac{p}{2}\left(X_{1}+\sqrt{\left(\frac{a}{\epsilon}\right)^{2}+Y_{1}^{2}}-\frac{a}{\epsilon}\right)\right]
$$

Then a computation yields

$$
\begin{aligned}
& -\left(\frac{\partial^{2} V^{*}}{\partial X_{1}{ }^{2}}+\frac{\partial^{2} V^{*}}{\partial Y_{1}{ }^{2}}\right)-p \frac{\partial V^{*}}{\partial X_{1}}+\epsilon q V^{*} \\
& \quad=V^{*}\left(\frac{p^{2}}{4} \frac{(a / \epsilon)^{2}}{(a / \epsilon)^{2}+Y_{1}^{2}}+\frac{p}{2} \frac{(a / \epsilon)^{2}}{\left[(a / \epsilon)^{2}+Y_{1}^{2}\right]^{3 / 2}}+\epsilon q\right)>0 .
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
\left|V_{k}\left(0, Y_{1} ; \epsilon\right)\right| & \leq V^{*}\left(0, Y_{1} ; \epsilon\right), \\
\left|V_{k}\left(X_{1}, 0 ; \epsilon\right)\right| & \leq V^{*}\left(X_{1}, 0 ; \epsilon\right),
\end{aligned}
$$

for sufficiently large values of $C$ in the definition of $V^{*}$. By the maximum principle, we are led to have the desired inequalities for $0 \leq k \leq n+1,0 \leq X_{1}<\infty$, and $0 \leq Y_{1}<\infty$. This completes the proof.

Now applying the differential operator $L_{\epsilon}$ to the elliptic corner layer $V$ yields

$$
\begin{equation*}
L_{\epsilon} V=\sum_{k=0}^{n+1} \epsilon^{k}\left(-\epsilon \frac{\partial^{2} V_{k}}{\partial x^{2}}-\epsilon \frac{\partial^{2} V_{k}}{\partial y^{2}}+p \frac{\partial V_{k}}{\partial x}+q V_{k}\right) \tag{3.49}
\end{equation*}
$$

Equation (3.46) can be written as

$$
\begin{equation*}
-\epsilon\left(\frac{\partial^{2} V_{k}}{\partial x^{2}}+\frac{\partial^{2} V_{k}}{\partial y^{2}}\right)+p \frac{\partial V_{k}}{\partial x}+q V_{k}=0 \tag{3.50}
\end{equation*}
$$

for each $k$. Therefore substitution of (3.50) into (3.49) gives

$$
\begin{equation*}
L_{\epsilon} V=0 \tag{3.51}
\end{equation*}
$$

uniformly in the closure of $\Omega$. Moreover, let us examine this function $V$ along the boundary of $\Omega$.
i) At $y=0$,

$$
\begin{equation*}
V=-w\left(\frac{a-x}{\epsilon}, 0 ; \epsilon\right)-W\left(\frac{a-x}{\epsilon}, 0 ; \epsilon\right) . \tag{3.52a}
\end{equation*}
$$

ii) At $x=a$,

$$
\begin{equation*}
V=-v\left(\frac{a}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right) . \tag{3.52b}
\end{equation*}
$$

iii) At $y=b$, the series

$$
\begin{equation*}
V=\sum_{k=0}^{n+1} \epsilon^{k} V_{k}\left(\frac{a-x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right) \tag{3.52c}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $x \leq a$.
iv) At $x=0$, the series

$$
\begin{equation*}
V=\sum_{k=0}^{n+1} \epsilon^{k} V_{k}\left(\frac{a}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right) \tag{3.52d}
\end{equation*}
$$

is asymptotically exponentially small with respect to $\epsilon$ in the closed interval $0 \leq$ $y \leq b$.
By symmetry, the remaining functions $v_{k}^{T}, z_{k}^{T}, W_{k}^{T}$, and $V_{k}^{T}$ can be constructed similarly along the upper characteristic boundary $y=b$ for the terms TEBL, TPBL, TOCL, and TECL, respectively.
3.7. Asymptotic representation of the solution. Consider the remainder term $R_{n+1}(x, y ; \epsilon)$, which is defined by

$$
\begin{aligned}
R_{n+1}=u_{\epsilon} & (x, y)-u(x, y ; \epsilon)-w\left(X_{1}, y ; \epsilon\right) \\
& -v\left(X, Y_{1} ; \epsilon\right)-z(x, Y ; \epsilon)-W\left(X_{1}, Y ; \epsilon\right)-V\left(X_{1}, Y_{1} ; \epsilon\right) \\
& -v^{T}\left(X, Y_{1}^{T} ; \epsilon\right)-z^{T}\left(x, Y^{T} ; \epsilon\right)-W^{T}\left(X_{1}, Y^{T} ; \epsilon\right)-V^{T}\left(X_{1}, Y_{1}^{T} ; \epsilon\right),
\end{aligned}
$$

where $u_{\epsilon}$ is the solution of the boundary value problem (1.1), (1.2a,b,c,d); the functions $u, w, v, z, W, V$ are defined in (3.4), (3.9), (3.18), (3.25), (3.37), (3.45), respectively; and analogously for the other terms. Here we have used the stretched variables: $X_{1}=(a-x) / \epsilon, X=x / \epsilon, Y_{1}=y / \epsilon, Y=y / \sqrt{\epsilon}, Y_{1}^{T}=(b-y) / \epsilon, Y^{T}=(b-y) / \sqrt{\epsilon}$. Then it follows from the analysis of the preceding sections that the function $R_{n+1}$ satisfies the elliptic differential equation

$$
\begin{aligned}
L_{\epsilon} R_{n+1}=\epsilon^{n+1}(\Delta & u_{n}+\epsilon \frac{\partial^{2} w_{n+1}}{\partial y^{2}}+\frac{\partial^{2} w_{n}}{\partial y^{2}}-q w_{n+1} \\
& \left.+\frac{\partial^{2} z_{n}}{\partial x^{2}}+\frac{\partial^{2} W_{n+1}}{\partial Y^{2}}-q W_{n+1}+\frac{\partial^{2} z_{n}^{T}}{\partial x^{2}}+\frac{\partial^{2} W_{n+1}^{T}}{\partial Y^{T^{2}}}-q W_{n+1}^{T}\right)
\end{aligned}
$$

which is of order $O\left(\epsilon^{n+1}\right)$ in the closure of $\Omega$, and we have the following conditions for $R_{n+1}$ along the boundary of $\Omega$.
i) At $x=0$, the remainder

$$
\begin{aligned}
R_{n+1}= & -w\left(\frac{a}{\epsilon}, y ; \epsilon\right)-W\left(\frac{a}{\epsilon}, \frac{y}{\sqrt{\epsilon}} ; \epsilon\right)-V\left(\frac{a}{\epsilon}, \frac{y}{\epsilon} ; \epsilon\right) \\
& -W^{T}\left(\frac{a}{\epsilon}, \frac{b-y}{\sqrt{\epsilon}} ; \epsilon\right)-V^{T}\left(\frac{a}{\epsilon}, \frac{b-y}{\epsilon} ; \epsilon\right)
\end{aligned}
$$

is asymptotically exponentially small for $0 \leq y \leq b$.
ii) At $x=a$,

$$
R_{n+1}=0 \quad \text { for } 0 \leq y \leq b
$$

iii) At $y=0$, the remainder

$$
R_{n+1}=-v^{T}\left(\frac{x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right)-z^{T}\left(x, \frac{b}{\sqrt{\epsilon}} ; \epsilon\right)-W^{T}\left(\frac{a-x}{\epsilon}, \frac{b}{\sqrt{\epsilon}} ; \epsilon\right)-V^{T}\left(\frac{a-x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right)
$$

is asymptotically exponentially small for $0 \leq x \leq a$.
iv) At $y=b$, the remainder

$$
R_{n+1}=-v\left(\frac{x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right)-z\left(x, \frac{b}{\sqrt{\epsilon}} ; \epsilon\right)-W\left(\frac{a-x}{\epsilon}, \frac{b}{\sqrt{\epsilon}} ; \epsilon\right)-V\left(\frac{a-x}{\epsilon}, \frac{b}{\epsilon} ; \epsilon\right)
$$

is asymptotically exponentially small for $0 \leq x \leq a$.
By using Theorem 3.3., we have the following estimate:

$$
R_{n+1}=O\left(\epsilon^{n+1}\right)
$$

which holds uniformly in the closure of $\Omega$. Furthermore, the functions $w_{n+1}, v_{n+1}$, $W_{n+1}$, and $V_{n+1}$ are uniformly bounded in the closure of $\Omega$. Consequently, we obtain finally the following:

THEOREM 3.12. The solution $u_{\epsilon}(x, y)$ of the boundary value problem (1.1), (1.2a,b,c,d) has a uniform approximation $U(x, y ; \epsilon)$ in the closure of the rectangular region $\Omega$ with error $O\left(\epsilon^{n+1}\right)$, where $U$ is defined by the series.

$$
\begin{aligned}
U(x, y ; \epsilon)=\sum_{k=0}^{n} \epsilon^{k}\left[u_{k}(x, y)+w_{k}\left(X_{1}, y\right)+\right. & v_{k}\left(X, Y_{1}\right)+z_{k}(x, Y) \\
+W_{k}\left(X_{1}, Y\right)+V_{k}\left(X_{1},\right. & \left.Y_{1}\right)+v_{k}^{T}\left(X, Y_{1}^{T}\right)+z_{k}^{T}\left(x, Y^{T}\right) \\
& \left.+W_{k}^{T}\left(X_{1}, Y^{T}\right)+V_{k}^{T}\left(X_{1}, Y_{1}^{T}\right)\right]
\end{aligned}
$$

## 4. Magnetohydrodynamic flow in a rectangular duct with nonconduct-

 ing walls. The design of magnetohydrodynamic generators, flow-meters, pumps and accelerators requires an understanding of the flows of conducting fluids in rectangular ducts under transverse magnetic fields. These flows have received much attention from theoreticians because the governing equations are linear but the phenomena are neither trivially simple nor physically attainable in the laboratory.In 1937, Jul. Hartmann [19] solved the one-dimensional problem where the flow was between two parallel walls, the fluid being virtually infinite in directions perpendicular to the imposed transverse magnetic field. Coordinates are then dependent on the transverse coordinate only.

We are concerned with the flow of a steady, incompressible, electrically conducting fluid through a rectangular duct with a uniform, external magnetic field applied transverse to the flow and parallel to two of the walls. Various forms of this problem with different combinations of conducting and nonconducting bounding walls have been
considered, see J. A. Shercliff [41], C. C. Chang and T. S. Lundgren [6], W. E. Williams [47], J. C. R. Hunt [21], J. C. R. Hunt and K. Stewartson [22], D. Chiang and T. Lundgren [7], J. C. R. Hunt and J. A. Shercliff [23], D. J. Temperley and L. Todd [42], and L. A. Kalyakin [25] - [28].

As is known from the work of Shercliff [41] and Chang and Lundgren [6], the problem of magnetohydrodynamic flow in a rectangular duct with an applied magnetic field transverse to the axis of the duct is described by two second-order elliptic partial differential equations for the fluid velocity $V$ and the axial component of the magnetic field $B$, namely, the $z$-component of the momentum equation

$$
\rho \nu \Delta V+\frac{B_{0}}{\mu_{0}} \frac{\partial B}{\partial x}=\frac{\partial p}{\partial z}
$$

and the $z$-component of the curl of Ohm's law

$$
\Delta B+\sigma \mu_{0} B_{0} \frac{\partial V}{\partial x}=0
$$

where $\rho$ is the mass density; $\nu$ is the kinematic viscosity; $B_{0}$ is the magnitude of the transverse magnetic field which is applied in the $x$-direction; $\mu_{0}$ is the permeability in a vacuum; $\partial p / \partial z$ is the pressure gradient, which is a constant; and $\sigma$ is the electrical


FIG. 4.1. Rectangular duct.
conductivity of the incompressible fluid medium. Let the origin be the centerline of the duct and let $2 a$ and $2 b$ be the lengths of the sides of the duct (see Figure 4.1).

In the case of nonconducting walls, the boundary conditions are

$$
\begin{array}{ll}
V=B=0 & \text { at } x= \pm a \\
V=B=0 & \text { at } y= \pm b
\end{array}
$$

We shall examine the flow for large Hartmann number $M$, which is defined by

$$
M=B_{0} a \sqrt{\frac{\sigma}{\rho \nu}}
$$

or the small value of $\epsilon=1 / M$. With these dimensionless variables

$$
\begin{gathered}
\xi=\frac{x}{a}, \quad \nu=\frac{y}{a}, \quad V^{*}=2 \mu_{0} \sqrt{\rho \nu \sigma} B_{0}^{-1} V \\
B^{*}=2 B_{0}^{-1} B, \quad P=-2 \mu_{0} a B_{0}^{-2} \frac{\partial p}{\partial z}
\end{gathered}
$$

the problem is to solve

$$
\begin{aligned}
& \epsilon\left(\frac{\partial^{2} V^{*}}{\partial \xi^{2}}+\frac{\partial^{2} V^{*}}{\partial \eta^{2}}\right)+\frac{\partial B^{*}}{\partial \xi}=-P \\
& \epsilon\left(\frac{\partial^{2} B^{*}}{\partial \xi^{2}}+\frac{\partial^{2} B^{*}}{\partial \eta^{2}}\right)+\frac{\partial V^{*}}{\partial \xi}=0
\end{aligned}
$$

with the boundary conditions

$$
\begin{aligned}
& V^{*}=B^{*}=0 \quad \text { at } \xi= \pm 1, \\
& V^{*}=B^{*}=0 \quad \text { at } \eta= \pm \ell, \ell=b / a .
\end{aligned}
$$

The equations can be decoupled by the change of variables

$$
u=P^{-1}\left(V^{*}-B^{*}\right)
$$

and

$$
v=P^{-1}\left(V^{*}-B^{*}\right)
$$

The equations for $u$ and $v$ are

$$
-\epsilon \Delta u+\frac{\partial u}{\partial \xi}=1
$$

and

$$
-\epsilon \Delta v-\frac{\partial v}{\partial \xi}=1
$$

with the boundary conditions

$$
\begin{array}{ll}
u=v=0 & \text { at } \xi= \pm 1, \\
u=v=0 & \text { at } \eta= \pm \ell .
\end{array}
$$

It is obvious that having determined the functions $u$, we can find $v$ by the relationship

$$
v(\xi, \eta)=u(-\xi, \eta)
$$

Hence the function $u$ alone needs to be investigated. The asymptotic approximation to $u$, being uniformly valid in the closure of the rectangular duct for large Hartmann number $M$, is still an open question in the literature, see Shercliff [41], Roberts [40, pp. 186-190], Cook, Ludford and Walker [9], and Temperley [43].

With an application of the preceding analysis, we conclude that the solution $u$ can be written as

$$
\begin{aligned}
u(\xi, \eta)=(1+\xi)-2 \exp \left(-\xi_{2}\right) & +v_{1}\left(\xi_{1}, \eta_{1} ; \epsilon\right)+V_{1}\left(\xi_{2}, \eta_{1} ; \epsilon\right) \\
& +v_{2}\left(\xi_{2}, \eta_{1} ; \epsilon\right)+V_{2}\left(\xi_{2}, \eta_{2} ; \epsilon\right)+\mathrm{AES},
\end{aligned}
$$

where the stretched variables are

$$
\xi_{1}=\frac{\xi+1}{\epsilon}, \quad \xi_{2}=\frac{1-\xi}{\epsilon}, \quad \eta_{1}=\frac{\ell-\eta}{\epsilon} \quad \text { and } \quad \eta_{2}=\frac{\eta+\ell}{\epsilon}
$$

the function $1+\xi$ is known as a "core flow"; the function $-2 \exp \left(-\xi_{2}\right)$ is called a "Hartmann boundary layer"; the functions $v_{1}\left(\xi_{1}, \eta_{1} ; \epsilon\right)$ and $v_{2}\left(\xi_{1}, \eta_{2} ; \epsilon\right)$ satisfy the elliptic partial differential equation of the form

$$
-\left(\frac{\partial^{2} v_{i}}{\partial \xi_{1}{ }^{2}}+\frac{\partial^{2} v_{i}}{\partial \eta_{i}{ }^{2}}\right)+\frac{\partial v_{i}}{\partial \xi_{1}}=0 \quad \text { for } i=1,2
$$

over the quarter plane $0<\xi_{1}<\infty$ and $0<\eta_{i}<\infty$ under the boundary conditions

$$
v_{i}\left(\xi_{1}, 0 ; \epsilon\right)=-\epsilon \xi_{1}, \quad v_{i}\left(0, \eta_{1} ; \epsilon\right)=0
$$

and

$$
v_{i}\left(\xi_{1}, \eta_{i} ; \epsilon\right) \rightarrow 0 \quad \text { as } \xi_{1}^{2}+\eta_{i}^{2} \rightarrow \infty \text { and } \eta_{i}>0
$$

and the functions $V_{1}\left(\xi_{2}, \eta_{1} ; \epsilon\right)$ and $V_{2}\left(\xi_{2}, \eta_{2} ; \epsilon\right)$ satisfy the elliptic partial differential equation of the form

$$
\left(\frac{\partial^{2} V_{i}}{\partial \xi_{2}{ }^{2}}+\frac{\partial^{2} V_{i}}{\partial \eta_{i}{ }^{2}}\right)+\frac{\partial V_{i}}{\partial \xi_{2}}=0 \quad \text { for } i=1,2
$$

over the quarter plane $0<\xi_{2}<\infty$ and $0<\eta_{i}<\infty$ under the boundary conditions

$$
\begin{aligned}
& V_{i}\left(\xi_{2}, 0 ; \epsilon\right)=2 \exp \left(-\xi_{2}\right) \\
& V_{i}\left(0, \eta_{i} ; \epsilon\right)=-v_{i}\left(\frac{2}{\epsilon}, \eta_{i} ; \epsilon\right)
\end{aligned}
$$

and

$$
V_{i}\left(\xi_{2}, \eta_{i} ; \epsilon\right) \rightarrow 0 \quad \text { as } \xi_{2}^{2}+\eta_{i}^{2} \rightarrow \infty ;
$$

and AES denotes asymptotically exponentially small terms with respect to $\epsilon$ in the closure of the rectangular duct.
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## A TRIPLE PRODUCT THEOREM FOR HYPERGEOMETRIC SERIES*
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#### Abstract

The product of three hypergeometric series of type ${ }_{0} F_{1}$ with arguments $x, \omega x, \omega^{2} x$ ( $\omega=$ third root of unity) is expressed as a single hypergeometric series of type ${ }_{2} F_{7}$. The proof uses differential equations; the basic idea (elimination of irreducible terms by means of the Cayley-Hamilton theorem) is more generally applicable.
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1. Theorem. Let $c$ be complex, $6 c \neq 0,-1,-2, \cdots$, and let $\omega:=\exp (2 \pi i / 3)$. In the usual notation for generalized hypergeometric series (see Bailey [1936]) there holds

$$
\begin{align*}
& { }_{0} F_{1}[6 c ; x]_{0} F_{1}[6 c ; \omega x]_{0} F_{1}\left[6 c ; \omega^{2} x\right] \\
& \quad={ }_{2} F_{7}\left[\begin{array}{l}
3 c-\frac{1}{4}, 3 c+\frac{1}{4} ; \\
6 c, 2 c, 2 c+\frac{1}{3}, 2 c+\frac{2}{3}, 4 c-\frac{1}{3}, 4 c, 4 c+\frac{1}{3} ;
\end{array}{\left(\begin{array}{l}
\left.\frac{4}{9}\right)^{3} x^{3}
\end{array}\right] .}^{l} .\right. \tag{1}
\end{align*}
$$

The proof is given in §§ $2-4$ below. The idea is to regard (1) as an identity between formal power series and to show that the series on the left and on the right formally satisfy the same hypergeometric differential equation. Section 5 features corollaries and remarks.
2. Derivatives. If

$$
P=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

is any formal power series (over $\mathbb{C}$, or over any field of characteristic 0 ), we call

$$
\theta P:=\sum_{n=0}^{\infty} n a_{n} x^{n}
$$

the derivate of $P$. (The relation to the ordinary derivative $P^{\prime}$ is obvious.) Derivatives satisfy many of the usual rules of calculus, such as the product rule,

$$
\theta(P Q)=P \theta Q+Q \theta P
$$

and the further rules (such as the Leibniz rule for the higher derivatives of a product) that follow from it.

In terms of derivates, the (formal) generalized hypergeometric series

$$
P={ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; \\
\beta_{1}, \beta_{2}, \cdots, \beta_{q} ;
\end{array}\right],
$$

where $p$ and $q$ are arbitrary nonnegative integers, satisfies the differential equation

$$
\begin{equation*}
\left\{\theta\left(\theta+\beta_{1}-1\right) \cdots\left(\theta+\beta_{q}-1\right)-x\left(\theta+\alpha_{1}\right) \cdots\left(\theta+\alpha_{p}\right)\right\} P=0 \tag{2}
\end{equation*}
$$

see Bailey [1936]. Similarly if $a \in \mathbb{C}$ and $s$ is a positive integer,

$$
Q={ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; a x^{s} \\
\beta_{1}, \beta_{2}, \cdots, \beta_{q} ;
\end{array}\right]
$$

[^126]satisfies
\[

$$
\begin{equation*}
\left\{\theta\left(\theta+s \beta_{1}-s\right) \cdots\left(\theta+s \beta_{q}-s\right)-a s^{n+1-m} x^{s}\left(\theta+s \alpha_{1}\right) \cdots\left(\theta+s \alpha_{p}\right)\right\} Q=0 . \tag{3}
\end{equation*}
$$

\]

Conversely, if the $\beta_{i}$ are such that none of the numbers $s \beta_{i}-s$ is zero or a negative integer, the series $Q$ is a formal solution of (3), and it is the only such solution that has zeroth coefficient 1 .
3. The triple product $\Pi_{0} F_{1}\left[\sigma c, \omega^{\boldsymbol{k}} \boldsymbol{x}\right]$ and its derivatives. To prove (1), let

$$
U:={ }_{0} F_{1}[6 c ; x], \quad V:={ }_{0} F_{1}[6 c ; \omega x], \quad W:={ }_{0} F_{1}\left[6 c ; \omega^{2} x\right] .
$$

If $a:=6 c-1$, the differential equation satisfied by $U$ is

$$
\theta(\theta+a)-x U=0
$$

We thus have

$$
\begin{equation*}
\theta^{2} U=-a \theta U+x U \tag{4a}
\end{equation*}
$$

and similarly

$$
\begin{align*}
& \theta^{2} V=-a \theta V+\omega x V  \tag{4b}\\
& \theta^{2} W=-a \theta W+\omega^{2} x W \tag{4c}
\end{align*}
$$

To discover a differential equation satisfied by

$$
Z:=U V W
$$

we form the derivatives $\theta Z, \theta^{2} Z, \cdots$ and eliminate derivates of $U, V, W$ of order $\geqq 2$ by means of (4). Some of the remaining terms $\sum \theta^{i} U \theta^{j} V \theta^{k} W$ may be expressed in terms of $Z$ or

$$
\theta Z=U V \theta W+V W \theta U+W U \theta V,
$$

and thus are "reducible," but many terms cannot be so expressed. It is convenient to define a basis for the space of irreducible terms as follows:

$$
\begin{align*}
& F:=U \theta V \theta W+V \theta W \theta U+W \theta U \theta V, \\
& P:=\theta U \theta V \theta W, \\
& A:=V W \theta U+\omega W U \theta V+\omega^{2} U V \theta W, \\
& B:=U \theta V \theta W+\omega V \theta W \theta U+\omega^{2} W \theta U \theta V,  \tag{5}\\
& C:=V W \theta U+\omega^{2} W U \theta V+\omega^{4} U V \theta W, \\
& D:=U \theta V \theta W+\omega^{2} V \theta W \theta U+\omega^{4} W \theta U \theta V .
\end{align*}
$$

We require the derivates of these irreducible forms. We have, for instance,

$$
\theta F=3 \theta U \theta V \theta W+U \theta^{2} V \theta W+U \theta V \theta^{2} W+V \theta^{2} W \theta U+V \theta W \theta^{2} U+W \theta^{2} U \theta V+W \theta U \theta^{2} V
$$

and thus, using (4),

$$
\begin{aligned}
\theta F=3 P & +U(\omega x V-a \theta V) \theta W+U \theta V\left(\omega^{2} x W-a \theta W\right)+V\left(\omega^{2} x W-a \theta W\right) \theta U \\
& +V \theta W(x U-a \theta U)+W(x U-a \theta U) \theta V+W \theta U(\omega x V-a \theta V) \\
=3 P & +x\left[(1+\omega) U V \theta W+\left(\omega+\omega^{2}\right) V W \theta U+\left(\omega^{2}+1\right) W U \theta V\right] \\
& -2 a[U \theta V \theta W+V \theta W \theta U+W \theta U \theta V]
\end{aligned}
$$

or, using $1+\omega+\omega^{2}=0$,
(6a)

$$
\theta F=-2 a F+3 P-x A
$$

In a similar manner we obtain

$$
\begin{align*}
& \theta P=-3 a P+x B, \\
& \theta A=-a A-B, \\
& \theta B=-2 a B+2 x C,  \tag{6b}\\
& \theta C=-a C-D-3 x Z, \\
& \theta D=-2 a D-x \theta Z .
\end{align*}
$$

Defining the vector of irreducible terms

$$
\mathbf{v}=\left(\begin{array}{c}
F \\
P \\
x A \\
x B \\
x^{2} C \\
x^{2} D
\end{array}\right) \text {, }
$$

the matrix

$$
\mathbf{M}=\left(\begin{array}{cccccc}
-2 a & 3 & -1 & 0 & 0 & 0 \\
0 & -3 a & 0 & 1 & 0 & 0 \\
0 & 0 & 1-a & -1 & 0 & 0 \\
0 & 0 & 0 & 1-2 a & 2 & 0 \\
0 & 0 & 0 & 0 & 2-a & -1 \\
0 & 0 & 0 & 0 & 0 & 2-2 a
\end{array}\right)
$$

and the vector of operators

$$
\mathbf{s}(\theta)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
3 \\
-\theta
\end{array}\right)
$$

the relations (6) are expressed as

$$
\begin{equation*}
\theta \mathbf{v}=\mathbf{M v}+x^{3} \mathbf{s}(\theta) Z \tag{7}
\end{equation*}
$$

(Here we have used, for instance, that $\theta\left(x^{2} C\right)=2 x C+x^{2} \theta C$.)
4. Elimination of the irreducible terms. Using (4), we have

$$
\begin{aligned}
\theta^{2} Z & =U V \theta^{2} W+V W \theta^{2} U+W U \theta^{2} V+2(U \theta V \theta W+V \theta W \theta U+W \theta U \theta V) \\
& =U V\left(\omega^{2} x W-a \theta W\right)+V W(x U-a \theta U)+W U(\omega x V-a \theta V)+2(\cdots) \\
& =-a \theta Z+2 F .
\end{aligned}
$$

Introducing $\mathbf{c}:=(2,0,0,0,0,0)^{T}$, this is written:

$$
\begin{equation*}
\theta(\theta+a) Z=\mathbf{c}^{T} \mathbf{v} \tag{8}
\end{equation*}
$$

By successive applications of $\theta$, always using (7), there results

$$
\begin{aligned}
& \theta^{2}(\theta+a) Z=\mathbf{c}^{T}\left(\mathbf{M} \mathbf{v}+x^{3} \mathbf{s}(\theta) Z\right) \\
& \theta^{3}(\theta+a) Z=\mathbf{c}^{T}\left\{\mathbf{M}^{2} \mathbf{v}+x^{3}[\mathbf{M}+(\theta+3) \mathbf{I}] \mathbf{s}(\theta) Z\right\}
\end{aligned}
$$

and generally, as may be verified by induction,
(9) $\theta^{k+1}(\theta+a) Z=\mathbf{c}^{T}\left\{\mathbf{M}^{k} \mathbf{v}+x^{3}\left[\mathbf{M}^{k-1}+(\theta+3) \mathbf{M}^{k-2}+\cdots+(\theta+3)^{k-1} \mathbf{I}\right] \mathbf{s}(\theta) Z\right\}$,
$k=0,1, \cdots$. A hypergeometric differential equation for $Z$ (of the type (3) where $s=3$ ) will result if $\mathbf{v}$ can be eliminated by forming a suitable linear combination of sufficiently many of the relations (9). To effect the elimination, the Cayley-Hamilton theorem offers itself. The characteristic polynomial of the matrix $\mathbf{M}$ is

$$
\begin{aligned}
p(\lambda) & =(\lambda+2 a)(\lambda+3 a) \cdots \\
& =\sum_{k=0}^{6} \gamma_{k} \lambda^{k}
\end{aligned}
$$

say. For later reference we note that

$$
\begin{equation*}
\gamma_{6}=1, \quad \gamma_{5}=11 a-6, \quad \gamma_{4}=49 a^{2}-57 a+13 \tag{10}
\end{equation*}
$$

We multiply the $k$ th relation (9) by $\gamma_{k}(k=0,1, \cdots, 6)$ and add. On the left we obtain

$$
\sum_{k=0}^{6} \gamma_{k} \theta^{k+1}(\theta+a) Z=\theta(\theta+a) p(\theta) Z .
$$

On the right, the factor of $v$ is

$$
\mathbf{c}^{T} \sum_{k=0}^{6} \gamma_{k} \mathbf{M}^{k}=\mathbf{c}^{T} p(\mathbf{M})
$$

which vanishes by the Cayley-Hamilton theorem. The vector $\mathbf{v}$ thus is eliminated. There remains

$$
\begin{aligned}
& x^{3} \mathbf{c}^{T}\left\{\sum_{k=1}^{6} \gamma_{k}\left[\mathbf{M}^{k-1}+(\theta+3) \mathbf{M}^{k-2}+\cdots+(\theta+3)^{k-1} \mathbf{I}\right] \mathbf{s}(\theta) Z\right\} \\
& =x^{3} \mathbf{c}^{T}\left\{\sum_{k=1}^{6} \gamma_{k}(\theta+3)^{k-1} \mathbf{I}+\sum_{k=2}^{6} \gamma_{k}(\theta+3)^{k-2} \mathbf{M}\right. \\
& \left.\quad+\sum_{k=3}^{6} \gamma_{k}(\theta+3)^{k-3} \mathbf{M}^{2}+\cdots+\gamma_{6} \mathbf{M}^{5}\right\} \mathbf{s}(\theta) Z .
\end{aligned}
$$

We evaluate this expression by first forming the iterates $\mathbf{c}^{T} \mathbf{M}^{j}, j=0,1,2, \cdots, 5$. Since only the last two components of $s(\theta)$ are $\neq 0$, only the last two components of these iterates are relevant for the result. These components are different from zero only for $j \geqq 3$, and they have the following values (see Table 1). With the values of the $\gamma_{k}$ given

Table 1

| $k$ | 5 | 6 |
| :---: | :---: | :---: |
| $\left(\mathbf{c}^{T} \mathbf{M}^{3}\right)_{k}$ | 16 | 0 |
| $\left(\mathbf{c}^{T} \mathbf{M}^{4}\right)_{k}$ | $-120 a+52$ | -16 |
| $\left(\mathbf{c}^{T} \mathbf{M}^{5}\right)_{k}$ | $584 a^{2}-452 a+128$ | $152 a-84$ |

in (10), we thus find

$$
\begin{aligned}
& \mathbf{c}^{T}\left\{\sum_{j=0}^{5} \sum_{k=j+1}^{6} \gamma_{k}(\theta+3)^{k-1} \mathbf{M}^{j}\right\} \mathbf{s}(\theta) \\
& = \\
& =\mathbf{c}^{T}\left\{\left[\gamma_{4}+\gamma_{5}(\theta+3)+\gamma_{6}(\theta+3)^{2}\right] \mathbf{M}^{3} \mathbf{s}(\theta)\right. \\
& \left.\quad \quad+\left[\gamma_{5}+\gamma_{6}(\theta+3)\right] \mathbf{M}^{4} \mathbf{s}(\theta)+\gamma_{6} \mathbf{M}^{5} \mathbf{s}(\theta)\right\} \\
& = \\
& =64 \theta^{2}+(192 a+192) \theta+114 a^{2}+288 a+108 \\
& = \\
& 64\left(\theta+\frac{3 a}{2}+\frac{3}{4}\right)\left(\theta+\frac{3 a}{2}+\frac{9}{4}\right) .
\end{aligned}
$$

It follows that $Z=U V W$ is a solution of the generalized hypergeometic differential equation

$$
\left\{\theta(\theta+a) p(\theta)-64 x^{3}\left(\theta+\frac{3 a}{2}+\frac{3}{4}\right)\left(\theta+\frac{3 a}{2}+\frac{9}{4}\right)\right\} Z=0 .
$$

By (3), if expressed in terms of $c=a / 6+1 / 6$, this solution must be identical with the series on the right of (1).
5. Remarks and corollaries. (i) By using obvious identities for Pochhammer symbols, the series on the right of (1) may also be expressed as

$$
\begin{equation*}
{ }_{2} F_{7}=\sum_{k=0}^{\infty} \frac{(12 c-1+3 k)_{k}}{k!(6 c)_{k}(6 c)_{2 k}(6 c)_{3 k}} x^{3 k} . \tag{11}
\end{equation*}
$$

(ii) Any product theorem for hypergeometric series, i.e., any theorem expressing a product of hypergeometric series as a single such series, on comparing coefficients furnishes a formula expressing a sum of products of Pochhammer symbols (or of binomial coefficients) by a single such product. In this manner we obtain from (1), using the representation (11) and letting $b:=6 c$,

$$
\sum_{k+l+m=n} \frac{\omega^{l-m}}{k!l!m!(b)_{k}(b)_{l}(b)_{m}}= \begin{cases}0, & n \not \equiv 0 \bmod 3,  \tag{12}\\ \frac{(2 b+3 q-1)_{q}}{q!(b)_{q}(b)_{2 q}(b)_{3 q}}, & n=3 q .\end{cases}
$$

For instance, for $b=1$ this yields

$$
\sum_{0 \leqq k \leqq m \leqq n}\binom{n}{m}^{2}\binom{m}{k}^{2} \omega^{k+m}= \begin{cases}0, & n \not \equiv 0 \bmod 3  \tag{13}\\ \binom{4 q}{2 q}\binom{2 q}{q}, & n=3 q .\end{cases}
$$

Formula (12) is of a similar type as the formulas

$$
\sum_{k+l+m=n} \frac{\omega^{l-m}}{k!l!m!}= \begin{cases}1, & n=0  \tag{14}\\ 0, & n>0\end{cases}
$$

and

$$
\sum_{k+l+m=n} \frac{(a)_{k}(a)_{l}(a)_{m}}{k!l!m!} \omega^{l-m}= \begin{cases}0, & n \not \equiv 0 \bmod 3,  \tag{15}\\ (a)_{q} / q!, & n=3 q,\end{cases}
$$

which follows from the trivial product theorems ${ }^{1}$

$$
{ }_{0} F_{0}[x]_{0} F_{0}[\omega x]_{0} F_{0}\left[\omega^{2} x\right]=1
$$

(i.e., $\exp \left(\left(1+\omega+\omega^{2}\right) x\right)=1$ ) and

$$
{ }_{1} F_{0}[a ; x]_{1} F_{0}[a ; \omega x]_{1} F_{0}\left[a ; \omega^{2} x\right]={ }_{1} F_{0}\left[a ; x^{3}\right]
$$

(i.e., $(1-x)^{-a}(1-\omega x)^{-a}\left(1-\omega^{2} x\right)^{-a}=\left(1-x^{3}\right)^{-a}$ ).
(iii) The method used in this work has the advantage of not requiring the result to be known in advance. Although the algebraic manipulations, if done by hand, soon become unmanageable, the method can be used in principle whenever the irreducible terms in the derivatives of a product satisfy a recurrence relation of the general form (7).
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\sum_{\substack{n_{1}+\cdots+n_{N}=n \\ n_{1}, \cdots, n_{N} \geqq 0}} a_{n_{1}} a_{n_{2}} \cdots a_{n_{N}} \omega_{N}^{n_{1}+2 n_{2}+\cdots+(N-1) n_{N-1}}=0, n \not \equiv N \bmod N
$$
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#### Abstract

The authors introduce symmetry techniques for the classification and derivation of generating functions for families of basic hypergeometric functions, in analogy with the Lie theory techniques for ordinary hypergeometric functions. To each family of basic hypergeometric functions there is associated a canonical system of partial $q$-difference equations and the symmetries of these equations are used to derive $q$-series identities and orthogonality relations for the special functions.
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1. Introduction. In [11], [13], [14] a Lie algebraic method was developed which associated with each family of multivariable hypergeometric functions a canonical system of partial differential equations constructed from the differential recurrence relations obeyed by the family. (The basic idea behind this method followed from the work of Weisner [16].) The hypergeometric functions arise by partial separation of variables in the canonical systems and any analytic solution of these equations can be considered as a generating function for this family. Furthermore the generating functions can be characterized in terms of symmetry operators for the canonical systems.

In this paper we present the foundations of an analogous theory for families of many-variable basic hypergeometric functions. To each family we associate a canonical system of partial $q$-difference equations constructed from the $q$-difference recurrence relations obeyed by the family. The basic hypergeometric functions arise by partial separation of variables in the canonical systems and any analytic solution of these equations is a generating function for the family. Symmetry operators for the canonical system can be used to characterize the generating functions. Thus a direct link is established between symmetries of the canonical system and identities obeyed by $q$-series.

In § 2 we show how to derive the canonical system of $q$-difference equations associated with a given family of $q$-series, using as examples the one-variable hypergeometric functions ${ }_{r} \varphi_{s}$ and the two-variable function $f_{2}$, a $q$-analogue of the Appell function $F_{2}$. In § 3 we describe how to relate two different families of basic hypergeometric functions, that is, the procedures of embedding and augmentation. In the procedure of embedding the canonical system for one basic hypergeometric family restricts through a specialization of variables to the canonical system for a second hypergeometric family, so that the restricted family can be considered as a generating function for the second family. Augmentation is a process inverse to this. By augmentation we can write the defining equations for a generating function as the restriction of a canonical system of higher dimension.

In § 4 we apply our techniques to derive and characterize in terms of symmetries, a variety of generating functions for the families ${ }_{r} \varphi_{s}$. In § 5 we treat the family ${ }_{2} \varphi_{1}$ in somewhat more detail. (This family needs special treatment because its canonical

[^128]system admits symmetries not shared by the systems for general ${ }_{r} \varphi_{s}$.) Furthermore we show how orthogonality relations for $q$-series follow from symmetry ideas.

Our theory provides a simple uniform procedure for derivation and symmetry classification of a wide variety of $q$-identities, in analogy with the Lie theoretic procedures for ordinary hypergeometric series. The full power of the theory becomes evident in the study of many-variable $q$-series and in the study of Askey-Wilson polynomials, as we will show in future papers. However, in distinction to the case of differential equations we do not have the tools of local Lie transformation group theory or the relationship between Lie symmetries and separation of variables to help us obtain the generating functions in the most compact form. Our procedures enable us to classify and characterize generating functions in terms of symmetry operators; unaided, they do not enable us to write the generating functions in simplest form, i.e., factorized or in terms of a new choice of variables. It will be very interesting to see if (as is the case for differential equations) factorization and coordinates have symmetry operator interpretations.

The symmetry techniques presented here apply to formal power series and are essentially independent of convergence criteria. Hence, we shall ordinarily not specify the domains of validity for the identities derived in this paper. In most cases they can be determined easily for one-variable hypergeometric functions by the ratio test. For multivariable hypergeometric functions the full domain of convergence may be very difficult to determine (or even unknown). In those cases one can specialize some of the parameters in the functions (so that infinite series truncate to finite series for example) to guarantee convergence.

Finally we note that the symbolic method of Burchnall and Chaundy for ordinary hypergeometric series [4], [5], and some works of Hahn on $q$-series [7], [8] contain points of similarity with our method, although these authors did not use symmetry techniques.
2. The "basic" idea. We begin our study of canonical equations for $q$-series by deriving the canonical form associated with the $q$-hypergeometric functions $\varphi_{s}$ :

$$
\begin{equation*}
{ }_{r} \varphi_{s}\binom{a_{1}, \cdots, a_{r}}{b_{1}, \cdots, b_{s} ; x}=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{r} ; q\right)_{n} x^{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{s} ; q\right)_{n}(q ; q)_{n}} \tag{2.1}
\end{equation*}
$$

where $a_{i}=q^{\alpha_{i}}, b_{j}=q^{\beta_{j}}$ and

$$
\begin{equation*}
(a ; q)_{n}=\frac{(a ; q)_{\infty}}{\left(a q^{n} ; q\right)_{\infty}}, \quad(a ; q)_{\infty}=\prod_{m=0}^{\infty}\left(1-q^{m} a\right) . \tag{2.2}
\end{equation*}
$$

Here $\alpha_{i}, \beta_{j}, x$ are complex variables, $\left(\beta_{j} \neq 0,-1,-2, \cdots\right)$ and we normally require that $0<q<1$. Note that for $n$ a nonnegative integer we have

$$
\begin{equation*}
(a ; q)_{n}=(1-a)(1-q a) \cdots\left(1-q^{n-1} a\right) . \tag{2.3}
\end{equation*}
$$

As is well known [3], [5] ${ }_{r} \varphi_{s}$ is a $q$-analogue of the hypergeometric series
where

$$
\begin{equation*}
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)} \tag{2.5}
\end{equation*}
$$

and $\Gamma(\cdot)$ is the gamma function. For $n$ a nonnegative integer

$$
\begin{equation*}
(\alpha)_{n}=\alpha(\alpha+1) \cdots(\alpha+n-1) . \tag{2.6}
\end{equation*}
$$

Here ${ }_{r} \varphi_{s}$ and ${ }_{r} F_{s}$ are related by

$$
{ }_{r} F_{s}\left(\begin{array}{l}
\alpha_{i}  \tag{2.7}\\
\beta_{j}
\end{array} ; x\right)=\lim _{q \rightarrow 1} \varphi_{s}\left(\begin{array}{l}
a^{i} \\
b_{j}
\end{array} ; \frac{x}{(1-q)^{r-s-1}}\right) .
$$

Let $T_{u}$ be the $q$-dilation operator corresponding to the variable $u$, i.e., $T_{u}$ maps a function $f$ of the variables $u, v, w, \cdots$ to the function

$$
\begin{equation*}
T_{u} f(u, v, w, \cdots)=f(q u, v, w, \cdots) \tag{2.8}
\end{equation*}
$$

From the $q$-series (2.1) one can easily verify the recurrence relations

$$
\begin{align*}
& \left(1-a_{k} T_{x}\right)_{r} \varphi_{s}\left(\begin{array}{l}
a_{i} \\
b_{j}
\end{array} ; x\right)=\left(1-a_{k}\right)_{r} \varphi_{s}\left(\begin{array}{c}
e^{k} a_{i} \\
b_{j}
\end{array} ; x\right), \quad 1 \leqq k \leqq r, \\
& \left(1-b_{l} q^{-1} T_{x}\right)_{r} \varphi_{s}\left(\begin{array}{l}
a_{i} \\
b_{j}
\end{array} ; x\right)=\left(1-b_{l} q^{-1}\right)_{r} \varphi_{s}\left(\begin{array}{c}
a_{i} \\
e_{l} b_{j}
\end{array} ; x\right), \quad 1 \leqq l \leqq s,  \tag{2.9}\\
& x^{-1}\left(1-T_{x}\right)_{r} \varphi_{s}\left(\begin{array}{c}
a_{i} \\
b_{j}
\end{array} ; x\right)=\frac{\left(1-a_{1}\right) \cdots\left(1-a_{r}\right)}{\left(1-b_{1}\right) \cdots\left(1-b_{s}\right)} \varphi_{s} \varphi_{s}\left(\begin{array}{l}
q a_{i} \\
q b_{j}
\end{array} ; x\right)
\end{align*}
$$

where

$$
\begin{align*}
& e^{k} a_{i}= \begin{cases}a_{i} & \text { if } i \neq k, \\
q a_{k} & \text { if } i=k,\end{cases}  \tag{2.10}\\
& e_{l} b_{j}= \begin{cases}b_{j} & \text { if } j \neq l, \\
q^{-1} b_{l} & \text { if } j=l .\end{cases}
\end{align*}
$$

Note that relations (2.9) imply the fundamental $q$-difference equation satisfied by the ${ }_{r} \varphi_{s}$ :

$$
\begin{equation*}
\left\{x\left(1-a_{1} T_{x}\right) \cdots\left(1-a_{r} T_{x}\right)-\left(1-T_{x}\right)\left(1-b_{1} q^{-1} T_{x}\right) \cdots\left(1-b_{s} q^{-1} T_{x}\right)\right\}_{r} \varphi_{s}\left(\frac{a_{i}}{b_{j}} ; x\right)=0 \tag{2.11}
\end{equation*}
$$

Indeed, for $\beta_{j} \neq 0,-1,-2, \cdots$ the only solution of this equation which is analytic in $x$ at $x=0$ is $r \varphi_{s}\left(b_{j} ; x\right)$.

Now we define the function ${ }_{r} \Phi_{s}$ of $2(r+s)+1$ variables by

$$
\begin{equation*}
{ }_{r} \Phi_{s}\left(a_{i}, b_{j} ; u_{p}\right)={ }_{r} \varphi_{s}\left(\frac{a_{i}}{b_{j}} ; \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1} . \tag{2.12}
\end{equation*}
$$

Let $\Delta_{p}^{ \pm}$be the $q$-difference operators

$$
\begin{gather*}
\Delta_{p}^{+}=u_{p}^{-1}\left(1-T_{u_{p}}\right),  \tag{2.13}\\
\Delta_{p}^{-}=u_{p}^{-1}\left(1-T_{u_{p}}^{-1}\right), \quad 1 \leqq p \leqq r+s+1 .
\end{gather*}
$$

In terms of these operators, relations (2.9) take the simple form

$$
\begin{align*}
& \Delta_{k}^{-} \Phi_{s}=\left(1-a_{k}\right)_{r} \Phi_{s}\binom{e^{k} a_{i}}{b_{j}}, \quad 1 \leqq k \leqq r, \\
& \Delta_{r+l}^{+} \Phi_{s}=\left(1-b_{l} q^{-1}\right)_{r} \Phi_{s}\binom{a_{i}}{e_{l} b_{j}}, \quad 1 \leqq l \leqq s,  \tag{2.14}\\
& \Delta_{r+s+1}^{+} \Phi_{s}=\frac{\left(1-a_{1}\right) \cdots\left(1-a_{r}\right)}{\left(1-b_{1}\right) \cdots\left(1-b_{s}\right)} \Phi_{s}\binom{q a_{i}}{q b_{j}}
\end{align*}
$$

and (2.11) becomes the (canonical) partial $q$-difference equation

$$
\begin{equation*}
\left(\prod_{k=1}^{r} \Delta_{p}^{-}-\prod_{p=r+1}^{r+s+1} \Delta_{p}^{+}\right)_{r} \Phi_{s}=0 \tag{2.15}
\end{equation*}
$$

Furthermore ${ }_{r} \Phi_{s}$ satisfies the eigenvalue equations

$$
\begin{array}{lr}
T_{r+s+1}^{-1} T_{k}^{-1} \Phi_{s}=q^{\alpha_{k}} \Phi_{s}, & 1 \leqq k \leqq r, \\
T_{r+s+1}^{-1} T_{r+l r} \Phi_{s}=q^{\beta_{l}-1}{ }_{r} \Phi_{s}, & 1 \leqq l \leqq s . \tag{2.16}
\end{array}
$$

Indeed, ${ }_{r} \Phi_{s}$ is characterized by (2.15), (2.16): It is (to within a constant multiple) the only solution of these equations analytic in the $u_{p}$ at $u_{r+s+1}=0$.

We can regard an analytic solution $\Psi\left(u_{p}\right)$ of the canonical equation

$$
\begin{equation*}
\left(\Delta_{1}^{-} \cdots \Delta_{r}^{-}-\Delta_{r+1}^{+} \cdots \Delta_{r+s+1}^{+}\right) \Psi=0 \tag{2.17}
\end{equation*}
$$

as a generating function for basic hypergeometric functions. Indeed, expanding $\Psi$ as a power series

$$
\begin{equation*}
\Psi\left(u_{p}\right)=\sum_{\alpha_{i} \beta_{j}} f_{\alpha_{i} \beta_{j}}(x) u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha_{r}} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1} \tag{2.18}
\end{equation*}
$$

where $x=u_{r+1} \cdots u_{r+s+1} / u_{1} \cdots u_{r}$, we see that if $\Psi$ is analytic at $x=0$ and if no nonzero term occurs with some $\beta_{j}=0,-1,-2, \cdots$ then always

$$
\begin{equation*}
f_{\alpha_{i} \beta_{j}}(x)=c_{\alpha_{i} \beta j r} \varphi_{s}\left(\frac{a_{i}}{b_{j}} ; x\right) \tag{2.19}
\end{equation*}
$$

for some constants $c_{\alpha_{i} \beta_{j}}$. We shall typically compute such a generating function $\Psi$ by characterizing it as a simultaneous eigenfunction of a set of $r+s$ commuting symmetry operators for (2.17). By a symmetry operator for the canonical equation we mean a linear operator $L$ which maps any local analytic solution $\Psi$ for (2.17) into another local analytic solution $L \Psi$. Clearly the dilation operators $T_{r+s+1}^{-1} T_{k}^{-1}(1 \leqq k \leqq r)$, $T_{r+s+1}^{-1} T_{r+l}(1 \leqq l \leqq s)$ are commuting symmetries, and the eigenvalue equations (2.16) characterize the basis solutions ${ }_{r} \Phi_{s}$ in terms of these symmetries. Furthermore the $q$-difference operators $\Delta_{i}^{-}(1 \leqq i \leqq r)$ and $\Delta_{r+h}^{+}(1 \leqq h \leqq s+1)$ are commuting symmetries. Note also that any permutation of the variables $\left\{u_{i}: 1 \leqq i \leqq r\right\}$ is a symmetry of (2.17) as is any permutation of the variables $\left\{u_{r+h}: 1 \leqq h \leqq s+1\right\}$. (For example, the transposition symmetry ( $u_{r+1}, u_{r+s+1}$ ) implies that

$$
{ }_{r} \varphi_{s}\left(\begin{array}{c}
a_{i} b_{1}^{-1} q \\
q^{2} b_{1}^{-1}, b_{j} b_{1}^{-1} q
\end{array} ; x\right) x^{1-\beta_{1}}
$$

is another solution of (2.11).)
The canonical equation (2.17) for $q$-hypergeometric functions is a clear analogue of the canonical equation for the hypergeometric functions ${ }_{r} F_{s}$ [13]. Indeed the basis
functions

$$
{ }_{r} \mathscr{F}_{a}\left(\begin{array}{c}
\alpha_{i}  \tag{2.20}\\
\beta_{j}
\end{array} ; u_{p}\right)={ }_{r} F_{s}\left(\begin{array}{c}
\alpha_{i} \\
\beta_{j}
\end{array} ; \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha_{r}} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1}
$$

satisfy the canonical equation

$$
\begin{equation*}
\left(\partial_{u_{1}} \cdots \partial_{u_{r}}-(-1)^{r} \partial_{u_{r+1}} \cdots \partial_{u_{r+s+1}}\right)_{r} \mathscr{F}_{s}=0 \tag{2.21}
\end{equation*}
$$

and the eigenvalue equations

$$
\begin{align*}
& \left(-D_{r+s+1}-D_{k}\right)_{r} \mathscr{F}_{s}=\alpha_{k} \mathscr{F}_{s}, \quad 1 \leqq k \leqq r,  \tag{2.22}\\
& \left(-D_{r+s+1}+D_{r+1}\right)_{r} \mathscr{F}_{s}=\left(\beta_{l}-1\right)_{r} \mathscr{F}_{s}, \quad 1 \leqq l \leqq s,
\end{align*}
$$

where $D_{p}=u_{p} \partial_{u_{p}}$. Furthermore ${ }_{r} \mathscr{F}_{s}$ is the only solution of (2.21), (2.22) that is analytic in the $u_{p}$ at $u_{r+s+1}=0$.

Our procedure applies to a family of $q$-analogues for the ${ }_{r} F_{s}$. Let $\delta$ be a function with domain $\{1,2, \cdots, r+s+1\}$ and range contained in the set $\{+,-\}$. The canonical equation

$$
\begin{equation*}
\left(\Delta_{1}^{\delta(1)} \cdots \Delta_{r}^{\delta(r)}-\Delta_{r+1}^{\delta(r+1)} \cdots \Delta_{r+s+1}^{\delta(r+s+1)}\right) \Psi=0 \tag{2.23}
\end{equation*}
$$

and eigenvalue equations

$$
\begin{array}{ll}
T_{r+s+1}^{-1} T_{k}^{-1} \Psi=q^{\alpha_{k}} \Psi, & 1 \leqq k \leqq r, \\
T_{r+s+1}^{-1} T_{r+l} \Psi=q^{\beta_{1}-1} \Psi, & 1 \leqq l \leqq s, \tag{2.24}
\end{array}
$$

have the unique (to within a constant multiple) solution

$$
{ }_{r} \Phi_{s}^{\delta}\left(\begin{array}{c}
a_{i}  \tag{2.25}\\
b_{i}
\end{array} ; u_{p}\right)={ }_{r} \varphi_{s}^{\delta}\left(\begin{array}{c}
a_{i} \\
b_{j}
\end{array} ; \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha_{r}} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1}
$$

where

$$
\begin{align*}
&{ }_{r} \varphi_{s}^{\delta}\left(\begin{array}{l}
a_{i} \\
b_{j}
\end{array} x\right)=\sum_{n=0}^{\infty} \frac{\left(q^{\delta^{\prime}(1) \alpha_{1}} ; q^{\delta^{\prime}(1) 1}\right)_{n}}{\left(q^{\delta(r+1) \beta_{1}} ; q^{\delta(r+1) 1}\right)_{n}} \cdots \frac{\left(q^{\delta^{\prime}(r) \alpha_{r}} ; q^{\delta^{\prime}(r) 1}\right)_{n}}{\left(q^{\delta(r+s) \beta_{s}} ; q^{\delta(r+s) 1}\right)_{n}}  \tag{2.26}\\
& \cdot \frac{x^{n}}{\left(q^{\delta(r+s+1)} ; q^{\delta(r+s+1) 1}\right)_{n}}
\end{align*}
$$

and

$$
\delta^{\prime}(p)= \begin{cases}+ & \text { if } \delta(p)=-  \tag{2.27}\\ - & \text { if } \delta(p)=+\end{cases}
$$

Each of these $q$-analogues of ${ }_{r} F_{s}$ can be further treated by the methods presented in this paper.

Canonical equations for many-variable hypergeometric $q$-series can be derived almost as easily as for the one-variable case. Consider for example the Appell function $F_{2}$ :

$$
F_{2}\left(\begin{array}{c}
\alpha, \beta, \beta^{\prime}  \tag{2.28}\\
\gamma, \gamma^{\prime}
\end{array} ; x, y\right)=\sum_{n, m=0}^{\infty} \frac{(\alpha)_{m+n}(\beta)_{m}\left(\beta^{\prime}\right)_{n} x^{m} y^{n}}{(\gamma)_{m}\left(\gamma^{\prime}\right)_{n} m!n!}
$$

As shown in [11] the canonical differential equations are

$$
\begin{equation*}
\left(\partial_{u_{1}} \partial_{u_{2}}-\partial_{u_{3}} \partial_{u_{4}}\right) \mathscr{F}_{2}=0, \quad\left(\partial_{u_{1}} \partial_{u_{5}}-\partial_{u_{6}} \partial_{u_{7}}\right) \mathscr{F}_{2}=0 \tag{2.29}
\end{equation*}
$$

with eigenvalue equations

$$
\begin{gather*}
D_{1}+D_{3}+D_{6} \sim-\alpha, \quad D_{2}+D_{3} \sim-\beta, \\
D_{4}-D_{3} \sim \gamma-1, \quad D_{5}+D_{6} \sim-\beta^{\prime}, \quad D_{7}-D_{6} \sim \gamma^{\prime}-1 . \tag{2.30}
\end{gather*}
$$

Here $A \sim \alpha$ stands for $A \mathscr{F}_{2}=\alpha \mathscr{F}_{2}$, and $D_{i}=u_{i} \partial_{u_{i}}$. Furthermore,

$$
\mathscr{F}_{2}=F_{2}\left(\begin{array}{c}
\alpha, \beta, \beta^{\prime} \\
\gamma, \gamma^{\prime}
\end{array} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}, \frac{u_{6} u_{7}}{u_{1} u_{5}}\right) u_{1}^{-\alpha} u_{2}^{-\beta} u_{5}^{-\beta^{\prime}} u_{4}^{\gamma-1} u_{7}^{\gamma^{\prime}-1} .
$$

Now consider the $q$-analogue

$$
f_{2}\left(\begin{array}{c}
a, b, b^{\prime} \\
c, c^{\prime}
\end{array} ; x, y\right)=\sum_{n, m=0}^{\infty} \frac{(a ; q)_{m+n}(b ; q)_{m}\left(b^{\prime} ; q\right)_{n} x^{m} y^{n}}{(c ; q)_{m}\left(c^{\prime} ; q\right)_{n}(q ; q)_{m}(q ; q)_{n}}
$$

where $a=q^{\alpha}, b=q^{\beta}$, etc. The function

$$
f_{2}=f_{2}\left(\begin{array}{c}
a, b, b^{\prime}  \tag{2.31}\\
c, c^{\prime}
\end{array} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}, \frac{u_{6} u_{7}}{u_{1} u_{5}}\right) u_{1}^{-\alpha} u_{2}^{-\beta} u_{5}^{-\beta^{\prime}} u_{4}^{\gamma-1} u_{7}^{\gamma^{\prime}-1}
$$

satisfies the recurrence relations

$$
\begin{gather*}
\Delta_{1}^{-} f_{2}=(1-a) f_{2}(a q), \quad \Delta_{2}^{-} f_{2}=(1-b) f_{2}(b q), \\
\Delta_{3}^{+} f_{2}=\frac{(1-a)(1-b)}{(1-c)} f_{2}\binom{a q, b q}{c q}, \\
\Delta_{4}^{+} f_{2}=\left(1-c q^{-1}\right) f_{2}\left(c q^{-1}\right), \quad \Delta_{5}^{-} f_{2}=\left(1-b^{\prime}\right) f_{2}\left(b^{\prime} q\right),  \tag{2.32}\\
\Delta_{6}^{+} f_{2}=\frac{(1-a)\left(1-b^{\prime}\right)}{\left(1-c^{\prime}\right)} f_{2}\binom{a q, b^{\prime} q}{c^{\prime} q}, \\
\Delta_{7}^{+} f_{2}=\left(1-c^{\prime} q^{-1}\right) f_{2}\left(c^{\prime} q^{-1}\right),
\end{gather*}
$$

hence the canonical equations

$$
\begin{equation*}
\Delta_{1}^{-} \Delta_{2}^{-}-\Delta_{3}^{+} \Delta_{4}^{+} \sim 0, \quad \Delta_{1}^{-} \Delta_{5}^{-}-\Delta_{6}^{+} \Delta_{7}^{+} \sim 0 . \tag{2.33}
\end{equation*}
$$

(Here again $A \sim \chi$ signifies that $f_{2}$ is an eigenfunction of the operator $A$ with eigenvalue $\chi$.) Furthermore $f_{2}$ satisfies the dilation eigenvalue equations

$$
\begin{gather*}
T_{1} T_{3} T_{6} \sim a^{-1}, \quad T_{2} T_{3} \sim b^{-1}, \quad T_{4} T_{3}^{-1} \sim c q^{-1},  \tag{2.34}\\
T_{5} T_{6} \sim b^{\prime-1}, \quad T_{7} T_{6}^{-1} \sim c^{\prime} q^{-1},
\end{gather*}
$$

and for $\gamma, \gamma^{\prime} \neq 0,-1,-2, \cdots$ the only solution of equations (2.33), (2.34) analytic in the $u_{i}$ at $u_{3}=u_{6}=0$ is (2.31). The standard pair of $q$-difference equations for the function $f_{2}$

$$
\begin{aligned}
& {\left[\left(1-a T_{x} T_{y}\right)\left(1-b T_{x}\right)-x^{-1}\left(1-T_{x}\right)\left(1-c q^{-1} T_{x}\right)\right] f_{2}=0,} \\
& {\left[\left(1-a T_{x} T_{y}\right)\left(1-b^{\prime} T_{y}\right)-y^{-1}\left(1-T_{y}\right)\left(1-c^{\prime} q^{-1} T_{y}\right)\right] f_{2}=0,}
\end{aligned}
$$

is obtained directly from the canonical equations by setting $x=u_{3} u_{4} / u_{1} u_{2}, y=u_{6} u_{7} / u_{1} u_{5}$ and factoring out the remaining "ignorable" variables. Note the perfect correspondence between the differential equations (2.29), (2.30) for the Appell function and the $q$-difference equations (2.33), (2.34) for the $q$-analogue.

Just as in the single-variable case we can study a family of $q$-analogues for $F_{2}$, one for each function $\delta$ with domain $\{1,2, \cdots, 7\}$ and range contained in $\{+,-\}$. The canonical equations are

$$
\begin{align*}
& \Delta_{1}^{\delta(1)} \Delta_{2}^{\delta(2)}-\Delta_{3}^{\delta(3)} \Delta_{4}^{\delta(4)} \sim 0 \\
& \Delta_{1}^{\delta(1)} \Delta_{5}^{\delta(5)}-\Delta_{6}^{\delta(6)} \Delta_{7}^{\delta(7)} \sim 0 \tag{2.35}
\end{align*}
$$

and the corresponding $q$-series is

$$
\begin{align*}
f_{2}^{\delta}\left(\begin{array}{c}
a, b, b^{\prime} \\
c, c^{\prime}
\end{array} ; x, y\right)= & \sum_{m, n=0}^{\infty} \frac{\left(q^{\delta^{\prime}(1) \alpha} ; q^{\delta^{\prime}(1) 1}\right)_{m+n}\left(q^{\delta^{\prime}(2) \beta} ; q^{\delta^{\prime}(2) 1}\right)_{m}}{\left(q^{\delta(r) \gamma} ; q^{\delta(r) 1}\right)_{m}\left(q^{\delta(7) \gamma^{\prime}} ; q^{\delta(7) 1}\right)_{m}} \\
& \cdot \frac{\left(q^{\delta^{\prime}(5) \beta^{\prime}} ; q^{\delta^{\prime}(5) 1}\right)_{n} x^{m} y^{n}}{\left(q^{\delta(3)} ; q^{\delta(3) 1}\right)_{m}\left(q^{\delta(6)} ;{ }^{\delta(6) 1}\right)_{n}} . \tag{2.36}
\end{align*}
$$

Similar computations can be performed for any two-variable (or many-variable) $q$-hypergeometric series $g$. Corresponding to each parameter $a=q^{\alpha}$ such that the symbol $(a ; q)_{A m+B n}$ appears in the numerator of the expansion

$$
g=\sum_{m, n} \frac{(a ; q)_{A m+B n} \cdots}{(c ; q)_{C m+D n} \cdots} \frac{x^{m} y^{m}}{(q ; q)_{m}(q ; q)_{n}}
$$

there is a "raising operator" $E^{\alpha}=\Delta^{-}$associated with the recurrence relation

$$
\left(1-a T_{x}^{A} T_{y}^{B}\right) g=(1-a) g(a q)
$$

Similarly, for each denominator parameter $c$ we can construct a "lowering operator" $E_{\gamma}=\Delta^{+}$associated with

$$
\left(1-c q^{-1} T_{x}^{C} T_{y}^{D}\right) g=\left(1-c q^{-1}\right) g\left(c q^{-1}\right)
$$

Application of $x^{-1}\left(1-T_{x}\right)$, corresponding to $\Delta^{+}$, takes each numerator parameter $a$ to $a q^{A}$ and each denominator parameter $c$ to $c q^{C}$, whereas application of $y^{-1}\left(1-T_{y}\right)$, corresponding to $\Delta^{+}$, takes each numerator parameter $a$ to $a q^{B}$ and each denominator parameter $c$ to $c q^{D}$.

Hrabowski [9] has discussed the general procedures for associating a system of canonical differential equations and eigenvalue equations with a given hypergeometric series and, conversely, for associating one or more hypergeometric series with a given system of canonical differential equations and eigenvalue equations. His analysis applies, with minor modifications, to $q$-hypergeometric series as we will discuss in a subsequent paper. The principal distinction is that there are two types of $q$-difference operators $\Delta_{u}^{ \pm}$and only one type of differential operator $\partial_{u}$.
3. Embeddings and augmentations. If the canonical equations of a $q$-hypergeometric series can be identified with a subset of the canonical equations of a second $q$-hypergeometric series, then by a suitable restriction of coordinates we can regard the second series to be a generating function for the first series. As an illustrative example we consider the canonical equation

$$
\begin{equation*}
\Delta_{1}^{-} \Delta_{2}^{-}-\Delta_{3}^{+} \Delta_{4}^{+} \sim 0 \tag{3.1}
\end{equation*}
$$

for the basic hypergeometric function

$$
\begin{gather*}
{ }_{2} \Phi_{1}={ }_{2} \varphi_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}\right) u_{1}^{-\alpha} u_{2}^{-\beta} u_{3}^{\gamma-1}, \\
T_{4}^{-1} T_{1}^{-1} \sim q^{\alpha}, \quad T_{4}^{-1} T_{2}^{-1} \sim q^{\beta}, \quad T_{4}^{-1} T_{3} \sim q^{\gamma-1}, \tag{3.2}
\end{gather*}
$$

and the canonical equations (2.33) and eigenvalue equations (2.34) for the $q$-Appell function $f_{2}$. Identifying the variables $u_{1}, \cdots, u_{4}$ for ${ }_{2} \Phi_{1}$ with the variables $u_{1}, \cdots, u_{4}$ for $f_{2}$ we see from (2.33) and (3.1) that for any choice of $u_{5}, u_{6}, u_{7}$ the function $f_{2}\left(u_{p}\right)$ can be regarded as a solution of the canonical equation (3.1) for ${ }_{2} \Phi_{1}$. For uniqueness we require $u_{5}=u_{6}=u_{7}=1$ and obtain the solution

$$
\begin{equation*}
f_{2}=f_{2}\binom{a, b, b^{\prime}}{c, c^{\prime} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}, \frac{1}{u_{1}}} u_{1}^{-\alpha} u_{2}^{-\beta} u_{4}^{\gamma-1} \tag{3.3}
\end{equation*}
$$

of (3.1). Our approach is to characterize the generating function (3.3) in terms of symmetry operators for (3.1). However the remaining canonical equation for $f_{2}$ and the eigenvalue equations (2.34) involve the variables $u_{5}, u_{6}, u_{7}$. We need to evaluate the operators $\Delta_{5}^{-}, \Delta_{6}^{+}, \Delta_{7}^{+}$applied to $f_{2}$ for $u_{5}=u_{6}=u_{7}=1$, in terms of operators acting only on functions of the variables $u_{1}, \cdots, u_{4}$. From (2.34) we find

$$
T_{6} \sim a^{-1} T_{1}^{-1} T_{3}^{-1}, \quad T_{5}^{-1} \sim b^{\prime} a^{-1} T_{1}^{-1} T_{3}^{-1}, \quad T_{7} \sim c^{\prime} q^{-1} a^{-1} T_{1}^{-1} T_{3}^{-1} .
$$

Thus the solution (3.3) is characterized by the equations

$$
\begin{gather*}
T_{2} T_{3} \sim b^{-1}, \quad T_{4} T_{3}^{-1} \sim c q^{-1},  \tag{3.4}\\
\Delta_{1}^{-}\left(1-\frac{b^{\prime}}{a} T_{1}^{-1} T_{3}^{-1}\right)-\left(1-\frac{1}{a} T_{1}^{-1} T_{3}^{-1}\right)\left(1-\frac{c^{\prime}}{q a} T_{1}^{-1} T_{3}^{-1}\right) \sim 0 .
\end{gather*}
$$

Note that the operators $T_{2} T_{3}, T_{4} T_{3}^{-1}, \Delta_{1}^{-}$and $T_{1}^{-1} T_{3}^{-1}$ are all symmetries of $\Delta_{1}^{-} \Delta_{2}^{-}-$ $\Delta_{3}^{+} \Delta_{4}^{+}$, so that we have characterized the solution (3.3) of (3.1) in terms of a set of (mixed) eigenvalue equations for symmetries of (3.1). (It is not always the case that the generating function of the restricted canonical system obtained through this process is characterized in terms of symmetries of the restricted system. An example is the restriction of the canonical system for the Appell function $F_{1}$ to the wave equation [11]. However, in this case and in all other such examples known to the authors appropriate functional linear combinations of the mixed eigenvalue equations can be expressed in terms of symmetry operators and the resulting system still uniquely characterizes the generating function.) This is the process of embedding.

The process inverse to embedding is augmentation. Here we are given a canonical system of $q$-difference equations and a characterization of a generating function for this system by a set of mixed eigenvalue equations expressed in terms of symmetry operators for the canonical system. Our aim is to establish simple rules for determination of the generating function as an explicit $q$-hypergeometric series by recasting the defining equations as a canonical system with dilation eigenvalue equations in a greater number of variables than the original problem.

To see how this procedure works, consider the generating function, characterized as the function analytic in $u_{1}, \cdots, u_{4}$ at $u_{3}=0$ and satisfying the canonical equation (3.1) and the mixed eigenvalue equations (3.4). Since the last equation in (3.4) is neither a canonical equation or a dilation eigenvalue equation for (3.1), we cannot determine the power series expression for the generating function by inspection. However, we can replace the expressions

$$
1-b^{\prime} a^{-1} T_{1}^{-1} T_{3}^{-1}, \quad 1-a^{-1} T_{1}^{-1} T_{3}^{-1}, \quad 1-c^{\prime} q^{-1} a^{-1} T_{1}^{-1} T_{3}^{-1}
$$

by $\Delta_{5}^{-}, \Delta_{6}^{+}, \Delta_{7}^{+}$, respectively, for $u_{5}=u_{6}=u_{7}=1$ where $T_{5}^{-1} \sim b^{\prime} a^{-1} T_{1}^{-1} T_{3}^{-1}, T_{6} \sim$ $a^{-1} T_{1}^{-1} T_{3}^{-1}$ and $T_{7}=c^{\prime} q^{-1} a^{-1} T_{1}^{-1} T_{3}^{-1}$. Then for general $u_{p}$ the defining equations of the generating function take the canonical form (2.33), (2.34) with the unique solution (2.31), analytic at $u_{3}=u_{6}=0$. Setting $u_{5}=u_{6}=u_{7}=1$ we obtain the generating function.
(Note that the choice $\Delta_{5}^{-}, \Delta_{6}^{+}, \Delta_{7}^{+}$is unique. If we had taken $\Delta_{5}^{+}$for example, we would have obtained the condition $T_{5} T_{1} T_{3} \sim b^{\prime} a^{-1}$, but $T_{5} T_{1} T_{3}$ is not a symmetry of the canonical equations (2.33).) We also note that $q$-analogues of the Appell function $F_{3}$ and the Horn function $\mathscr{H}_{2}$ correspond to these same canonical equations but have different analyticity properties [11].

The following sections contain several more examples of augmentation.
4. Generating functions for,$\varphi_{s}$. Here we will present several examples showing how generating functions for the ${ }_{r} \varphi_{s},(2.1)$ are associated with the canonical equation

$$
\begin{equation*}
\left(\Delta_{1}^{-} \cdots \Delta_{r}^{-}-\Delta_{r+1}^{+} \cdots \Delta_{r+s+1}^{+}\right) \Psi=0 . \tag{4.1}
\end{equation*}
$$

Recall that

$$
{ }_{r} \Phi_{s}={ }_{r} \varphi_{s}\left(\begin{array}{l}
a_{i} \\
b_{j}
\end{array} ; \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha_{r}} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1}
$$

is a solution of (4.1) and that $\Delta_{i}^{-},(1 \leqq i \leqq r), \Delta_{r+k}^{+},(1 \leqq k \leqq s), T_{r+s+1} T_{i}$ and $T_{r+s+1}^{-1} T_{k}$ are symmetries of this equation.

There appears to be no convenient general $q$-analogue of the local Lie theory which permits us to compute Lie group symmetries of differential equations from Lie algebra symmetries through the process of exponentiation. However, in particular cases the analogy is successful. Consider the $q$-exponential

$$
\begin{equation*}
e_{q}(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{(q ; q)_{n}}=\frac{1}{(x ; q)_{\infty}}, \quad|x|<1 \tag{4.2}
\end{equation*}
$$

satisfying $\Delta_{x}^{+} e_{q}=e_{q}[15, \mathrm{p} .92]$. In a formal sense at least, the operator $e_{q}\left(\lambda \Delta_{1}^{-}\right), \lambda \in \mathbb{C}$, is a symmetry of (4.1). Applying this operator to a basis solution ${ }_{r} \Phi_{s}$ and making use of (2.14), (4.2) we obtain

$$
\begin{equation*}
e_{q}\left(\lambda \Delta_{1}^{-}\right)_{r} \Phi_{s}\left(a_{1}\right)=\sum_{n=0}^{\infty} \frac{\lambda^{n}\left(a_{1} ; q\right)_{n}}{(q ; q)_{n}}, \varphi_{s}\left(a_{1} q^{n}\right) \tag{4.3}
\end{equation*}
$$

To compute the left-hand side of (4.3) we utilize Heines's ( $q$-binomial) theorem [15, p. 92], [2],

$$
\sum_{m=0}^{\infty} \frac{(a ; q)_{m}}{(q ; q)_{m}} t^{m}=\frac{(a t ; q)_{\infty}}{(t ; q)_{\infty}}
$$

to derive

$$
\begin{equation*}
e_{q}\left(\lambda \Delta_{x}^{-}\right) x^{n}=x^{n} \frac{\left(\lambda q^{-n} / x ; q\right)_{\infty}}{(\lambda / x ; q)_{\infty}}=\frac{x^{n}}{(\lambda / x, q)_{-n}} . \tag{4.4}
\end{equation*}
$$

From (4.4), (2.1) and (2.12) we find

$$
\begin{gather*}
e_{q}\left(\lambda \Delta_{1}^{-}\right)_{r} \Phi_{s}\left(a_{1}\right)=\frac{\left(\lambda / a_{1} u_{1} ; q\right)_{\infty}}{\left(\lambda / u_{1} ; q\right)_{\infty}}{ }_{r} \varphi_{s+1}\left(\begin{array}{l}
a_{i} \\
\left.b_{j} ; \lambda / a_{1} u_{1} ; \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) \\
\cdot u_{1}^{-\alpha_{1}} \cdots u_{r}^{-\alpha} u_{r+1}^{\beta_{1}-1} \cdots u_{r+s}^{\beta_{s}-1}
\end{array}\right.
\end{gather*}
$$

so that

$$
\frac{\left(x / a_{1} ; q\right)_{\infty}}{(x ; q)_{\infty}}{ }_{r} \varphi_{s+1}\left(\begin{array}{l}
a_{i}  \tag{4.6}\\
b_{j}
\end{array} ; x / a_{1} ; y\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}^{-1} ; q\right)_{n}}{(q ; q)_{n}} x^{n}{ }_{r} \varphi_{s}\left(\begin{array}{c}
a_{1} q^{n}, a_{2}, \cdots, a_{r} \\
b_{j}
\end{array}{ }^{2}\right) .
$$

Another way to understand this result is to note that the right-hand side of (4.3) is an eigenfunction of the operator $T_{r+s+1} T_{1}-\lambda q^{-1} \Delta_{1}^{-} T_{r+s+1} T_{1}$ with eigenvalue $a_{1}^{-1}$. The method of augmentation can then be employed to derive (4.5). Still another point of view is that since ${ }_{r} \Phi_{s}\left(a_{1}\right)$ is an eigenfunction of the symmetry operator $T_{r+s+1} T_{1}$ with eigenvalue $a_{1}^{-1}$ then $e_{q}\left(\lambda \Delta_{1}^{-}\right)_{r} \Phi_{s}\left(a_{1}\right)$ must be an eigenfunction of the formal symmetry operator

$$
\begin{equation*}
e_{q}\left(\lambda \Delta_{1}^{-}\right) T_{r+s+1} T_{1} E_{q}\left(-\lambda \Delta_{1}^{-}\right) \tag{4.7}
\end{equation*}
$$

with the same eigenvalue. Here [15, p.93]

$$
\begin{align*}
& E_{q}(x)=\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{(q ; q)_{n}} x^{n}=(-x ; q)_{\infty}, \\
& \Delta_{x}^{-} E_{q}=-q^{-1} E_{q}, \quad e_{q}(x) E_{q}(-x)=1 . \tag{4.8}
\end{align*}
$$

Let $X, Y$ be linear operators.
Lemma.

$$
\begin{equation*}
f(\lambda) \equiv e_{q}(\lambda X) Y E_{q}(-\lambda X)=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{(q ; q)_{n}}[X, Y]_{n} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{gather*}
{[X, Y]_{0}=Y, \quad[X, Y]_{1}=X Y-Y X,} \\
{[X, Y]_{n+1}=X[X, Y]_{n}-q^{n}[X, Y]_{n} X, \quad n=1,2, \cdots .} \tag{4.10}
\end{gather*}
$$

Proof. This result is equivalent to the identity $\Delta_{\lambda}^{+} f(\lambda)=X f(\lambda)-T_{\lambda} f(\lambda) X$ and the identity can be verified by formal power series expansion in the variable $\lambda$. (The authors learned of this result from Mourad Ismail and Dennis Stanton.)

For $X=\Delta_{1}^{-}, Y=T_{r+s+1} T_{1}$ it is easily verified that $[X, Y]_{1}=\left(1-q^{-1}\right) \Delta_{1}^{-} T_{r+s+1} T_{1}$, $[X, Y]_{2}=0$ so, by the lemma:

$$
e_{q}\left(\lambda \Delta_{1}^{-}\right) T_{r+s+1} T_{1} E_{q}\left(-\lambda \Delta_{1}^{-}\right)=T_{r+s+1} T_{1}-q^{-1} \lambda \Delta_{1}^{-} T_{r+s+1} T_{1} .
$$

Using the $q$-binomial theorem we can verify that

$$
\begin{equation*}
E_{q}\left(-\lambda \Delta_{x}^{+}\right) x^{n}=x^{n} \frac{(\lambda / x ; q)_{\infty}}{\left(\lambda q^{n} / x ; q\right)_{\infty}} \tag{4.11}
\end{equation*}
$$

From (2.14) we have

$$
\begin{aligned}
& E_{q}\left(-\lambda \Delta_{r+1}^{+}\right)_{r} \Phi_{s}\left(b_{1}\right)=\sum_{n=0}^{\infty} \frac{(b \lambda / q)^{n}\left(b^{-1} q ; q\right)_{n}}{(q ; q)_{n}}{ }_{r} \Phi_{s}\left(b_{1} q^{-n}\right), \\
& E_{q}\left(-\lambda \Delta_{r+s+1}^{+}\right)_{r} \Phi_{s}\binom{a_{i}}{b_{j}}=\sum_{n=0}^{\infty} \frac{(-\lambda)^{n} q^{n(n-1) / 2}}{(q ; q)_{n}} \\
& \cdot \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{r} ; q\right)_{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{s} ; q\right)_{n}}{ }_{r} \Phi_{s}\binom{a_{i} q^{n}}{b_{j} q^{n}} .
\end{aligned}
$$

Applying (4.11) we obtain the generating functions

$$
\begin{align*}
& \frac{(q x / b ; q)_{\infty}}{(x ; q)_{\infty}}{ }_{r+1} \varphi_{s}\left(\begin{array}{c}
a_{i}, x \\
\left.b_{j} ; y\right)=\sum_{n=0}^{\infty} \frac{\left(q / b_{1} ; q\right)_{n}}{(q ; q)_{n}}{ }_{r} \varphi_{s}\left(\begin{array}{c}
a_{i} \\
b_{1} q^{-n}, b_{2} \cdots b_{s}
\end{array} y\right) x^{n}, \\
{ }_{r+1} \varphi_{s}\left(\begin{array}{c}
a_{i}, x \\
b_{j}
\end{array} ; y\right)=\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{(q ; q)_{n}} \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{r} ; q\right)_{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{s} ; q\right)_{n}}, \varphi_{s}\left(\begin{array}{l}
a_{i} q^{n} \\
b_{j} q^{n}
\end{array} y\right)(-x y)^{n} .
\end{array} .\right.
\end{align*}
$$

Now we consider some examples where the generating functions are directly characterized in terms of symmetry operators for the canonical equation (4.1). Let $A$, $B, C$ be nonnegative integers with $B \geqq 1, A+B=r, C+B=s$. We look for an eigenfunction of (4.1) characterized by the following conditions:

$$
\begin{array}{cc}
\Delta_{1}^{-} \Delta_{2}^{-} \cdots \Delta_{A}^{-}-\Delta_{r+1}^{+} \Delta_{r+2}^{+} \cdots \Delta_{r+C}^{+} \Delta_{r+s+1}^{+} \sim 0, \\
\Delta_{A+1}^{-} \Delta_{A+2}^{-} \cdots \Delta_{r}^{-}-\Delta_{r+C+1}^{+} \Delta_{r+C+2}^{+} \cdots \Delta_{r+s}^{+} \sim 0, \\
T_{1}^{-1} T_{r+s+1}^{-1} \sim a_{1}, & T_{r+1} T_{r+s+1}^{-1} \sim c_{1} q^{-1}, \\
\vdots & \vdots  \tag{4.13}\\
T_{A}^{-1} T_{r+s+1}^{-1} \sim a_{A}, & T_{r+C} T_{r+s+1}^{-1} \sim c_{C} q^{-1}, \\
T_{A+1} T_{r}^{-1} \sim b_{1} q^{-1}, & T_{r+C+1}^{-1} T_{r}^{-1} \sim d_{1}, \\
\vdots & \vdots \\
T_{A+B-1} T_{r}^{-1} \sim b_{B-1} q^{-1}, T_{r+C+B}^{-1} T_{r}^{-1} \sim d_{B} .
\end{array}
$$

Choosing $u_{r}$ and $u_{r+s+1}$ as the distinguished variables such that the generating function is analytic at $u_{r}=u_{r+s+1}=0$, we see that equations (4.13) are in canonical form with solution

$$
\begin{aligned}
& { }_{A} \varphi_{C}\left(\begin{array}{l}
a_{1}, \cdots, a_{A} \\
c_{1}, \cdots, c_{C}
\end{array} ; \frac{u_{r+1} \cdots u_{r+C}}{u_{1} \cdots u_{A}} u_{r+s+1}\right) u_{1}^{-\alpha_{1}} \cdots u_{A}^{-\alpha_{A}} u_{r+1}^{\gamma_{1}-1} \cdots u_{r+C}^{\gamma_{C}-1} \\
& \cdot{ }_{B} \varphi_{B-1}\left(\begin{array}{c}
d_{1}, \cdots, d_{B} \\
b_{1}, \cdots, b_{B-1}
\end{array} ; \frac{q b_{1} \cdots b_{B-1} u_{A+1} \cdots u_{A+B-1}}{d_{1} \cdots d_{B} u_{r+C+1} \cdots u_{r+s}} u_{r}\right) \\
& \cdot u_{A+1}^{\beta_{1}-1} \cdots u_{A+B-1}^{\beta_{B-1}} u_{r+C+1}^{-\delta_{1}} \cdots u_{r+s}^{-\delta_{B}} \\
& =\sum_{n=0}^{\infty} X_{n A+B} \varphi_{C+B}\left(\begin{array}{c}
a_{1}, \cdots, a_{A} ; q^{-n}, q^{1-n} / b_{1}, \cdots, q^{1-n} / b_{B-1} \\
c_{1}, \cdots, c_{C} ; q^{1-n} / d_{1}, \cdots, q^{1-n} / d_{B}
\end{array} \frac{u_{r+1} \cdots u_{r+s+1}}{u_{1} \cdots u_{r}}\right) \\
& \cdot u_{1}^{-\alpha_{1}} \cdots u_{A}^{-\alpha_{A}} u_{A+1}^{\beta_{1}+n-1} \cdots u_{A+B-1}^{\beta_{B-1}+n-1} u_{r}^{n} u_{r+1}^{\gamma_{1}-1} \cdots u_{r+C}^{\gamma_{C}-1} u_{r+C+1}^{-\delta_{1}-n} \cdots u_{r+s}^{-\delta_{B}-n} .
\end{aligned}
$$

Setting $u_{r+s+1}=0$, we find that

$$
X_{n}=\left(\frac{q b_{1} \cdots b_{B-1}}{d_{1} \cdots d_{B}}\right)^{n} \frac{\left(d_{1} ; q\right)_{n} \cdots\left(d_{B} ; q\right)_{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{B-1} ; q\right)_{n}(q ; q)_{n}}
$$

and the generating function simplifies to

$$
\begin{align*}
&{ }_{A} \varphi_{C}\binom{a_{1}, \cdots, a_{A}}{\left.c_{1}, \cdots, \frac{d_{1} \cdots d_{B}}{b_{1} \cdots b_{B-1}} ; t z\right)}{ }_{B} \varphi_{B-1}\binom{d_{1}, \cdots, d_{B}}{b_{1}, \cdots, b_{B-1}} \\
& \quad= \sum_{n=0}^{\infty} \frac{\left(d_{1} ; q\right)_{n} \cdots\left(d_{B} ; q\right)_{n}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{B-1} ; q\right)_{n}}  \tag{4.14}\\
& \cdot{ }_{A+B} \varphi_{C+B}\binom{a_{1}, \cdots, a_{A} ; q^{-n}, q^{1-n} / b_{1}, \cdots, q^{1-n} / b_{B-1}}{c_{1}, \cdots, c_{C} ; q^{1-n} / d_{1}, \cdots, q^{1-n} / d_{B}} \frac{t^{n}}{(q ; q)_{n}} .
\end{align*}
$$

Finally we derive a generating function for the $q$-series

$$
\begin{align*}
&{ }_{p+1} \hat{\varphi}_{p+r}\left(\begin{array}{l}
\left.a_{1}, \cdots, a_{p+1} ; q^{-1}, x\right) \\
b_{1}, \cdots, b_{p+r} \\
\end{array}\right. \\
&=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q^{-1}\right)_{n} \cdots\left(a_{p+1} ; q^{-1}\right)_{n}}{\left(b_{1} ; q^{-1}\right)_{n} \cdots\left(b_{p+r} ; q^{-1}\right)_{n}} \frac{x^{n}}{\left(q^{-1} ; q^{-1}\right)_{n}}  \tag{4.15}\\
&=\sum_{n=0}^{\infty} \frac{\left(a_{1}^{-1} ; q\right)_{n} \cdots\left(a_{p+1}^{-1} ; q\right)_{n}(-1)^{r n} q^{r n(n-1) / 2}}{\left(b_{1}^{-1} ; q\right)_{n} \cdots\left(b_{p+r}^{-1} ; q\right)_{n}(q ; q)_{n}}\left(\frac{x a_{1} \cdots a_{p+1}}{b_{1} \cdots b_{p+r} q}\right)^{n} .
\end{align*}
$$

Consider the equations

$$
\begin{gather*}
\Delta_{1}^{+} \cdots \Delta_{p+1}^{+}-\Delta_{p+2}^{-} \cdots \Delta_{2 p+r+2}^{-} \sim 0  \tag{4.16}\\
T_{1}^{-1} T_{2 p+r+2}^{-1} \sim q^{\alpha_{i}}=a_{i}^{-1}, \quad 1 \leqq i \leqq p+1,  \tag{4.17}\\
T_{j} T_{2 p+r+2}^{-1} \sim q^{\beta_{j}-1}=b_{j}^{-1} q^{-1}, \quad p+2 \leqq j \leqq 2 p+r+1,
\end{gather*}
$$

in canonical form. The solution of these equations, analytic at $u_{2 p+r+2}=0$ is:

$$
\left.\begin{array}{rl}
p_{p+1} \hat{\varphi}_{p+r} & \left(\begin{array}{l}
a_{1}, \cdots, a_{p+1} ; q^{-1}, \frac{u_{p+2} \cdots u_{2 p+r+2}}{u_{1} \cdots u_{p+1}}
\end{array}\right) \\
b_{1}, \cdots, b_{p+r} \tag{4.18}
\end{array}\right)
$$

We search for a generating function satisfying (4.16) and the following conditions:
(a) $\Delta_{1}^{+}+c T_{1} T_{2 p+r+2} \sim 1$,
(b) $\quad T_{1}^{-1} T_{2 p+r+2}^{-1} \sim a_{i}^{-1}, \quad 2 \leqq i \leqq p+1$,

$$
T_{j} T_{2 p+r+2}^{-1} \sim b_{j}^{-1} q^{-1}, \quad p+2 \leqq j \leqq 2 p+r+1 .
$$

Introducing a new variable $u_{2 p+r+3}$ and conditions

$$
\begin{equation*}
T_{1} T_{2 p+r+2} T_{2 p+r+3} \sim c^{-1}, \quad \Delta_{1}^{+}-\Delta_{2 p+r+3}^{-} \sim 0 \tag{4.20}
\end{equation*}
$$

we see that (4.20) reduces to (4.19) (a) when $u_{2 p+r+3}=1$ and conditions (4.16), (4.19) (b), (4.20) are in canonical form. It is straightforward to write down the generating function analytic at $u_{1}=u_{2 p+r+3}=0$ and, with simplification, to obtain the identity

$$
\begin{align*}
& \frac{(c t ; q)_{\infty}}{(t ; q)_{\infty}} p^{\prime+1} \Phi_{p+r+1}\left[\begin{array}{c}
\left.c, a_{2}^{-1}, \cdots, a_{p+1}^{-1} ; q, x t\right] \\
c t, b_{1}^{-1}, \cdots, b_{p+r}^{-1} ; q,
\end{array}\right. \\
& \quad=\sum_{k=0}^{\infty} \frac{(c ; q)_{k}}{(q ; q)_{k}} p_{p+1} \Phi_{p+r}\left[\begin{array}{c}
\left.q^{-n}, a_{2}^{-1}, \cdots, a_{p+1}^{-1} ; q, x q^{n}\right] t^{k} \\
b_{1}^{-1}, \cdots, b_{p+r}^{-1}
\end{array}\right. \tag{4.21}
\end{align*}
$$

where

$$
\begin{align*}
{ }_{p+1} \Phi_{p+r} & {\left[\begin{array}{l}
\left.a_{1}, \cdots, a_{p+1} ; q, x\right] \\
b_{1}, \cdots, b_{p+r}
\end{array}\right] } \\
& =\sum_{n=0}^{\infty} \frac{\left(a_{1} ; q\right)_{n} \cdots\left(a_{p+1} ; q\right)_{n}(-1)^{r} q^{r n(n-1) / 2}}{\left(b_{1} ; q\right)_{n} \cdots\left(b_{p+r} ; q\right)_{n}} \frac{x^{n}}{(q ; q)_{n}} . \tag{4.22}
\end{align*}
$$

The generating functions derived above are not "deep." Indeed each can be proven by equating coefficients of powers of appropriate variables and using the $q$-binomial theorem. Furthermore, more general generating functions hold when some of the $q$-shifted factorials are replaced by arbitrary sequences; see [6]. Our point is that
generating functions in their totality can be classified and derived using symmetry methods. In the following section we consider cases where the $q$-series have a richer symmetry structure and the generating functions are more interesting.
5. Generating functions for ${ }_{2} \varphi_{1}$. The canonical equations for the $q$-hypergeometric functions ${ }_{2} \varphi_{1}$ and ${ }_{1} \varphi_{1}$ admit certain simple symmetry operators which do not extend to symmetries of the equations for general ${ }_{r} \varphi_{s}$. This is closely related to the fact that ${ }_{2} \varphi_{1}$ and ${ }_{1} \varphi_{1}$ obey $q$-difference recurrence relations not shared by general ${ }_{r} \varphi_{s}$. We shall examine the $\operatorname{case}_{2} \varphi_{1}$ in some detail. Here the canonical equation is

$$
\begin{equation*}
Q \equiv \Delta_{1}^{-} \Delta_{2}^{-}-\Delta_{3}^{+} \Delta_{4}^{+} \sim 0 \tag{5.1}
\end{equation*}
$$

and the eigenvalue equations for the basis

$$
{ }_{2} \Phi_{1}={ }_{2} \varphi_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}\right) u_{1}^{-\alpha} u_{2}^{-\beta} u_{3}^{\gamma-1}
$$

are

$$
\begin{equation*}
T_{4}^{-1} T_{1}^{-1} \sim a, \quad T_{4}^{-1} T_{2}^{-1} \sim b, \quad T_{4}^{-1} T_{3} \sim c q^{-1} . \tag{5.2}
\end{equation*}
$$

In addition to the dilation operators $T_{4} T_{1}, T_{4} T_{2}, T_{4} T_{3}^{-1}$, their products and inverses, we have as symmetries of (5.1) the operators

$$
\begin{gather*}
E^{\alpha}=\Delta_{1}^{-}, \quad E^{\beta}=\Delta_{2}^{-}, \quad E_{\gamma}=\Delta_{3}^{+}, \quad E^{\alpha \beta \gamma}=\Delta_{4}^{+}, \\
E_{\alpha}=-q^{-1} u_{3} u_{4} T_{1}^{-2} T_{4}^{-2} \Delta_{2}^{-}+u_{1} u_{3} T_{1}^{-1} T_{4}^{-1} \Delta_{3}^{+}-q u_{1} T_{3} T_{4}^{-1}+u_{1} T_{1}^{-1} T_{3} T_{4}^{-2}, \\
E_{\beta}=-u_{3} u_{4} q^{-1} T_{2}^{-2} T_{4}^{-2} \Delta_{1}^{-}+u_{2} u_{3} T_{2}^{-1} T_{4}^{-1} \Delta_{3}^{+}-q u_{2} T_{3} T_{4}^{-1}+u_{2} T_{2}^{-1} T_{3} T_{4}^{-2}, \\
E^{\gamma}=u_{3}\left[q T_{3} T_{4}^{-2}-T_{1}^{-1} T_{2}^{-1} T_{4}^{-2}+q^{2} \frac{u_{1} u_{2}}{u_{3}} T_{3} \Delta_{4}^{-} T_{4}^{-1}\right],  \tag{5.3}\\
E_{\alpha \beta \gamma}=-u_{1} u_{2} T_{4}^{-1} \Delta_{3}^{+}+q^{-1} u_{4} T_{4}^{-1}-q^{-2} u_{4} T_{1}^{-1} T_{2}^{-1} T_{4}^{-2}, \\
E^{\alpha \gamma}=u_{3} T_{4}^{-1} \Delta_{1}^{-}+q u_{2} \Delta_{4}^{-}, \quad E^{\beta \gamma}=u_{3} T_{4}^{-1} \Delta_{2}^{-}+q u_{1} \Delta_{4}^{-}, \\
E_{\alpha \gamma}=-u_{1} \Delta_{3}^{+}+q^{-1} u_{4} T_{1}^{-1} T_{4}^{-1} \Delta_{2}^{-}, \quad E_{\beta \gamma}=-u_{2} \Delta_{3}^{+}+q^{-1} u_{4} T_{2}^{-1} T_{4}^{-1} \Delta_{1}^{-} .
\end{gather*}
$$

These symmetry operators correspond to recurrence relations for the ${ }_{2} \varphi_{1}$ since, when applied to the standard basis ${ }_{2} \Phi_{1}\binom{a, b}{c}$, they yield

$$
\begin{array}{cc}
E^{\alpha}{ }_{2} \Phi_{1}=(1-a)_{2} \Phi_{1}(a q), & E_{\alpha 2} \Phi_{1}=(a-c)_{2} \Phi_{1}\left(a q^{-1}\right), \\
E^{\beta}{ }_{2} \Phi_{1}=(1-b)_{2} \Phi_{1}(b q), & E_{\beta 2} \Phi_{1}=(b-c)_{2} \Phi_{1}\left(b q^{-1}\right), \\
E^{\gamma}{ }_{2} \Phi_{1}=\frac{(c-a)(c-b)}{c-1}{ }_{2} \Phi_{1}(c q), & E_{\gamma 2} \Phi_{1}=\left(1-\frac{c}{q}\right)_{2} \Phi_{1}\left(c q^{-1}\right), \\
E^{\alpha \beta \gamma}{ }_{2} \Phi_{1}=\frac{(1-a)(1-b)}{1-c}{ }_{2} \Phi_{1}\binom{a q, b q}{c q}, & E_{\alpha \beta \gamma} \Phi_{1}=\left(\frac{c}{q}-1\right)_{2} \Phi_{1}\binom{a q^{-1}, b q^{-1}}{c q^{-1}},  \tag{5.4}\\
E^{\alpha \gamma}{ }_{2} \Phi_{1}=\frac{(b-c)(1-a)}{1-c}{ }_{2} \Phi_{1}\binom{a q}{c q}, & E_{\alpha \gamma} \Phi_{1}=\left(1-\frac{c}{q}\right)_{2} \Phi_{1}\binom{a q^{-1}}{c q^{-1}}, \\
E^{\beta \gamma}{ }_{2} \Phi_{1}=\frac{(a-c)(1-b)}{1-c}{ }_{2} \Phi_{1}\binom{b q}{c q}, & E_{\beta \gamma} \Phi_{1}=\left(1-\frac{c}{q}\right)_{2} \Phi_{1}\binom{b q^{-1}}{c q^{-1}} .
\end{array}
$$

There appear to be no simple standardized expressions for these symmetries as $q$ difference operators applied to the null space of $Q$. Indeed one can always multiply
each such symmetry by a dilation symmetry and obtain a recurrence relation (5.4) equivalent to the original relation. Second, given any $q$-difference operator $D$ we can add $D Q$ to any symmetry operator, since $D Q$ acts as the zero operator on the null space of $Q$. One can use the above modifications to simplify considerably some of the expressions for the operators (5.3), but at the expense of complicating relations (5.4).

From the raising and lowering operators $E$ we can form the following equations, each equivalent to the canonical equation (5.1):

$$
\begin{gather*}
E^{\alpha} E_{\alpha}+T_{4}^{-1}\left(q T_{3}-T_{1}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{1}^{-1}\right) \sim 0, \\
E^{\beta} E_{\beta}+T_{4}^{-1}\left(q T_{3}-T_{2}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{2}^{-1}\right) \sim 0, \\
E^{\gamma} E_{\gamma}+T_{4}^{-2}\left(T_{3}-T_{1}^{-1}\right)\left(T_{3}-T_{2}^{-1}\right) \sim 0, \\
E^{\alpha \beta \gamma} E_{\alpha \beta \gamma}+\left(1-q^{-1} T_{4}^{-1} T_{1}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{2}^{-1}\right) \sim 0,  \tag{5.5}\\
E^{\alpha \gamma} E_{\alpha \gamma}-T_{4}^{-1}\left(T_{2}^{-1}-T_{3}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{1}^{-1}\right) \sim 0, \\
E^{\beta \gamma} E_{\beta \gamma}-T_{4}^{-1}\left(T_{1}^{-1}-T_{3}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{2}^{-1}\right) \sim 0,
\end{gather*}
$$

The operators $E$ and the dilation symmetries $T_{4} T_{1}, T_{4} T_{2}, T_{4} T_{3}^{-1}$ form a $q$-analogue of the 15 -dimensional conformal symmetry algebra of the wave equation in fourdimensional space-time. Although these $q$-symmetry operators do not generate a finite-dimensional Lie algebra under operator commutation they still permit us to construct the invariants (5.5).

The method of augmentation can be used to obtain explicit expressions for many generating functions characterized by $E$ symmetry operators. For example, while the conditions

$$
\begin{equation*}
E_{\alpha} \sim-c, \quad T_{2} T_{4} \sim b^{-1}, \quad T_{3} T_{4}^{-1} \sim c q^{-1} \tag{5.6}
\end{equation*}
$$

would be difficult to solve directly, due to the complicated expression for $E_{\alpha}$, we note that the first of these conditions implies $E^{\alpha} E_{\alpha} \sim-c E^{\alpha}$ so from the first expression (5.5) for $E^{\alpha} E_{\alpha}$

$$
\Delta_{1}^{-}-\left(1-c^{-1} T_{4}^{-1} T_{1}^{-1}\right)\left(1-q^{-1} T_{4}^{-1} T_{1}^{-1}\right) \sim 0
$$

Setting $T_{5} \sim c^{-1} T_{4}^{-1} T_{1}^{-1}, T_{6} \sim q^{-1} T_{4}^{-1} T_{1}^{-1}$, we see that the desired generating functions are the restrictions to $u_{5}=u_{6}=1$ of certain solutions of the canonical system

$$
\begin{array}{cc}
\Delta_{1}^{-} \Delta_{2}^{-}-\Delta_{3}^{+} \Delta_{4}^{+} \sim 0, & \Delta_{1}^{-}-\Delta_{5}^{+} \Delta_{6}^{+} \sim 0 \\
T_{2} T_{4} \sim b^{-1}, & T_{3} T_{4}^{-1} \sim c q^{-1}  \tag{5.7}\\
T_{1} T_{4} T_{5} \sim c^{-1}, & T_{1} T_{4} T_{6} \sim q^{-1}
\end{array}
$$

We can immediately write down a series solution:

$$
\Psi=f_{2}\left(\begin{array}{c}
c, b, 0  \tag{5.8}\\
c, c
\end{array} ; \frac{u_{3} u_{4}}{u_{1} u_{2}}, \frac{u_{5} u_{6}}{u_{1}}\right) u_{1}^{-\gamma} u_{2}^{-\beta} u_{3}^{\gamma-1} u_{6}^{\gamma-1}
$$

where $f_{2}$ is defined by (2.31). Setting $u_{5}=u_{6}=1$ we find the (not very interesting) generating function

$$
f_{2}\left(\begin{array}{c}
c, b, 0  \tag{5.9}\\
c, c
\end{array} ; z, t\right)=\sum_{n=0}^{\infty} \frac{1}{(q ; q)_{n}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
c q^{n}, b \\
c
\end{array} ; z\right) t^{n} .
$$

We shall return to this example after introducing the $q$-Kummer transformation symmetry.

The $q$-Kummer transformation

$$
{ }_{2} \varphi_{1}\left(\begin{array}{c}
a, b  \tag{5.10}\\
c
\end{array} ; x\right)=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}} \sum_{n=0}^{\infty} \frac{(a ; q)_{n}(c / b ; q)_{n} q^{n(n-1) / 2}}{(c ; q)_{n}(q ; q)_{n}} \frac{(-b n)^{n}}{(a x ; q)_{n}}
$$

[1] and the $q$-Euler transform

$$
{ }_{2} \varphi_{1}\left(\begin{array}{c}
a, b  \tag{5.11}\\
c
\end{array} ; x\right)=\frac{(a b x / c ; q)_{\infty}}{(x ; q)_{\infty}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
c / a, c / b \\
c
\end{array} ; \frac{a b x}{c}\right)
$$

[15, p. 97], [2] can be related to symmetries of (5.1). For this we consider the restriction of the operator $Q$, (5.1), to the space of convergent Laurent series in the monomials

$$
\begin{equation*}
f_{k, \alpha, \beta, \gamma}=\left(\frac{u_{3} u_{4}}{u_{1} u_{2}}\right)^{k} u_{1}^{-\alpha} u_{2}^{-\beta} u_{3}^{\gamma-1} \tag{5.12}
\end{equation*}
$$

where $k$ is a nonnegative integer and $\alpha, \beta, \gamma$ are complex numbers such that $\gamma \neq 0$, $-1,-2, \cdots$. (That is, we do not consider the complication of logarithmic solutions.) We define the operator $R_{1}$ on this space as the unique linear operator such that

$$
\begin{align*}
R_{1}\left(f_{k, \alpha, \beta, \gamma}\right)= & \frac{\left(a z q^{k} ; q\right)_{\infty}}{(z ; q)_{\infty}} q^{k(k-1) / 2}\left(\frac{-c z}{b}\right)^{k} u_{1}^{-\alpha} u_{2}^{\beta-\gamma} u_{3}^{\gamma-1} \\
= & \left(\frac{-c}{b}\right)^{k} q^{k(k-1) / 2} \sum_{n=0}^{\infty} \frac{\left(a q^{k} ; q\right)_{n}}{(q ; q)_{n}} z^{n+k} u_{1}^{-\alpha} u_{2}^{\beta-\gamma} u_{3}^{\gamma-1},  \tag{5.13}\\
& z=\frac{u_{3} u_{4}}{u_{1} u_{2}}, \quad a=q^{\alpha}, \quad b=q^{\beta}, \quad c=q^{\gamma} .
\end{align*}
$$

(This is a $q$-analogy of the inversion in a cone conformal symmetry of $\partial_{12}-\partial_{34} \sim 0$.) Similarly we define $R_{2}$ by

$$
\begin{equation*}
R_{2}\left(f_{k, \alpha, \beta, \gamma}\right)=\left(\frac{-c z}{a}\right)^{k} q^{k(k-1) / 2} \frac{\left(b z q^{k} ; q\right)_{\infty}}{(z ; q)_{\infty}} u_{1}^{\alpha-\gamma} u_{2}^{-\beta} u_{3}^{\gamma-1} \tag{5.14}
\end{equation*}
$$

and linearity, and $S$ by linearity and

$$
\begin{equation*}
S\left(f_{k, \alpha, \beta, \gamma}\right)=\frac{(c z / a b ; q)_{\infty}}{(z ; q)_{\infty}}\left(\frac{c z}{a b}\right)^{k} u_{1}^{\beta-\gamma} u_{2}^{\alpha-\gamma} u_{3}^{\gamma-1} . \tag{5.15}
\end{equation*}
$$

It is not difficult to show that (5.10), (5.11) are equivalent to the assertion that $R_{1}, R_{2}$ and $S$ are symmetries of (5.1). (The direct proofs of (5.10), (5.11) involve nothing more complicated than the $q$-Vandermonde theorem [3].)

Note that a basis for the solution space of $Q \sim 0$ and the eigenvalue equations $T_{1}^{-1} T_{4}^{-1} \sim a, T_{2}^{-1} T_{4}^{-1} \sim b, T_{3} T_{4}^{-1} \sim c q^{-1}$ consists of the functions

$$
\begin{aligned}
& { }_{2} \Phi_{1}\binom{a, b}{c}={ }_{2} \varphi_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; z\right) u_{1}^{-\alpha} u_{2}^{-\beta} u_{3}^{\gamma-1} \text { and } \\
& { }_{2} \Phi_{1}^{\prime}\binom{a, b}{c}={ }_{2} \varphi_{1}\left(\begin{array}{c}
q a / c, q b / c \\
q^{2} / c
\end{array} ; z\right) z^{1-\gamma} u_{1}^{-\alpha} u_{2}^{-\beta} u_{3}^{\gamma-1} .
\end{aligned}
$$

Furthermore the operators $R_{1}, R_{2}, S$ satisfy

$$
\begin{gather*}
R_{12} \Phi_{1}\binom{a, b}{c}={ }_{2} \Phi_{1}\binom{a, c / b}{c}, \\
R_{12} \Phi_{1}^{\prime}\binom{a, b}{c}=\left(-c^{1 / 2} / b\right)^{1-\gamma}{ }_{2} \Phi_{1}^{\prime}\binom{a, c / b}{c}, \\
R_{22} \Phi_{1}\binom{a, b}{c}={ }_{2} \Phi_{1}\binom{c / a, b}{c},  \tag{5.16}\\
R_{22} \Phi_{1}^{\prime}\binom{a, b}{c}=\left(-c^{1 / 2} / a\right)^{1-\gamma}{ }_{2} \Phi_{1}^{\prime}\binom{c / a, b}{c}, \\
R_{1}^{2}=R_{2}^{2}=S^{2}=I, \quad R_{1} R_{2}=R_{2} R_{1}=S,
\end{gather*}
$$

where $I$ is the identity operator. Other easily derived properties of $R_{1}$ are as follows:

$$
\begin{gather*}
R_{1} E^{\alpha} R_{1}^{-1}=E^{\alpha}, \quad R_{1} E^{\beta} R_{1}^{-1}=E_{\beta} T_{2} T_{4}, \\
R_{1} E_{\alpha} R_{1}^{-1}=E_{\alpha}, \quad R_{1} E_{\alpha \gamma} R_{1}^{-1}=-E_{\alpha \beta \gamma}, \\
R_{1} E_{\beta} R_{1}^{-1}=q E^{\beta} T_{3} T_{2}, \quad R_{1} E^{\gamma} R_{1}^{-1}=-q E^{\beta \gamma} T_{3} T_{2}, \\
R_{1} E_{\gamma} R_{1}^{-1}=E_{\beta \gamma}, \quad R_{1} E^{\alpha \beta \gamma} R_{1}^{-1}=E^{\alpha \gamma} T_{2} T_{4},  \tag{5.17}\\
R_{1} T_{1}^{-1} T_{4}^{-1} R_{1}^{-1}=T_{1}^{-1} T_{4}^{-1}, \quad R_{1} T_{2}^{-1} T_{4}^{-1} R_{1}^{-1}=q T_{2} T_{3}, \\
R_{1} T_{3} T_{4}^{-1} R_{1}^{-1}=T_{3} T_{4}^{-1} .
\end{gather*}
$$

Similar results for $R_{2}$ follow from (5.17) and the interchanges $1 \leftrightarrow 2, \alpha \leftrightarrow \beta$, and the corresponding results for $S$ follow from $S=R_{1} R_{2}=R_{2} R_{1}$.

As an example of the use of these symmetries we consider a generating function $\Psi$ characterized by

$$
\begin{equation*}
E^{\alpha} E_{\beta} \sim \lambda, \quad T_{4}^{-1} T_{3} \sim \lambda, \quad T_{4}^{2} T_{1} T_{2} \sim 1 / \lambda \mu q . \tag{5.18}
\end{equation*}
$$

Due to the occurrence of the operator $E_{\beta}$, it is not easy to find a simple form for the generating function by direct computation from $\Psi$. However, we can transform this problem into a simpler one. Indeed, $\Psi^{\prime}=R_{1} \psi$ satisfies

$$
\begin{equation*}
q E^{\alpha} E^{\beta} T_{3} T_{2} \sim \lambda, \quad T_{4}^{-1} T_{3} \sim \lambda, \quad T_{1}^{-1} T_{2} \sim \mu \tag{5.19}
\end{equation*}
$$

Although these equations are not in canonical form they are easy to solve by substituting a formal power series for $\Psi^{\prime}$. The solution analytic at $u_{1}=u_{4}=0$ is

$$
\Psi^{\prime}=\sum_{k=0}^{\infty} \frac{q^{k(k-1) / 2-l k-l(l+1) / 2} u_{1}^{k} u_{2}^{k+\mu} u_{3}^{l+\lambda}\left(q^{\mu+1} u_{4}\right)^{l}}{\left(q^{\mu+1} ; q\right)_{k}\left(q^{\lambda+1} ; q\right)_{l}(q ; q)_{k}(q ; q)_{l}} .
$$

From (5.13) we then find easily that

$$
\begin{equation*}
\Psi=R_{1} \Psi^{\prime}=\sum_{k=0}^{\infty} \frac{\left(z^{-1} ; q\right)_{k}(-z t / q)^{k}}{\left(q^{\mu+1} ; q\right)_{k}(q ; q)_{k}} \sum_{l=0}^{\infty} \frac{\left(-q^{\lambda-1} z t\right)^{l} q^{l^{2}}}{\left(q^{\lambda+1} ; q\right)_{l}(q ; q)_{l}} u_{2}^{-\mu-\lambda-1} u_{3}^{\lambda} \tag{5.20}
\end{equation*}
$$

where $z=u_{3} u_{4} / u_{1} u_{2}, t=u_{1} / u_{2}$. (The factorization in this expression is not surprising, based on variable separation for the corresponding differential equation problem and the fact that the operators $E^{\alpha}, E_{\beta}$ commute.) The generating relation is

$$
\Psi=\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{(q ; q)_{n}\left(q^{\mu+1} ; q\right)_{n}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
q^{-n}, q^{\mu+\lambda+n+1}  \tag{5.21}\\
q^{\lambda+1}
\end{array} ; z\right) t^{n} u_{2}^{-\mu-\lambda-1} u_{3}^{\lambda}
$$

where the coefficient of ${ }_{2} \varphi_{1}$ has been determined by setting $z=0$ in (5.20). This is the generating function for little $q$-Jacobi polynomials [10]; set $z=q x$.

For our final example we return to (5.6) and note that the function $\Psi^{\prime}=R_{2} \Psi$ satisfies the conditions

$$
E^{\alpha} T_{1} T_{4} \sim-1, \quad T_{2} T_{4} \sim b^{-1}, \quad T_{3} T_{4}^{-1} \sim c q^{-1}
$$

which are easily solved by power series substitution to yield

$$
\Psi^{\prime}=\sum_{k, l=0}^{\infty} \frac{q^{-k(k+1) / 2-l k}\left(q^{\beta} ; q\right)_{k}(-z)^{k} u_{1}^{l+k} u_{2}^{-\beta} u_{3}^{\gamma-1}}{\left(q^{\gamma} ; q\right)_{k}(q ; q)_{k}(q ; q)_{l}} .
$$

Then from (5.14) we find

$$
\begin{aligned}
\Psi=R_{2} \Psi^{\prime} & =\frac{\left(q^{\beta} z ; q\right)_{\infty}}{(z ; q)_{\infty}(t ; q)_{\infty}} \sum_{k=0}^{\infty} \frac{q^{k^{2}}\left(q^{\gamma} z t\right)^{k} t^{\gamma} u_{2}^{-\beta} u_{3}^{\gamma-1}}{\left(q^{\beta} z ; q\right)_{k}\left(q^{\gamma} ; q\right)_{k}(q ; q)_{k}} \\
& =\sum_{n=0}^{\infty} \frac{1}{(q ; q)_{n}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
c q^{n}, b \\
c
\end{array} ; z\right) t^{n+\gamma} u_{2}^{-\beta} u_{3}^{\gamma-1}
\end{aligned}
$$

where $z=u_{3} u_{4} / u_{1} u_{2}, t=u_{1}^{-1}$.
Our symmetry approach has profound relationships with the theory of orthogonal polynomials. We shall illustrate these relationships by presenting a new derivation of the orthogonality for little $q$-Jacobi polynomials which we normalize in the form

$$
\Phi_{n}^{(a, b)}(x)={ }_{2} \varphi_{1}\left(\begin{array}{c}
q^{-n}, q^{n+1} a b  \tag{5.22}\\
a q
\end{array} ; q x\right), \quad n=0,1,2, \cdots
$$

with $-1<q<1,0<a q<1, b q<1$ [10]. The symmetries $E^{\alpha \beta \gamma}$ and $E_{\alpha \beta \gamma}$, (5.3), induce recurrences for these polynomials:

$$
\begin{gather*}
\tau^{(a, b)} \Phi_{n}^{(a, b)}(x)=\frac{q\left(1-q^{-n}\right)\left(1-q^{n+1} a b\right)}{(1-a q)} \Phi_{n-1}^{(a q, b q)}(x), \\
\tau^{*(a q, b q)} \Phi_{n-1}^{(a q, b q)}(x)=-(1-q) \Phi_{n}^{(a, b)}(x) \tag{5.23}
\end{gather*}
$$

where

$$
\tau^{(a, b)}=\Delta_{x}^{+}, \quad \tau^{*(a q, b q)}=(x-1) T_{x}^{-1}+\left(a q-a b q^{2} x\right) .
$$

The existence of this pair of "raising" and "lowering" operators suggests that there might exist a Hilbert space structure with respect to which $\tau^{*}$ and $\tau$ are mutually adjoint, so that $\tau^{*} \tau$ would be selfadjoint.

To be more explicit, let $w_{a, b}(x)$ be a (complex-valued) weight function and $S_{a, b}$ the indefinite inner-product space of polynomials $f(x)$ with respect to the inner product

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)_{a, b}=\frac{1}{2 \pi i} \int_{C} f_{1}(x) f_{2}(x) w_{a, b}(x) \frac{d x}{x} \tag{5.24}
\end{equation*}
$$

where the contour $C$ is a deformation of the circle $|x|=1+\varepsilon, \varepsilon>0$ in the complex $x$-plane. Consider $\tau^{(a, b)}$ and $\tau^{*(a q, b q)}$ as mappings:

$$
\tau^{(a, b)}: S_{a, b} \rightarrow S_{a q, b q}, \quad \tau^{*(a q, b q)}: S_{a q, b q} \rightarrow S_{a, b}
$$

and determine $w_{a, b}(x)$ so that

$$
\begin{equation*}
(\tau f, g)_{a q, b q}=\left(f, \tau^{*} g\right)_{a, b} \tag{5.25}
\end{equation*}
$$

for all $f \in S_{a, b}, g \in S_{a q, b q}$. A straightforward "integration by parts" yields the following conditions:

$$
\frac{-q}{x} \frac{w_{a q, b q}(x / q)}{w_{a, b}(x)}=x-1, \quad \frac{1}{x} \frac{w_{a q, b q}(x)}{w_{a, b}(x)}=a q(1-b q x)
$$

with the solution

$$
\begin{gather*}
w_{a, b}(x)=\frac{(x / a ; q)_{\infty}(q a / x ; q)_{\infty}}{(x b q ; q)_{\infty}(1 / x ; q)_{\infty} s(a, q)}  \tag{5.26}\\
s(a, q)=(a q ; q)_{\infty}(1 / a ; q)_{\infty}(-a q ; q)_{\infty}(-1 / a ; q)_{\infty}
\end{gather*}
$$

It follows immediately that $\tau^{*} \tau$ is selfadjoint on $S_{a, b}$ and from the recurrence relations (5.23) we have

$$
\begin{equation*}
\tau^{*} \tau \Phi_{n}^{(a, b)}=\lambda_{n} \Phi_{n}^{(a, b)}, \quad \lambda_{n}=-q\left(1-q^{-n}\right)\left(1-q^{n+1} a b\right) . \tag{5.27}
\end{equation*}
$$

Clearly $\lambda_{n} \neq \lambda_{m}$ if $n \neq m$ and since eigenfunctions corresponding to distinct eigenvalues are orthogonal we have

$$
\begin{equation*}
\left(\Phi_{n}^{(a, b)}, \Phi_{m}^{(a, b)}\right)_{a, b}=0 \quad \text { for } n \neq m . \tag{5.28}
\end{equation*}
$$

From (5.23) and (5.25) with $f=\Phi_{n}^{(a, b)}, g=\Phi_{n-1}^{(a q, b q)}$ we obtain the following recurrence:

$$
\begin{equation*}
\left\|\Phi_{n}^{(a, b)}\right\|_{a, b}^{2}=\frac{-q\left(1-q^{-n}\right)\left(1-q^{n+1} a b\right)}{(1-a q)^{2}}\left\|\Phi_{n-1}^{(a q, b q)}\right\|_{a q, b q}^{2} . \tag{5.29}
\end{equation*}
$$

From (5.29) we can compute $\left\|\Phi_{n}^{(a, b)}\right\|_{a, b}^{2}$ once we know $\|1\|_{a, b}^{2}=\left(\Phi_{0}^{(a, b)}, \Phi_{0}^{(a, b)}\right)_{a, b}$ for all admissible $a, b$.

We now turn to the task of computing $\|1\|_{a, b}^{2}$. We know that $\left(\Phi_{1}^{(a, b)}, \Phi_{0}^{(a, b)}\right)_{a, b}=0$ and, substituting the explicit expression (5.22) for the orthogonal polynomial $\Phi_{1}^{(a, b)}(x)$, we can write this relation in the form

$$
\begin{equation*}
\|1\|_{a, b q}^{2}=\frac{(1-b q)}{\left(1-a b q^{2}\right)}\|1\|_{a, b}^{2} \tag{5.30}
\end{equation*}
$$

(Here we have used the evident fact that $(1-x b q, 1)_{a, b}=\|1\|_{a, b q}^{2}$.) To obtain an additional condition on the norm we consider the symmetries $E^{\gamma}, E_{\gamma}$ in the form:

$$
\begin{gather*}
\mu^{(a, b)} \Phi_{n}^{(a, b)}=(1-a) \Phi_{n}^{\left(a q^{-1}, b q\right)}, \\
\mu^{*\left(a q^{-1}, b q\right)} \Phi_{n}^{\left(a q^{-1}, b q\right)}=\frac{q^{-n}\left(1-a q^{n}\right)\left(1-b q^{n+1}\right)}{a(1-a)} \Phi_{n}^{(a, b)} \tag{5.31}
\end{gather*}
$$

where

$$
\begin{gathered}
\mu^{(a, b)}=1-a T_{x}^{1}, \quad \mu^{(a, b)}: S_{a, b} \rightarrow S_{a q^{-1}, b q}, \\
\mu^{*\left(a q^{-1}, b q\right)}=\frac{x-1}{a x} T_{x}^{-1}+\frac{1-b q x}{a x}, \quad \mu^{*\left(a q^{-1}, b q\right)}: S_{a q^{-1}, b q} \rightarrow S_{a, b} .
\end{gathered}
$$

It is easily verified that

$$
\begin{equation*}
(\mu f, g)_{a q^{-1}, b q}=\left(f, \mu^{*} g\right)_{a, b} \tag{5.32}
\end{equation*}
$$

for all $f \in S_{a, b}, g \in S_{a q^{-1}, b q}$ so that $\mu$ and $\mu^{*}$ are mutually adjoint. Setting $f=\Phi_{0}^{(a, b)}$, $g=\Phi_{0}^{\left(a q^{-1}, b q\right)}$ in this relation, we see immediately that

$$
\begin{equation*}
\|1\|_{a q^{-1}, b q}^{2}=\frac{(1-b q)}{a(1-a)}\|1\|_{a, b}^{2} . \tag{5.33}
\end{equation*}
$$

The recurrences (5.30), (5.33) have the solution

$$
\|1\|_{a, b}^{2}=\frac{\left(a b q^{2} ; q\right)_{\infty} K(q)}{(b q ; q)_{\infty}(a q ; q)_{\infty}(-1 / a ; q)_{\infty}(-a q ; q)_{\infty}} .
$$

Thus

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} \frac{(x / a ; q)_{\infty}(q a / x ; q)_{\infty} d x}{(1 / a ; q)_{\infty}(1 / x ; q)_{\infty}(x b q ; q)_{\infty} x}=\frac{\left(a b q^{2} ; q\right)_{\infty} K(q)}{(b q ; q)_{\infty}(a q ; q)_{\infty}} . \tag{5.34}
\end{equation*}
$$

(Here we are assuming $a>1+\varepsilon>1>q a$.) With the choice $b q=1 / a$ the integral becomes trivial to evaluate and we find that $K(q)=1 /(q ; q)_{\infty}$. The complex orthogonality relations just determined can be recast as real discrete orthogonality through evaluation of the contour integral by residues at the poles $x=q^{k}, k=0,1,2, \cdots$. The final result is

$$
\begin{align*}
& \sum_{k=0}^{\infty} \frac{(a q)^{k}\left(q^{k+1} ; q\right)_{\infty}}{\left(b q^{k+1} ; q\right)_{\infty}} \Phi_{n}^{(a, b)}\left(q^{k}\right) \Phi_{m}^{(a, b)}\left(q^{k}\right)  \tag{5.35}\\
& \quad=\frac{(a q)^{n}\left(a b q^{n+1} ; q\right)_{\infty}(q ; q)_{n} \delta_{m, n}}{\left(b q^{n+1} ; q\right)_{\infty}(a q ; q)_{\infty}(a q ; q)_{n}\left(1-a b q^{2 n+1}\right)} .
\end{align*}
$$

Note that the proof of this result follows entirely from the symmetries; no special function identities are needed.

The ideas behind this derivation of orthogonality relations can be generalized substantially. In particular in [12] it is shown how to derive the orthogonality relations for the Askey-Wilson polynomials (the most general extension of the classical orthogonal polynomials known) using this symmetry method. A simple corollary of the derivation is an identity for ${ }_{4} \varphi_{3}$ polynomials (Sears' transformation) that includes the $q$-Kummer and $q$-Euler transforms as special cases.

The fundamental symmetry concepts introduced in this paper extend to the very important $q$-series of the form

$$
{ }_{r+1} \varphi_{r}\left(\begin{array}{c}
a_{i}, x \\
b_{j}
\end{array} ; q\right) \quad \text { and } \quad{ }_{r+1} \varphi_{r}\left(\begin{array}{c}
a_{i}, a x, a / x \\
b_{j}
\end{array} ; q\right) .
$$

They will be the subject of future papers by the authors.
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# A PROBABILISTIC PROOF OF RAMANUJAN'S ${ }_{\mathbf{1}} \psi_{\mathbf{1}}$ SUM ${ }^{*}$ 
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#### Abstract

The $q$-binomial theorem and Ramanujan's ${ }_{1} \psi_{1}$ sum provide $q$-analogues of the beta and $F$ distributions, respectively. We obtain these discrete distributions using order statistics, thus deriving the summation formulas probabilistically. We obtain a $q$-analogue of the $\chi^{2}$ distribution and interpret it probabilistically. We show that an appropriate ratio follows our $q$-analogue of the $F$ distribution.
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1. Introduction and summary. Fix $q$ with $|q|<1$ and set

$$
\begin{align*}
& (\alpha)_{0}=1, \\
& (\alpha)_{n}=\prod_{i=0}^{n-1}\left(1-\alpha q^{i}\right), \quad n \geqq 1,  \tag{1.1}\\
& (\alpha)_{\infty}=\lim _{n \rightarrow \infty}(\alpha)_{n}=\prod_{i=0}^{\infty}\left(1-\alpha q^{i}\right) .
\end{align*}
$$

The $q$-binomial theorem is (see [3, (2.2.1)])

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(a)_{n}}{(q)_{n}} t^{n}=\frac{(a t)_{\infty}}{(t)_{\infty}}, \quad|t|<1 . \tag{1.2}
\end{equation*}
$$

We can interpret $(\alpha)_{n}$ for all integers $n$ by

$$
\begin{equation*}
(\alpha)_{n}=\frac{(\alpha)_{\infty}}{\left(\alpha q^{n}\right)_{\infty}} . \tag{1.3}
\end{equation*}
$$

Ramanujan's ${ }_{1} \psi_{1}$ sum is

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \frac{(a)_{n}}{(b)_{n}} t^{n}=\frac{(a t)_{\infty}\left(q a^{-1} t^{-1}\right)_{\infty}(q)_{\infty}\left(b a^{-1}\right)_{\infty}}{(t)_{\infty}\left(b a^{-1} t^{-1}\right)_{\infty}(b)_{\infty}\left(q a^{-1}\right)_{\infty}}, \quad\left|b a^{-1}\right|<|t|<1 . \tag{1.4}
\end{equation*}
$$

The sum on the left side of (1.4) is usually denoted ${ }_{1} \psi_{1}\left[\begin{array}{c}a ; q, t \\ b\end{array}\right]$. By (1.3), we have

$$
\begin{equation*}
\frac{1}{(q)_{n}}=0, \quad n<0 . \tag{1.5}
\end{equation*}
$$

Thus Ramanujan's sum (1.4) reduces to the $q$-binomial theorem (1.2) when $b=q$. Ismail [12] gave an elegant proof of (1.4) by observing that (1.4) reduces to (1.2) when $b=q^{n}$ for all integers $n$ and that both sides of (1.4) are analytic at $b=0$. Ramanujan's sum (1.4) then follows using the following well-known theorem.

Theorem 1. If $f$ and $g$ are analytic at $z_{0}$ and agree at infinitely many points which include $z_{0}$ as an accumulation point, then $f=g$.

[^129]See Andrews [1], [2], Andrews and Askey [4], Askey [6], Hahn [11] and M. Jackson [14] for some other proofs of (1.4).

There are a number of other opportunites to use Ismail's argument to prove summation formulas for basic hypergeometric series. Askey and Ismail [7] used it to prove the summation formula for a very well poised ${ }_{6} \psi_{6}$ using the limiting form of Jackson's theorem. Gauss [10] introduced the $q$-binomial coefficient

$$
\left[\begin{array}{c}
m  \tag{1.6}\\
k
\end{array}\right]=\frac{\left(1-q^{m}\right)\left(1-q^{m-1}\right) \cdots\left(1-q^{m-k+1}\right)}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{k}\right)}, \quad 0 \leqq k \leqq m
$$

which clearly tends to $\binom{m}{k}$ as $q$ tends to 1 . Setting $a=q^{-m}, t=x q^{N+m}$, where $m \geqq 0$ in (1.2), we obtain

$$
\sum_{k=0}^{m} q^{N k+\left(\frac{k}{2}\right)}\left[\begin{array}{l}
m  \tag{1.7}\\
k
\end{array}\right](-x)^{k}=\left(x q^{N}\right)_{m}
$$

Equating coefficients in (1.7), we have the representation

$$
\sum_{N \leqq n_{1}<n_{2}<\cdots<n_{k} \leqq N+m-1} q^{\left[\sum_{i=1}^{k} n_{i}\right]}=q^{N k+\left(\frac{k}{2}\right)}\left[\begin{array}{l}
m  \tag{1.8}\\
k
\end{array}\right], \quad 0 \leqq k \leqq m,
$$

from which it immediately follows that $\left[\begin{array}{c}m \\ k\end{array}\right]$ is a polynomial. Equivalent formulations of (1.8) occur in a number of related topics. Kendall and Stuart [15, pp. 496-512] evaluate the characteristic function of the Wilcoxon rank sum (Mann-Whitney $U$ ) statistic. Polya [16] gives the probability generating function of an equivalent statistic on lattice paths. Andrews [3, Chaps. 3 and 13] gives an extensive account of the role of $\left[\begin{array}{c}m \\ k\end{array}\right]$ in the theory of partitions and finite vector spaces.

The basic result (1.8) implies (1.7) directly. Thus (1.2) holds for $a=q^{-m}, t=x q^{N+m}$. Set $z=a t$. Equation (1.2) now follows using Theorem 1 twice since both sides are analytic at $z=0$ and at $t=0$.

Askey [5] has observed that (1.2) and (1.4) provide $q$-analogues of the beta integral

$$
\begin{align*}
\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} & =\int_{0}^{1} t^{(x-1)}(1-t)^{(y-1)} d t  \tag{1.9}\\
& =c^{x} \int_{0}^{\infty} s^{(x-1)} \frac{d s}{(1+c s)^{(x+y)}} \tag{1.10}
\end{align*}
$$

where $c>0, \operatorname{Re}(x)>0$, and $\operatorname{Re}(y)>0$, on the intervals $(0,1)$ and $(0, \infty)$, respectively. When these are normalized to integrate to 1 , the resulting probability mass functions provide $q$-analogues of the beta and $F$ distributions, respectively.

In § 2, we use (1.8) to show that the order statistics of a certain discrete random sample follow our $q$-beta distribution. This proves the $q$-binomial theorem (1.2) using Theorem 1. In § 3, we use a simple transformation to show that the $F$ distribution also arises from order statistics. We give the $q-F$ distribution with both degrees of freedom equal to 2 . In $\S 4$, we give an extension of (1.8). We use the order statistics of a discrete random sample to obtain the $q-F$ distribution. This establishes Ramanujan's sum (1.4) using Theorem 1. In §5, we set the denominator degrees of freedom in our $q-F$ distribution equal to $\infty$. This gives a $q$-analogue of the $\chi^{2}$ distribution with $2 x$ degrees of freedom, which we interpret probabilistically. We obtain a different $q$-analogue of the $\chi^{2}$ distribution from our $q$-beta distribution. We show that an appropriate ratio follows our $q-F$ distribution.
2. The $q$-beta distribution. Let $x$ and $y$ be positive integers and let $u_{i}, 1 \leqq i \leqq$ $x+y-1$, be i.i.d. uniform random variables on $(0,1)$. We denote the order statistics by

$$
\begin{equation*}
\boldsymbol{u}_{(1)}<\boldsymbol{u}_{(2)}<\cdots<\boldsymbol{u}_{(x+y-1)} . \tag{2.1}
\end{equation*}
$$

The $x$ th order statistic $u_{(x)}$ has a beta distribution with parameters $x$ and $y$. The density is

$$
\begin{equation*}
b e_{x, y}(t)=\frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)} t^{(x-1)}(1-t)^{(y-1)}, \quad 0<t<1 \tag{2.2}
\end{equation*}
$$

which integrates to 1 by (1.9). Feller [8, pp. 21-24] establishes this fact by a direct combinatorial argument. We require the case $q=1$ of (1.8). It is

$$
\begin{equation*}
\sum_{N \leqq n_{1}<n_{2}<\cdots<n_{k} \leqq N+m-1} 1=\binom{m}{k}=\frac{m!}{k!(m-k)!} . \tag{2.3}
\end{equation*}
$$

Let $u_{(x)}=u_{n}$ and set

$$
\begin{equation*}
S=\left\{s_{1}, \cdots, s_{x-1}\right\}=\left\{s \mid u_{s}<u_{(x)}\right\}, \quad L=\left\{l_{1}, \cdots, l_{y-1}\right\}=\left\{l \mid u_{l}>u_{(x)}\right\} . \tag{2.4}
\end{equation*}
$$

There are

$$
(x+y-1)\binom{x+y-2}{x-1}=\frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)}
$$

ways of choosing $n, S$ and $L$. We have

$$
\begin{align*}
\frac{1}{\Delta t} & \operatorname{Prob}\left[t-\frac{\Delta t}{2} \leqq u_{(x)}<t+\frac{\Delta t}{2}\right] \\
& =\sum_{n, S, L} \frac{1}{\Delta t} \int_{t-\Delta t / 2}^{t+\Delta t / 2} \operatorname{Prob}\left[u_{s}<u_{n} \text { for all } s \in S \text { and } u_{l}>u_{n} \text { for all } l \in L\right] d u_{n}  \tag{2.5}\\
& =\frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)} \frac{1}{\Delta t} \int_{t-\Delta t / 2}^{t+\Delta t / 2} u^{(x-1)}(1-u)^{(y-1)} d u .
\end{align*}
$$

The density $b e_{x, y}(t)$ of $u_{(x)}$ follows by letting $\Delta t$ tend to 0 .
Fix $q$ with $0<q<1$. F. H. Jackson [13] introduced the $q$-gamma function

$$
\begin{equation*}
\Gamma_{q}(a)=\frac{(q)_{\infty}}{\left(q^{a}\right)_{\infty}}(1-q)^{(1-a)}, \tag{2.6}
\end{equation*}
$$

which clearly tends to $\Gamma(a)$ when $a$ is a positive integer. Askey [5] treats the general case. F. H. Jackson [13] also gave the $q$-integral

$$
\begin{equation*}
\int_{0}^{1} f(t) d_{q} t=(1-q) \sum_{n=0}^{\infty} q^{n} f\left(q^{n}\right) \tag{2.7}
\end{equation*}
$$

This is the approximation which results when the unit interval is partitioned by the powers of $q$. The measure $d u$ of a uniform random variable $u$ is replaced by

$$
\begin{equation*}
d_{q}\left(q^{n}\right)=q^{n}(1-q)=\operatorname{Prob}\left[q^{n+1} \leqq u<q^{n}\right], \quad n \geqq 0, \tag{2.8}
\end{equation*}
$$

which is the probability mass function of a geometric distribution with parameter $\theta=1-q$. While $n$ follows a generalization of the exponential distribution, $q^{n}$ follows a natural discrete version of the uniform.

A random sample from a continuous distribution will be distinct with probability 1. Choose $x+y-1$ distinct observations from the distribution (2.8). Our sample contains

$$
\begin{equation*}
q^{n_{(x+y-1)}}<\cdots<q^{n_{(2)}}<q^{n_{(1)}} \leqq 1, \tag{2.9}
\end{equation*}
$$

where the exponents are

$$
\begin{equation*}
0 \leqq n_{(1)}<n_{(2)}<\cdots<n_{(x+y-1)} . \tag{2.10}
\end{equation*}
$$

We require the limiting case of (1.8) as $m$ tends to $\infty$. It is

$$
\begin{equation*}
\sum_{N \leqq n_{1}<n_{2}<\cdots<n_{k}} q^{\left[\sum_{i=1}^{k} n_{i}\right]}=\frac{q^{N k+\left(\frac{k}{2}\right)}}{(q)_{k}} . \tag{2.11}
\end{equation*}
$$

The joint probability mass function of the order statistics is given by

$$
\begin{equation*}
q^{-\left(x+\frac{y}{2}-1\right)}(q)_{(x+y-1)} q^{\left[\sum_{i=1}^{x+y-1} n_{(i)}\right]}, \tag{2.12}
\end{equation*}
$$

where (2.10) holds and 0 otherwise. This is clearly correct up to a constant which is supplied by setting $N=0, k=x+y-1$, in (2.11). The $x$ th order statistic from our sample (2.9) is $q^{n_{(\nu)}}$. We have the probability mass function

$$
\begin{align*}
{ }_{q} b e_{x, y}\left(q^{t}\right)= & \operatorname{Prob}\left[n_{(y)}=y-1+t\right] \\
= & q^{-\left(x+\frac{y}{2}-1\right)}(q)_{(x+y-1)}\left(\sum_{0 \leqq n_{(1)}<\cdots<n_{(y-1)} \leq y-2+t} q^{\left[\sum_{i=1}^{y-1} n_{(i)}\right]}\right)  \tag{2.13}\\
& \cdot q^{(y-1+t)}\left(\sum_{y+t \leqq n_{(y+1)}<\cdots<n_{(x+y-1)}} q^{\left[\sum_{i=y+1}^{x+1}(t)\right]}\right),
\end{align*}
$$

where $t \geqq 0$. We may evaluate the two sums on the right side of (2.13) by setting $N=0$, $m=y-1+t$ and $k=y-1$ in (1.8) and $N=y+t, k=x-1$ in (2.11). This yields

$$
\begin{align*}
{ }_{q} b e_{x, y}\left(q^{t}\right) & =q^{-\left(x+\frac{y}{2}-1\right)}(q)_{(x+y-1)} q^{\left(\frac{y-1}{2}\right)}\left[\begin{array}{c}
y-1+t \\
y-1
\end{array}\right] \frac{q^{(y+t)(x-1)+\left(x^{x-1}\right)}}{(q)_{(x-1)}} \\
& =q^{t x} \frac{(q)_{(x+y-1)}}{(q)_{(x-1)}(q)_{(y-1)}} \frac{(q)_{(y-1+t)}}{(q)_{t}}  \tag{2.14}\\
& =\frac{\Gamma_{q}(x+y)}{\Gamma_{q}(x) \Gamma_{q}(y)}\left(q^{t}\right)^{(x-1)}\left(q^{t+1}\right)_{(y-1)}\left[q^{t}(1-q)\right] .
\end{align*}
$$

Since ${ }_{q} b e_{x, y}\left(q^{t}\right)$ is a probability, we have

$$
\begin{align*}
1 & =\sum_{t=0}^{\infty} q^{\infty} e_{x, y}\left(q^{t}\right) \\
& =\sum_{t=0}^{\infty} q^{t x} \frac{(q)_{(x+y-1)}}{(q)_{(x-1)}(q)_{(y-1)}} \frac{(q)_{(y-1+t)}}{(q)_{t}}  \tag{2.15}\\
& =\frac{\left(q^{x}\right)_{\infty}}{\left(q^{x+y}\right)_{\infty}} \sum_{t=0}^{\infty} \frac{\left(q^{y}\right)_{t}}{(q)_{t}}\left(q^{x}\right)^{t} .
\end{align*}
$$

Solving for the sum on the right side of (2.15), we find that (1.2) holds for $a=q^{y}$, $t=q^{x}$, where $x$ and $y$ are positive integers. Since both sides are analytic at $a=0$ and at $t=0$, the result (1.2) follows from two applications of Theorem 1.

We may also rewrite (2.15) as the $q$-analogue

$$
\begin{equation*}
\int_{0}^{1} t^{(x-1)} \frac{(q t)_{\infty}}{\left(q^{y} t\right)_{\infty}} d_{q} t=\frac{\Gamma_{q}(x) \Gamma_{q}(y)}{\Gamma_{q}(x+y)} \tag{2.16}
\end{equation*}
$$

of the beta integral (1.9). Two applications of Theorem 1 establish (2.16) for $\operatorname{Re}(x)>0$, $\operatorname{Re}(y)>0$. See Askey [5].
3. A transformation. Let $c>0$ be a fixed scale parameter. Then

$$
\begin{equation*}
v_{i}=c^{-1} \frac{u_{i}}{\left(1-u_{i}\right)}, \quad 1 \leqq i \leqq x+y-1, \tag{3.1}
\end{equation*}
$$

are i.i.d. random variables with the density function

$$
\begin{equation*}
\frac{c}{(1+c t)^{2}}, \quad t>0 . \tag{3.2}
\end{equation*}
$$

Since our transformation is monotonic, it preserves order. Thus the $x$ th order statistic

$$
\begin{equation*}
v_{(x)}=c^{-1} \frac{u_{(x)}}{\left(1-u_{(x)}\right)} \tag{3.3}
\end{equation*}
$$

has the density function

$$
\begin{equation*}
c^{x} \frac{\Gamma(x+y)}{\Gamma(x) \Gamma(y)} \frac{s^{(x-1)}}{(1+c s)^{x+y}}, \quad s>0 . \tag{3.4}
\end{equation*}
$$

This integrates to 1 by (1.10). For $c=x y^{-1}$, we observe that $v_{(x)}$ has an $F$ distribution with numerator and denominator degrees of freedom $2 x$ and $2 y$, respectively. This also follows from Fisher's principle [9]. Let $e_{i}, 1 \leqq i \leqq x+y$, be i.i.d. exponential random variables (with any scale parameter) and set $s=e_{1}+e_{2}+\cdots+e_{x+y}$. Then the random variables

$$
\begin{equation*}
\left(\frac{e_{1}}{s}, \frac{e_{1}+e_{2}}{s}, \cdots, \frac{e_{1}+e_{2}+\cdots+e_{x+y-1}}{s}\right) \tag{3.5}
\end{equation*}
$$

have the same joint distribution as the order statistics

$$
\begin{equation*}
\left(u_{(1)}, u_{(2)}, \cdots, u_{(x+y-1)}\right) \tag{3.6}
\end{equation*}
$$

For a given value of the sum $s$, the joint density of the random variables (3.5) is constant. Integrating over $s$, the joint density of (3.5) is constant, as is that of the order statistics (3.6). Since they have the same support, they both have the joint density

$$
f\left(t_{1}, t_{2}, \cdots, t_{x+y-1}\right)= \begin{cases}(x+y-1)! & \text { if } 0<t_{1}<\cdots<t_{x+y-1}<1,  \tag{3.7}\\ 0 & \text { otherwise } .\end{cases}
$$

The density of $u_{(x)}$ may be obtained by integrating over all of the variables except $t_{x}$. This is, of course, what was done in $\S 2$ with the $q$-analogue (2.12) of (3.7).

Choosing the common scale parameter $E\left(e_{1}\right)=2$, we have

$$
\begin{equation*}
e_{i} \sim \chi^{2}(2), \quad 1 \leqq i \leqq x+y . \tag{3.8}
\end{equation*}
$$

We have the independent random variables

$$
\begin{equation*}
\omega_{x}=e_{1}+e_{2}+\cdots+e_{x} \sim \chi^{2}(2 x), \quad \omega_{y}=e_{x+1}+\cdots+e_{x+y} \sim \chi^{2}(2 y) . \tag{3.9}
\end{equation*}
$$

Observe for a Poisson process with parameter 1 , that $\omega_{x}$ is the waiting time for the $x$ th event and $\omega_{y}$ is the waiting time between the $x$ th and the $(x+y)$ th events. Clearly $s=\omega_{x}+\omega_{y} \sim \chi^{2}(2 x+2 y)$. We have

$$
\begin{equation*}
u_{(x)} \sim \frac{e_{1}+e_{2}+\cdots+e_{x}}{s}=\frac{\omega_{x}}{\omega_{x}+\omega_{y}} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{(x)}=c^{-1} \frac{u_{(x)}}{\left(1-u_{(x)}\right)} \sim c^{-1} \frac{\omega_{x}}{\omega_{y}} \sim c^{-1} \frac{\chi^{2}(2 x)}{\chi^{2}(2 y)}, \tag{3.11}
\end{equation*}
$$

which has an $F$ distribution when $c=x y^{-1}$.
We require a $q$-analogue of the density function (3.2). Let $u$ be uniformly distributed on $(0,1)$ and set $s=q^{n}$, where $n$ is the unique integer satisfying

$$
\begin{equation*}
q^{n+1} \leqq c^{-1} \frac{u}{(1-u)}<q^{n} \tag{3.12}
\end{equation*}
$$

We have the probability mass function

$$
\begin{align*}
\operatorname{Prob}\left[q^{n+1} \leqq c^{-1} \frac{u}{(1-u)}<q^{n}\right] & =\operatorname{Prob}\left[\frac{c q^{n+1}}{\left(1+c q^{n+1}\right)} \leqq u<\frac{c q^{n}}{\left(1+c q^{n}\right)}\right] \\
& =\frac{c(1-q) q^{n}}{\left(1+c q^{n}\right)\left(1+c q^{n+1}\right)}=\frac{c(1-q) q^{n}}{\left(-c q^{n}\right)_{2}} . \tag{3.13}
\end{align*}
$$

This provides a $q$-analogue of the $F$ distribution with both degrees of freedom equal to 2 .
4. The $\boldsymbol{q}-\boldsymbol{F}$ distribution. We want to find the distribution of the order statistics of an appropriate random sample from the distribution (3.13). This requires a new representation of the Gaussian polynomial $\left[\begin{array}{c}m \\ k\end{array}\right]$. Replace each $n_{i}$ on the right side of (2.3) by $n_{i}+i-1$. Then (2.3) becomes

$$
\begin{equation*}
\underset{\substack{N \leq n_{1}, n_{k} \leq N+m+k-2 \\ n_{i}+2 \leq n_{i+1}, 1 \leq i \leq k-1,}}{ } 1=\binom{m}{k} . \tag{4.1}
\end{equation*}
$$

We have the following theorem.
Theorem 2.

$$
\sum_{\substack{N \leqq n_{1}, n_{k} \leqq N+m+k-2  \tag{4.2}\\
n_{i}+2 \leqq n_{i+1}, 1 \leqq i \leqq k-1,}} \prod_{i=1}^{k} \frac{q^{n_{i}}}{\left(-c q^{n_{i}}\right)_{2}}=\frac{q^{N k+2\left(\frac{k}{2}\right)}}{\left(-c q^{N}\right)_{k}\left(-c q^{N+m}\right)_{k}}\left[\begin{array}{c}
m \\
k
\end{array}\right], \quad 0 \leqq k \leqq m .
$$

Proof. We proceed by induction on $k$. For $k=1$, we have

$$
\begin{aligned}
\sum_{N \leqq n_{1} \leqq N+m-1} \frac{q^{n_{1}}}{\left(-c q^{\left.n_{1}\right)_{2}}\right.} & =\frac{1}{c(1-q)} \sum_{n=N}^{N+m-1} \operatorname{Prob}\left[\frac{c q^{n+1}}{\left(1+c q^{n+1}\right)} \leqq u<\frac{c q^{n}}{\left(1+c q^{n}\right)}\right] \\
& =\frac{1}{c(1-q)} \operatorname{Prob}\left[\frac{c q^{N+m}}{\left(1+c q^{N+m}\right)} \leqq u<\frac{c q^{N}}{\left(1+c q^{N}\right)}\right] \\
& =\frac{q^{N}}{\left(1+c q^{N}\right)\left(1+c q^{N+m}\right)} \frac{\left(1-q^{m}\right)}{(1-q)},
\end{aligned}
$$

as required. For each $k \geqq 1$, we proceed by induction on $m$. For $m=k$, the sum on the left side of (4.2) contains only the term with

$$
\begin{equation*}
n_{i}=N+2 i-2, \quad 1 \leqq i \leqq k \tag{4.4}
\end{equation*}
$$

and we easily verify (4.2). Let $F(N, m, k)$ denote the sum on the left side of (4.2). Classifying the terms of the sum according to whether $n_{1}>N$ or $n_{1}=N$, we have

$$
\begin{equation*}
F(N, m, k)=F(N+1, m-1, k)+\frac{q^{N}}{\left(-c q^{N}\right)_{2}} F(N+2, m-1, k-1) . \tag{4.5}
\end{equation*}
$$

Substitute the right side of (4.2) into (4.5) and divide by

$$
\frac{q^{N k+2\left(\frac{k}{2}\right)}}{\left(-c q^{N}\right)_{k}\left(-c q^{N+m}\right)_{k}}\left[\begin{array}{l}
m-1 \\
k-1
\end{array}\right] .
$$

This gives

$$
\begin{equation*}
\frac{\left(1-q^{m}\right)}{\left(1-q^{k}\right)}=q^{k} \frac{\left(1-q^{m-k}\right)}{\left(1-q^{k}\right)} \frac{\left(1+c q^{N}\right)}{\left(1+c q^{N+k}\right)}+\frac{\left(1+c q^{N+m}\right)}{\left(1+c q^{N+k}\right)}, \tag{4.6}
\end{equation*}
$$

which is easily verified. Equation (4.5) completes our induction on $k$ and $m$.
Observe that the condition of minimal difference 2 is precisely what is required for each term of the sum on the left side of (4.2) to have only simple poles as a function of $c$. We have the limiting cases $m=\infty$

$$
\begin{equation*}
\sum_{\substack{N \leqq n_{1} \\ n_{i}+2 \leqq n_{i+1}, 1 \leqq i \leq k-1,}} \prod_{i=1}^{k} \frac{q^{n_{i}}}{\left(-c q^{\left.n_{i}\right)_{2}}\right.}=\frac{q^{N k+2\left(\frac{k}{2}\right)}}{\left(-c q^{N}\right)_{k}} \frac{1}{(q)_{k}} \tag{4.7}
\end{equation*}
$$

and $N=-\infty, N+m=M$,

$$
\begin{equation*}
\sum_{\substack{n_{k} \leqq M+k-2 \\ n_{i}+2 \leqq n_{i+1}, 1 \leqq i \leqq k-1,}} \prod_{i=1}^{k} \frac{q^{n_{i}}}{\left(-c q^{n_{i}}\right)_{2}}=\frac{c^{-k} q^{(k)}}{\left(-c q^{M}\right)_{k}} \frac{1}{(q)_{k}} . \tag{4.8}
\end{equation*}
$$

We also require the case $N=-\infty$ of (4.7) (or $M=\infty$ of (4.8)). It is

$$
\begin{equation*}
\sum_{n_{i}+2 \leqq n_{i+1}, 1 \leqq i \leqq k-1,} \prod_{i=1}^{k} \frac{q^{n_{i}}}{\left(-c q^{n_{i}}\right)_{2}}=\frac{c^{-k} q^{\left(\frac{k}{2}\right)}}{(q)_{k}} . \tag{4.9}
\end{equation*}
$$

Choose a sample $q^{n_{i}}, 1 \leqq i \leqq x+y-1$, of $x+y-1$ random variables from the distribution (3.13) subject to the condition

$$
\begin{equation*}
n_{(i)}+2 \leqq n_{(i+1)}, \quad 1 \leqq i \leqq x+y-2 . \tag{4.10}
\end{equation*}
$$

The joint probability mass function of the order statistics is given by

$$
\begin{equation*}
q^{-(x+y-1)}(q)_{(x+y-1)} \prod_{i=1}^{x+y-1} \frac{c q^{n_{(i)}}}{\left(-c q^{\left.n_{(i)}\right)_{2}}\right.} \tag{4.11}
\end{equation*}
$$

where (4.10) holds and 0 otherwise. The constant is obtained by setting $k=x+y-1$ in (4.9). The $x$ th order statistic is $q^{n_{(y)}}$. It has probability mass function

$$
\begin{align*}
& { }_{q}^{c} F_{2 x, 2 y}\left(q^{s}\right)=\operatorname{Prob}\left[n_{(y)}=y-1+s\right] \\
& =q^{-\left(x+\frac{y-1)}{2}\right)}(q)_{(x+y-1)}\left(\sum_{\substack{n_{(-1)} \leq y-3+s \\
n_{(i)}+2 \leqq n_{(i+1)}, 1 \leqq i \leq y-2,}} \prod_{i=1}^{y-1} \frac{c q^{n_{(i)}}}{\left(-c q^{\left.n_{(i)}\right)_{2}}\right.}\right)  \tag{4.12}\\
& \cdot \frac{c q^{y-1+s}}{\left(-c q^{y-1+s}\right)_{2}}\left(\sum_{\substack{y+1+s \leq n_{(++1)} \\
n_{(i)}+2 \leqq n_{(i+1)}, y+1 \leqq i \leqq x+y-2,}} \prod_{i=y+1}^{x+y-1} \frac{c q^{n_{(i)}}}{\left(-c q^{\left.n_{(i)}\right)_{2}}\right.}\right) .
\end{align*}
$$

We may evaluate the two sums on the right side of (4.12) by setting $N=y+1+s$, $k=x-1$ in (4.7) and $M=s, k=y-1$ in (4.8). This yields

$$
\begin{aligned}
& { }_{q}^{c} F_{2 x, 2 y}\left(q^{s}\right)=q^{-\left(x+\frac{y}{2}-1\right)}(q)_{(x+y-1)} \frac{q^{\left(\frac{y}{2}\right)}}{\left(-c q^{5}\right)_{(y-1)}} \frac{1}{(q)_{(y-1)}} \\
& \cdot \frac{c q^{y-1+s}}{\left(-c q^{y-1+s}\right)_{2}} c^{(x-1)} \frac{q^{(y+1+s)(x-1)+2(x-1)}}{\left(-c q^{y+1+s}\right)_{(x-1)}} \frac{1}{(q)_{(x-1)}}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{c^{x} q^{\left(\frac{x}{2}\right)+s x}}{\left(-c q^{s}\right)_{(x+y)}} \frac{(q)_{(x+y-1)}}{(q)_{(x-1)}(q)_{(y-1)}}  \tag{4.13}\\
& =c^{x} q^{\left(\frac{x}{2}\right)} \frac{\Gamma_{q}(x+y)}{\Gamma_{q}(x) \Gamma_{q}(y)} \frac{\left(q^{s}\right)^{(x-1)}}{\left(-c q^{s}\right)_{(x+y)}}\left[q^{s}(1-q)\right] .
\end{align*}
$$

Since ${ }_{q}^{c} F_{2 x, 2 y}\left(q^{s}\right)$ is a probability, we have

$$
\begin{equation*}
1=c^{x} q^{\left(\frac{x}{2}\right)} \frac{(q)_{(x+y-1)}}{(q)_{(x-1)}(q)_{(y-1)}} \sum_{s=-\infty}^{\infty} \frac{\left(q^{x}\right)^{s}}{\left(-c q^{s}\right)_{(x+y)}} . \tag{4.14}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
c^{x} q^{\left(\frac{x}{2}\right)}=\frac{(-c)_{\infty}\left(-c^{-1} q\right)_{\infty}}{\left(-c q^{x}\right)_{\infty}\left(-c^{-1} q^{1-x}\right)_{\infty}} \tag{4.15}
\end{equation*}
$$

holds, but only when $x$ is an integer. Solving for the sum on the right side of (4.14), we obtain

$$
\begin{equation*}
\sum_{s=-\infty}^{\infty} \frac{(-c)_{s}}{\left(-c q^{x+y}\right)_{s}}\left(q^{x}\right)^{s}=\frac{\left(-c q^{x}\right)_{\infty}\left(-c^{-1} q^{1-x}\right)_{\infty}(q)_{\infty}\left(q^{x+y}\right)_{\infty}}{\left(-c q^{x+y}\right)_{\infty}\left(-c^{-1} q\right)_{\infty}\left(q^{x}\right)_{\infty}\left(q^{y}\right)_{\infty}} . \tag{4.16}
\end{equation*}
$$

Thus Ramanujan's sum (1.4) holds for $a=-c, b=-c q^{x+y}, t=q^{x}$. Since

$$
\begin{equation*}
(a)_{-n}=\frac{(a)_{\infty}}{\left(a q^{-n}\right)_{\infty}}=\frac{1}{\left(1-a q^{-n}\right) \cdots\left(1-a q^{-1}\right)}=\frac{q^{\left(n_{2}\right)}}{\left.(-a)^{n}\right)} \frac{1}{\left(q a^{-1}\right)_{n}}, \tag{4.17}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \frac{(a)_{n}}{(b)_{n}} t^{n}=\sum_{n=-\infty}^{\infty} \frac{(a)_{-n}}{(b)_{-n}} t^{-n}=\sum_{n=-\infty}^{\infty} \frac{\left(q b^{-1}\right)_{n}}{\left(q a^{-1}\right)_{n}}\left(b a^{-1} t^{-1}\right)^{n} . \tag{4.18}
\end{equation*}
$$

This shows the analyticity at $b=0$ used by Ismail [12]. Both sides of (1.4) are analytic at any value of $a$ which does not give a pole. Fix $t=q^{x}$, where $x$ is a positive integer. Two applications of Theorem 1 establish Ramanujan's sum (1.4) in this case. Now fix $a$ and $t$. By (4.18), (1.4) holds for $b a^{-1} t^{-1}=q^{x}$, which is $b=a t q^{x}$. The full result (1.4) now follows by a third application of Theorem 1.

Using

$$
\begin{equation*}
\int_{0}^{\infty} f(s) d_{q} s=(1-q) \sum_{n=-\infty}^{\infty} q^{n} f\left(q^{n}\right) \tag{4.19}
\end{equation*}
$$

we may write (4.14) as the $q$-analogue

$$
\begin{equation*}
\int_{0}^{\infty} s^{(x-1)} \frac{\left(-c s q^{x+y}\right)_{\infty}}{(-c s)_{\infty}} d_{q} s=\frac{\left(-c q^{x}\right)_{\infty}\left(-c^{-1} q^{1-x}\right)_{\infty}}{(-c)_{\infty}\left(-c^{-1} q\right)_{\infty}} \frac{\Gamma_{q}(x) \Gamma_{q}(y)}{\Gamma_{q}(x+y)} \tag{4.20}
\end{equation*}
$$

of the beta integral (1.10). Three applications of Theorem 1 establish (4.20) for $\operatorname{Re}(x)>0, \operatorname{Re}(y)>0$, and all $c$ for which the integrand has no poles. See Askey [5].
5. The $q-\boldsymbol{\chi}^{2}$ distribution. The $F$ distribution normally occurs as the ratio of two $\chi^{2}$ distributions, each of which is divided by its degrees of freedom. It is well known (we may use the Central Limit Theorem) that $\chi^{2}(n) / n$ converges in distribution to 1 as $n$ tends to $\infty$. Hence we may recover the $\chi^{2}$ distribution from the $F$ distribution by
letting either the numerator or denominator degrees of freedom tend to $\infty$. Setting $y=\infty$ in (4.13), we have the probability mass function

$$
\begin{equation*}
{ }_{q}^{c} \chi_{2 x}^{2}\left(q^{s}\right)=\frac{c^{x} q^{\left(\frac{x}{2}\right)+s x}}{\left(-c q^{s}\right)_{\infty}} \frac{1}{(q)_{(x-1)}}, \tag{5.1}
\end{equation*}
$$

which provides a $q$-analogue of the $\chi^{2}$ distribution with $2 x$ degrees of freedom. Since

$$
\begin{equation*}
{ }_{q}^{c} F_{2 x, 2 y}\left(q^{s}\right)={ }^{c^{-1} q^{-(x+y)}} F_{2 y, 2 x}\left(q^{1-s}\right), \tag{5.2}
\end{equation*}
$$

we obtain essentially the same $q$-analogue of the $\chi^{2}$ distribution by taking $x=\infty$.
To obtain a $q$-analogue of a Poisson process with $c$ events per unit time, we let the events occur independently at integer powers of $q$ with

$$
\begin{equation*}
\text { Prob }\left[\text { event at } q^{t}\right]=\frac{c q^{t}}{\left(1+c q^{t}\right)} \tag{5.3}
\end{equation*}
$$

The following theorem interprets our $q-\chi^{2}$ distribution probabilistically.
Theorem 3.

$$
\begin{equation*}
{ }_{q}^{c} \chi_{2 x}^{2}\left(q^{t}\right)=\operatorname{Prob}\left[\text { xth event at } q^{t}\right] . \tag{5.4}
\end{equation*}
$$

Proof. We may, of course, use (1.8) to sum over all of the possible occurrences of the first $x-1$ events. We proceed by induction on $x$. For $x=1$, we have

$$
\begin{align*}
\operatorname{Prob}\left[\text { first event at } q^{t}\right] & =\operatorname{Prob}\left[\text { event at } q^{t}\right] \prod_{n=t+1}^{\infty} \operatorname{Prob}\left[\text { no event at } q^{n}\right]  \tag{5.5}\\
& =\frac{c q^{t}}{\left(1+c q^{t}\right)} \prod_{n=t+1}^{\infty} \frac{1}{\left(1+c q^{n}\right)}=\frac{c q^{t}}{\left(-c q^{t}\right)_{\infty}},
\end{align*}
$$

as required. We have
$\operatorname{Prob}\left[x\right.$ th event at $\left.q^{t}\right]$

$$
\begin{aligned}
= & \operatorname{Prob}\left[\text { event at } q^{t}\right] \sum_{n=t+1}^{\infty} \operatorname{Prob}\left[(x-1) \text { st event at } q^{n}\right] \\
& \cdot \prod_{j=t+1}^{n-1} \operatorname{Prob}\left[\text { no event at } q^{j}\right] \\
= & \frac{c q^{t}}{\left(1+c q^{t}\right)} \sum_{n=t+1}^{\infty} \frac{c^{(x-1)} q^{(x-1)+n(x-1)}}{\left(-c q^{n}\right)_{\infty}} \frac{1}{(q)_{(x-2)}} \prod_{j=t+1}^{n-1} \frac{1}{\left(1+c q^{j}\right)} \\
= & \frac{c^{x} q^{\left(x^{(-1}\right)+t}}{\left(-c q^{t}\right)_{\infty}} \frac{1}{(q)_{(x-2)}} \sum_{n=t+1}^{\infty} q^{n(x-1)} .
\end{aligned}
$$

The result (5.4) follows using the well-known sum (put $a=q$ in the $q$-binomial theorem (1.2)) of a geometric series.

The limiting case $b=0$ of Ramanujan's sum (1.4) is

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}(a)_{n} t^{n}=\frac{(a t)_{\infty}\left(q a^{-1} t^{-1}\right)_{\infty}(q)_{\infty}}{(t)_{\infty}\left(q a^{-1}\right)_{\infty}}, \quad|t|<1 \tag{5.7}
\end{equation*}
$$

Since ${ }_{q}^{c} \chi_{2 x}^{2}\left(q^{t}\right)$ sums to 1 , (5.7) holds for $a=-c, t=q^{x}$. By Theorem 1, it holds for $t=q^{x}$, where $x$ is a positive integer. Observe that we have only used the sum of a geometric series to obtain this result.

The $\chi^{2}$ distribution may be obtained by rescaling the beta distribution on $(0, y)$ and letting $y$ tend to $\infty$. We find that

$$
\begin{equation*}
{ }_{q} b e_{2 y, \infty}\left(q^{n}\right)=\left(q^{y}\right)_{\infty} \frac{q^{y n}}{(q)_{n}}, \quad n \geqq 0 \tag{5.8}
\end{equation*}
$$

is also a $q$-analogue of the $\chi^{2}$ distribution. We close by showing that our $q-F$ distribution also arises as a ratio of (5.1) and (5.8).

THEOREM 4. If $q^{t}$ has the $q-\chi^{2}$ distribution (5.1) and $q^{n}$ has the distribution (5.8), then the ratio $q^{t-n}$ has the $q-F$ distribution (4.13).

Proof. A simple application of the $q$-binomial theorem (1.2) gives

$$
\begin{align*}
\operatorname{Prob}\left[q^{t-n}=q^{s}\right] & =\sum_{n=0}^{\infty}{ }_{q}^{c} \chi_{2 x}^{2}\left(q^{s+n}\right)_{q} f_{2 y}\left(q^{n}\right) \\
& =\sum_{n=0}^{\infty} \frac{c^{x} q^{(x)+(s+n) x}}{\left(-c q^{s+n}\right)_{\infty}} \frac{1}{(q)_{(x-1)}}\left(q^{y}\right)_{\infty} \frac{q^{y n}}{(q)_{n}}  \tag{5.9}\\
& =\frac{c^{x} q^{\left(\frac{(x}{2}\right)+s x}}{\left(-c q^{s}\right)_{\infty}} \frac{\left(q^{y}\right)_{\infty}}{(q)_{(x-1)}} \sum_{n=0}^{\infty} \frac{\left(-c q^{s}\right)_{n}}{(q)_{n}} q^{n(x+y)} \\
& =\frac{c^{x} q^{\left(\frac{2}{2}\right)+s x}}{\left(-c q^{s}\right)_{(x+y)}} \frac{(q)_{(x+y-1)}}{(q)_{(x-1)}(q)_{(y-1)}},
\end{align*}
$$

as required.
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#### Abstract

It is shown that certain asymptotic approximations are upper or lower bounds for the zeros $\theta_{n, k}(\alpha, \beta)$ of Jacobi polynomials $P_{n}^{(\alpha, \beta)}(\cos \theta)$. The procedure for deriving these bounds is based on the Sturm comparison theorem. Numerical examples are given to illustrate the sharpness of the new inequalities.
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1. Introduction. The purpose of this paper is to show that certain asymptotic approximations for the zeros of Jacobi polynomials are in fact inequalities.

The main tool that we need is the well-known Sturm comparison theorem in the following form given by Szegö [9, p. 19].

Theorem 1.1 (Sturm's comparison theorem). Let $f(x)$ and $F(x)$ be functions continuous in $x_{0}<x<X_{0}$ with $f(x) \leqq F(x)$. Let the functions $y(x)$ and $Y(x)$, both not identically zero, satisfy the differential equations

$$
\begin{equation*}
y^{\prime \prime}+f(x) y=0, \quad Y^{\prime \prime}+F(x) Y=0, \tag{1.1}
\end{equation*}
$$

respectively. Let $x^{\prime}$ and $x^{\prime \prime}, x^{\prime}<x^{\prime \prime}$, be two consecutive zeros of $y(x)$. Then the function $Y(x)$ has at least one zero in the interval $x^{\prime}<x<x^{\prime \prime}$ provided $f(x) \not \equiv F(x)$ in $\left[x^{\prime}, x^{\prime \prime}\right]$.

The statement also holds for $x^{\prime}=x_{0}\left[y\left(x_{0}+0\right)=0\right]$ if the additional condition

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}+0}\left[y^{\prime}(x) Y(x)-y(x) Y^{\prime}(x)\right]=0 \tag{1.2}
\end{equation*}
$$

is satisfied (similarly for $x^{\prime \prime}=X_{0}$ ).
Throughout this paper we denote by $x_{n, k} \equiv x_{n, k}(\alpha, \beta)$ the zeros, in decreasing order, of the Jacobi polynomial $P_{n}^{(\alpha, \beta)}(x)$ :

$$
1>x_{n, 1}>x_{n, 2}>\cdots>x_{n, n}>-1,
$$

and by $\theta_{n, k} \equiv \theta_{n, k}(\alpha, \beta)$,

$$
0<\theta_{n, 1}<\theta_{n, 2}<\cdots<\theta_{n, n}<\pi,
$$

the corresponding zeros of $P_{n}^{(\alpha, \beta)}(\cos \theta)$.
Let us recall the following asymptotic results and inequalities.
Theorem 1.2 (Frenzen and Wong [3], [4]). Let $\alpha>-\frac{1}{2}, \alpha+\beta \geqq-1$. Then as $n \rightarrow \infty$

$$
\begin{equation*}
\theta_{n, k}=\frac{j_{\alpha, k}}{N}-\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{t}-\cot \frac{t}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{t}{2}\right]+t^{2} O\left(n^{-3}\right) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
N=n+\frac{\alpha+\beta+1}{2}, \tag{1.4}
\end{equation*}
$$

$j_{\alpha, k}$ is the kth positive zero of the Bessel function $J_{\alpha}(x)$ and $t=j_{\alpha, k} / N$. The O-term is uniformly bounded for all values of $k=1,2, \cdots,[\gamma n]$, where $\gamma \in(0,1)$.

[^130]Theorem 1.3 (Gatteschi and Pittaluga [6], [7]). Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then for all the zeros $\theta_{n, k}$ belonging to the interval $a<\theta<b$, with $0<a<b<\pi$, the following asymptotic expansion holds as $n \rightarrow \infty$ :

$$
\begin{equation*}
\theta_{n, k}=\phi_{n, k}+\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\alpha^{2}\right) \cot \frac{\phi_{n, k}}{2}-\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\phi_{n, k}}{2}\right]+O\left(n^{-4}\right) \tag{1.5}
\end{equation*}
$$

where

$$
\phi_{n, k}=\frac{2 k+\alpha-1 / 2}{N} \frac{\pi}{2},
$$

and $N$ has the same meaning as in the previous theorem.
Theorem 1.4 (Buell's inequalities; see Szegö [9, p. 125]). Under the conditions $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$ and excluding the case $\alpha^{2}=\beta^{2}=\frac{1}{4}$, we have

$$
\begin{equation*}
\frac{k+(\alpha+\beta-1) / 2}{N} \pi<\theta_{n, k}<\frac{k}{N} \pi, \quad k=1,2, \cdots, n, \tag{1.6}
\end{equation*}
$$

whereas in the ultraspherical case $\alpha=\beta$

$$
\begin{equation*}
\theta_{n, k}>\frac{k+\alpha / 2-1 / 4}{N} \pi, \quad k=1,2, \cdots,\left[\frac{n}{2}\right] . \tag{1.7}
\end{equation*}
$$

When $\alpha=\beta=-\frac{1}{2}, \alpha=\beta=\frac{1}{2}, \alpha=-\beta=-\frac{1}{2}, \alpha=-\beta=\frac{1}{2}$, we notice that

$$
\theta_{n, k}=\frac{k-1 / 2}{n} \pi, \frac{k}{n+1} \pi, \frac{k-1 / 2}{n+1 / 2} \pi, \frac{k}{n+1 / 2} \pi,
$$

respectively.
Theorem 1.5 (Gatteschi [5], [6]). Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then

$$
\begin{equation*}
\frac{j_{\alpha, k}}{\nu^{*}} \leqq \theta_{n, k} \leqq \frac{j_{\alpha, k}}{\nu}, \quad k=1,2, \cdots,\left[\frac{n}{2}\right] \tag{1.8}
\end{equation*}
$$

where $j_{\alpha, k}$, as in Theorem 1.2, is the kth positive zero of $J_{\alpha}(x)$ and

$$
\begin{align*}
\nu & =\left[N^{2}+\frac{1-\alpha^{2}-3 \beta^{2}}{12}\right]^{1 / 2}, \\
\nu^{*} & =\left[N^{2}+\frac{1}{4}-\frac{\alpha^{2}+\beta^{2}}{2}-\frac{1-4 \alpha^{2}}{\pi^{2}}\right]^{1 / 2} . \tag{1.9}
\end{align*}
$$

We remark (see Gatteschi [6, Thm. 3.1]) that the inequality

$$
\begin{equation*}
\theta_{n, k} \leqq \frac{j_{\alpha, k}}{\nu}, \tag{1.10}
\end{equation*}
$$

under the same conditions for the parameters $\alpha$ and $\beta$, holds for all the zeros $\theta_{n, k}$ located in the interval $0<\theta<\pi$.

For the ultraspherical case $\alpha=\beta$, using Sturm's theorem, Ahmed, Muldoon and Spigler [2] have recently obtained the following interesting inequalities involving only elementary functions.

Theorem 1.6. Let $\alpha=\beta$ and let $x_{n, k}(\alpha), k=1,2, \cdots,[n / 2]$, be the zeros of the ultraspherical polynomial $P_{n}^{(\alpha, \alpha)}(x)$. Then, for $-\frac{1}{2}<\alpha<\frac{1}{2}$ and $k=1,2, \cdots,[n / 2]$, we have

$$
\begin{equation*}
x_{n, k}(\alpha)<\left[\frac{2 n^{2}+4 n+3}{2 n^{2}+1+(2 \alpha+1)(2 n+1)}\right]^{1 / 2} \cos \frac{k \pi}{n+1}, \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{n, k}(\alpha)>\left[\frac{2 n^{2}+1}{2 n^{2}+1+(2 \alpha+1)(2 n+1)}\right]^{1 / 2} \cos \frac{2 k-1}{2 n} \pi \tag{1.12}
\end{equation*}
$$

Ahmed, Muldoon and Spigler [2] have considered also values of $\alpha$ outside the range $-\frac{1}{2}<\alpha<\frac{1}{2}$, but the method used cannot be applied to obtain similar results for the general Jacobi case [8].
2. A lower bound for the zeros of $\boldsymbol{P}_{n}^{(\alpha, \beta)}(\cos \boldsymbol{\theta})$. We shall assume throughout this paper that the parameters $\alpha$ and $\beta$ satisfy the inequalities

$$
\begin{equation*}
-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2}, \quad-\frac{1}{2} \leqq \beta \leqq \frac{1}{2} . \tag{2.1.}
\end{equation*}
$$

Moreover, we shall refer to the differential equation

$$
\begin{equation*}
\frac{d^{2} u}{d \theta^{2}}+\left[N^{2}+\frac{1 / 4-\alpha^{2}}{4 \sin ^{2} \theta / 2}+\frac{1 / 4-\beta^{2}}{4 \cos ^{2} \theta / 2}\right] u=0, \quad N=n+\frac{\alpha+\beta+1}{2} \tag{2.2}
\end{equation*}
$$

which is satisfied by

$$
\begin{equation*}
u(\theta)=\left(\sin \frac{\theta}{2}\right)^{\alpha+1 / 2}\left(\cos \frac{\theta}{2}\right)^{\beta+1 / 2} P_{n}^{(\alpha, \beta)}(\cos \theta) \tag{2.3}
\end{equation*}
$$

Now we observe that the function

$$
\begin{equation*}
z(\theta)=\left(\frac{f}{f^{\prime}}\right)^{1 / 2} J_{\alpha}[f(\theta)] \tag{2.4}
\end{equation*}
$$

satisfies the differential equation

$$
\begin{equation*}
\frac{d^{2} z}{d \theta^{2}}+F(\theta) z=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\theta)=\frac{1}{2} \frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{4}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}+\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{f^{\prime}}{f}\right)^{2}+f^{\prime 2} \tag{2.6}
\end{equation*}
$$

In this section we assume that

$$
\begin{equation*}
f(\theta)=N \theta+\frac{1}{4 N}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{\theta}-\cot \frac{\theta}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\theta}{2}\right] \tag{2.7}
\end{equation*}
$$

and make use of (2.5) as a comparison equation to derive, by means of Sturm's method, inequalities for the zeros $\theta_{n, k}(\alpha, \beta), k=1,2, \cdots, n$, of $P_{n}^{(\alpha, \beta)}(\cos \theta)$.

Lemma 2.1. Let $\alpha$ and $\beta$ satisfy (2.1). The function $F(\theta)$ defined by (2.6) and (2.7) is such that

$$
\begin{equation*}
F(\theta) \geqq N^{2}+\frac{1 / 4-\alpha^{2}}{4 \sin ^{2} \theta / 2}+\frac{1 / 4-\beta^{2}}{4 \cos ^{2} \theta / 2} \tag{2.8}
\end{equation*}
$$

for $0<\theta<\pi$. Here the equality sign holds if and only if $\alpha^{2}=\beta^{2}=\frac{1}{4}$.
For the proof we put

$$
\begin{aligned}
& A=\frac{1}{4}-\alpha^{2}, \quad B=\frac{1}{4}-\beta^{2}, \\
& a(\theta)=\frac{2}{\theta}-\cot \frac{\theta}{2}, \quad b(\theta)=\tan \frac{\theta}{2},
\end{aligned}
$$

and we observe that

$$
f^{\prime 2}(\theta)=N^{2}+\frac{A}{4 \sin ^{2} \theta / 2}-\frac{A}{\theta^{2}}+\frac{B}{4 \cos ^{2} \theta / 2}+\frac{1}{16 N^{2}}\left(A a^{\prime}+B b^{\prime}\right)^{2} .
$$

Hence

$$
\begin{aligned}
F(\theta)- & N^{2}-\frac{A}{4 \sin ^{2} \theta / 2}-\frac{B}{4 \cos ^{2} \theta / 2} \\
& =\frac{1}{2 f^{\prime}} F_{1}(\theta)+\frac{A\left(f^{\prime} \theta+f\right)}{f^{2} \theta^{2}} F_{2}(\theta)+\frac{1}{16 N^{2}}\left(A a^{\prime}+B b^{\prime}\right)^{2}
\end{aligned}
$$

where

$$
F_{1}(\theta)=f^{\prime \prime \prime}-\frac{3}{2} \frac{f^{\prime \prime 2}}{f^{\prime}}, \quad F_{2}(\theta)=f^{\prime} \theta-f,
$$

and it suffices to show that $F_{1}(\theta) \geqq 0$ and $F_{2}(\theta) \geqq 0$.
To this end we note that $a(\theta)$ and $b(\theta)$ are positive increasing functions for $0<\theta<\pi$ as are all their derivatives. Moreover, the following expansions hold [1, p. 75]:

$$
\begin{aligned}
& a(\theta)=\frac{\theta}{6}+\frac{\theta^{3}}{360}+\cdots+\frac{(-1)^{n-1} 2 B_{2 n}}{(2 n)!} \theta^{2 n-1}+\cdots \quad(|\theta|<2 \pi), \\
& b(\theta)=\frac{\theta}{2}+\frac{\theta^{3}}{24}+\cdots+\frac{(-1)^{n-1} 2\left(2^{2 n}-1\right) B_{2 n}}{(2 n)!} \theta^{2 n-1}+\cdots \quad(|\theta|<\pi)
\end{aligned}
$$

where $B_{2 n}$ is the $2 n$th Bernoulli number.
It is readily seen that $F_{2}(\theta) \geqq 0$ for $0<\theta<\pi$. Indeed, we have

$$
F_{2}(\theta)=\frac{A}{4 N}\left(a^{\prime} \theta-a\right)+\frac{B}{4 N}\left(b^{\prime} \theta-b\right) \geqq 0 .
$$

To study $F_{1}(\theta)$ we first consider the interval $0<\theta \leqq \pi / 2$ where we have

$$
A a^{\prime \prime \prime}+B b^{\prime \prime \prime} \geqq \frac{A}{60}+\frac{B}{4}, \quad A a^{\prime \prime}+B b^{\prime \prime} \leqq A\left(\frac{32}{\pi^{3}}-1\right)+B \leqq \frac{8}{\pi^{3}} ;
$$

thus

$$
\begin{aligned}
F_{1}(\theta) & =\frac{1}{4 N}\left[A a^{\prime \prime \prime}+B b^{\prime \prime \prime}-\frac{3}{2} \frac{\left(A a^{\prime \prime}+B b^{\prime \prime}\right)^{2}}{4 N^{2}+A a^{\prime}+B b^{\prime}}\right] \\
& \geqq \frac{1}{4 N}\left\{\frac{A}{60}+\frac{B}{4}-\frac{3}{N^{2}}\left[A\left(\frac{32}{\pi^{3}}-1\right)+B\right] \frac{1}{\pi^{3}}\right\} \geqq 0 .
\end{aligned}
$$

Similar considerations may be applied to

$$
4 N\left(4 N^{2}+A a^{\prime}+B b^{\prime}\right) F_{1}(\theta)
$$

for the interval $\pi / 2<\theta<\pi$. More precisely, it is straightforward to prove that

$$
\begin{aligned}
& 4 N^{2} A a^{\prime \prime \prime}-\frac{3}{2} A^{2} a^{\prime \prime 2} \geqq A\left[4 N^{2} a^{\prime \prime \prime}\left(\frac{\pi}{2}\right)-\frac{3}{8} a^{\prime \prime 2}(\pi)\right] \geqq 0, \\
& b^{\prime \prime \prime} b^{\prime}-\frac{3}{2} b^{\prime \prime 2}=\frac{1}{8} \frac{1}{\cos ^{4} \theta / 2}>0,
\end{aligned}
$$

and

$$
a^{\prime} b^{\prime \prime \prime}-3 a^{\prime \prime} b^{\prime \prime}>\frac{1}{2 \cos ^{2} \theta / 2}\left[\frac{1}{2}\left(1-\frac{8}{\pi^{2}}\right)\left(1+3 \tan ^{2} \frac{\theta}{2}\right)-\frac{12}{\pi^{3}} \tan \frac{\theta}{2}\right]>0 .
$$

Having established both $F_{1}(\theta)$ and $F_{2}(\theta) \geqq 0$, Lemma 2.1 is proved and we can state the following main result of this section.

Theorem 2.1. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then the Frenzen-Wong approximation for $\theta_{n, k}(\alpha, \beta)$, obtained by omitting the $O\left(n^{-3}\right)$ term in (1.3), is in fact a lower bound; that is

$$
\begin{equation*}
\theta_{n, k}(\alpha, \beta) \geqq \frac{j_{\alpha, k}}{N}-\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{t}-\cot \frac{t}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{t}{2}\right] \tag{2.9}
\end{equation*}
$$

where

$$
N=n+\frac{\alpha+\beta+1}{2}, \quad t=\frac{j_{\alpha, k}}{N}
$$

and $k=1,2, \cdots, n$. The equality sign in (2.9) holds when $\alpha^{2}=\beta^{2}=\frac{1}{4}$.
Indeed, the validity of (2.8) enables us to apply Theorem 1.1 to the differential equations (2.2) and (2.5) and to compare the positive zeros of the function $z(\theta)$ defined by (2.4), i.e., the positive zeros $\tau_{n, k}, k=1,2, \cdots$,

$$
\tau_{n, 1}<\tau_{n, 2}<\cdots<\tau_{n, n}
$$

of the function $J_{\alpha}[f(\theta)]$, with the zeros

$$
0, \theta_{n, 1}, \theta_{n, 2}, \cdots, \theta_{n, n}
$$

of the function $u(\theta)$ defined by (2.3).
The condition (1.2), which is required when we apply Theorem 1.1 to the interval [ $0, \theta_{n, 1}$ ], is satisfied. Hence, we conclude that

$$
\begin{equation*}
\tau_{n, k} \leqq \theta_{n, k}, \quad k=1,2, \cdots, \tag{2.10}
\end{equation*}
$$

where, since $f(\theta)$ is a continuous increasing function in $0<\theta<\pi$,

$$
\begin{equation*}
N \tau_{n, k}+\frac{1}{4 N}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{\tau_{n, k}}-\cot \frac{\tau_{n, k}}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\tau_{n, k}}{2}\right]=j_{\alpha, k} . \tag{2.11}
\end{equation*}
$$

We also have

$$
j_{\alpha, k} \leqq f\left(\theta_{n, k}\right), \quad k=1,2, \cdots, n
$$

Now, when we set

$$
h(\theta)=\frac{j_{\alpha, k}}{N}-\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{\theta}-\cot \frac{\theta}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\theta}{2}\right],
$$

it follows that the equation $\theta=h(\theta)$ has the solution $\theta=\tau_{n, k}$. Since the function $h(\theta)$ decreases and, from (1.10),

$$
\theta_{n, k} \leqq \frac{j_{\alpha, k}}{\nu} \leqq \frac{j_{\alpha, k}}{N},
$$

we obtain the following from (2.10):

$$
\theta_{n, k} \geqq \tau_{n, k}=h\left(\tau_{n, k}\right) \geqq h\left(\theta_{n, k}\right) \geqq h\left(\frac{j_{\alpha, k}}{\nu}\right) \geqq h\left(\frac{j_{\alpha, k}}{N}\right),
$$

which proves the theorem.
This theorem can be improved by using (1.10) and by observing that $\theta_{n, k} \geqq$ $h\left(j_{\alpha, k} / \nu\right), k=1,2, \cdots, n$.

Theorem 2.2. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then for the zeros $\theta_{n, k}(\alpha, \beta)$ of $P_{n}^{(\alpha, \beta)}(\cos \theta)$ the following inequalities hold:

$$
\begin{equation*}
\theta_{n, k}(\alpha, \beta) \geqq \frac{j_{\alpha, k}}{N}-\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\alpha^{2}\right)\left(\frac{2}{\tau}-\cot \frac{\tau}{2}\right)+\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\tau}{2}\right], \quad k=1,2, \cdots, n \tag{2.12}
\end{equation*}
$$

where

$$
N=n+\frac{\alpha+\beta+1}{2}, \quad \nu=\left(N^{2}+\frac{1-\alpha^{2}-3 \beta^{2}}{12}\right)^{1 / 2}, \quad \tau=\frac{j_{\alpha, k}}{\nu} .
$$

As before, the equality sign in (2.12) holds when $\alpha^{2}=\beta^{2}=\frac{1}{4}$.
Using this result and the property

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(\cos \theta)=(-1)^{n} P_{n}^{(\beta, \alpha)}[\cos (\pi-\theta)], \tag{2.13}
\end{equation*}
$$

we can obtain upper bounds for $\theta_{n, k}(\alpha, \beta), k=1,2, \cdots, n$.
Corollary 2.1. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then

$$
\begin{align*}
& \theta_{n, k}(\alpha, \beta)=\pi-\theta_{n, n-k+1}(\beta, \alpha) \\
& \leqq \pi-\frac{j_{\beta, n-k+1}}{N}+\frac{1}{4 N^{2}}\left[\left(\frac{1}{4}-\beta^{2}\right)\left(\frac{2}{\tau}-\cot \frac{\bar{\tau}}{2}\right)+\left(\frac{1}{4}-\alpha^{2}\right) \tan \frac{\bar{\tau}}{2}\right]  \tag{2.14}\\
& k=1,2, \cdots, n
\end{align*}
$$

where

$$
N=n+\frac{\alpha+\beta+1}{2}, \quad \bar{\nu}=\left(N^{2}+\frac{1-\beta^{2}-3 \alpha^{2}}{12}\right)^{1 / 2}, \quad \bar{\tau}=\frac{j_{\beta, n-k+1}}{\bar{\nu}},
$$

the equality sign holding when $\alpha^{2}=\beta^{2}=\frac{1}{4}$.
Inequalities (2.12) and (2.14) give very sharp results for the zeros which are close to $\pi$, when we apply (2.12), or close to zero, when we apply (2.14). Table 1 provides lower and upper bounds, obtained using (2.12) and (2.14), in the case $n=10, \alpha=\frac{1}{3}$ and $\beta=0$.

Table 1
Zeros of $P_{10}^{(1 / 3,0)}(\cos \theta)$.

| $k$ | Lower bound | Exact value | Upper bound |
| ---: | :---: | :---: | :---: |
| 1 | 0.27202843 | 0.27202854 | 0.27215052 |
| 2 | 0.56538156 | 0.56538183 | 0.56539792 |
| 3 | 0.85943899 | 0.85943944 | 0.85944435 |
| 4 | 1.15366321 | 1.15366395 | 1.15366610 |
| 5 | 1.44793628 | 1.44793750 | 1.44793864 |
| 6 | 1.74220569 | 1.74220784 | 1.74220853 |
| 7 | 2.03642307 | 2.03642737 | 2.03642780 |
| 8 | 2.33050083 | 2.33051150 | 2.33051177 |
| 9 | 2.62417391 | 1.62421351 | 2.62421367 |
| 10 | 2.91579656 | 2.91619539 | 2.91619545 |

Should we be interested in obtaining sharper numerical results, it is convenient to use the inequalities (2.12) and (2.14) jointly with the following simpler ones

$$
\begin{align*}
& \theta_{n, k}(\alpha, \beta) \leqq j_{\alpha, k}\left(N^{2}+\frac{1-\alpha^{2}-3 \beta^{2}}{12}\right)^{-1 / 2}, \\
& \theta_{n, k}(\alpha, \beta) \geqq \pi-j_{\beta, n-k+1}\left(N^{2}+\frac{1-\beta^{2}-3 \alpha^{2}}{12}\right)^{-1 / 2} \quad(k=1,2, \cdots, n) \tag{2.15}
\end{align*}
$$

obtained by means of the inequality (1.10) and the property (2.13). Indeed, the first of (2.15) may be better than (2.14) for the first few values of $k$, while the second of (2.15) may be better than (2.12) for the last few values of $k$. Thus, for example, by using (2.15) we obtain

$$
\begin{array}{ll}
\theta_{10,1}\left(\frac{1}{3}, 0\right)<0.27202892, & \theta_{10,2}\left(\frac{1}{3}, 0\right)<0.56538602 \\
\theta_{10,8}\left(\frac{1}{3}, 0\right)>2.33050366, & \theta_{10,9}\left(\frac{1}{3}, 0\right)>2.62421163 \\
\theta_{10,10}\left(\frac{1}{3}, 0\right)>2.91619528, &
\end{array}
$$

which are better than those given in Table 1.
The sharpness of the results furnished by applying inequalities (2.12) and (2.14) together with (2.15) is shown in Fig. 1 for $n=16, \alpha=-\frac{1}{3}, \beta=\frac{1}{3}$ and $\alpha=0, \beta=\frac{1}{4}$. More precisely, in the Fig. 1 we can see the digits of accuracy

$$
\rho_{n}(\alpha, \beta ; k)=-\log _{10} \frac{U_{k}-L_{k}}{U_{k}}
$$

obtained by means of the upper bound $U_{k}$ and the lower bound $L_{k}$ of the $k$ th zero $\theta_{n, k}(\alpha, \beta)$.


Fig. 1. $\rho_{16}(\alpha, \beta ; k)$ versus $k=1(1) 16$.

In the ultraspherical case $\alpha=\beta$ Theorem 2.2 and the first of inequalities (2.15) yield the following corollary.

Corollary 2.2. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2}$ and let $\theta_{n, k}(\alpha)$ be the zeros of the ultraspherical polynomial $P_{n}^{(\alpha, \alpha)}(\cos \theta)$. Then

$$
\begin{equation*}
\frac{j_{\alpha, k}}{N}-\frac{1-4 \alpha^{2}}{8 N^{2}}\left(\frac{\nu}{j_{\alpha, k}}-\cot \frac{j_{\alpha, k}}{\nu}\right) \leqq \theta_{n, k}(\alpha) \leqq \frac{j_{\alpha, k}}{\nu} \tag{2.16}
\end{equation*}
$$

where

$$
N=n+\alpha+\frac{1}{2}, \quad \nu=\left(N^{2}+\frac{1-4 \alpha^{2}}{12}\right)^{1 / 2}, \quad k=1,2, \cdots, n
$$

The equality signs in (2.16) hold when $|\alpha|=\frac{1}{2}$.
3. Other separation results for the zeros of $P_{n}^{(\alpha, \beta)}(\cos \theta)$ and upper bounds in the ultraspherical case. We now use the differential equation

$$
\begin{equation*}
\frac{d^{2} z}{d \theta^{2}}+G(\theta) z=0 \tag{3.1}
\end{equation*}
$$

with

$$
G(\theta)=\frac{1}{2} \frac{g^{\prime \prime \prime}}{g^{\prime}}-\frac{3}{4}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}+g^{\prime 2}
$$

satisfied by

$$
z=\left(g^{\prime}\right)^{-1 / 2} \cos g(\theta)
$$

Further, we assume that

$$
\begin{equation*}
g(\theta)=N \theta-\left(\alpha+\frac{1}{2}\right) \frac{\pi}{2}-\frac{1}{4 N}\left[\left(\frac{1}{4}-\alpha^{2}\right) \cot \frac{\theta}{2}-\left(\frac{1}{4}-\beta^{2}\right) \tan \frac{\theta}{2}\right], \tag{3.2}
\end{equation*}
$$

suggested by (1.5), and we show that

$$
\begin{equation*}
G(\theta) \geqq N^{2}+\frac{1 / 4-\alpha^{2}}{4 \sin ^{2} \theta / 2}+\frac{1 / 4-\beta^{2}}{4 \cos ^{2} \theta / 2}, \quad-\frac{1}{2} \leqq \alpha, \quad \beta \leqq \frac{1}{2}, \tag{3.3}
\end{equation*}
$$

with equality sign when $\alpha^{2}=\beta^{2}=\frac{1}{4}$.
For the proof we set

$$
A=\frac{1}{4}-\alpha^{2}, \quad B=\frac{1}{4}-\beta^{2}
$$

and we study the sign of

$$
\frac{1}{2} \frac{g^{\prime \prime \prime}}{g^{\prime}}-\frac{3}{4}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}+g^{\prime 2}-N^{2}-\frac{A}{4 \sin ^{2} \theta / 2}-\frac{B}{4 \cos ^{2} \theta / 2}
$$

when $A \geqq 0, B \geqq 0, g(\theta)$ is defined by (3.2) and $0<\theta<\pi$.
We find that

$$
g^{\prime 2}-N^{2}-\frac{A}{4 \sin ^{2} \theta / 2}-\frac{B}{4 \cos ^{2} \theta / 2}=\frac{1}{64 N^{2}}\left(\frac{A}{\sin ^{2} \theta / 2}+\frac{B}{\cos ^{2} \theta / 2}\right)^{2} \geqq 0
$$

and

$$
\begin{aligned}
\frac{1}{2} \frac{g^{\prime \prime \prime}}{g^{\prime}}-\frac{3}{4}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2} & =\frac{1}{2 g^{\prime}}\left(g^{\prime \prime \prime}-\frac{3}{2} \frac{g^{\prime \prime 2}}{g^{\prime}}\right) \\
& =\frac{1}{32 N g^{\prime}}\left[\frac{A}{\sin ^{4} \theta / 2} r(\theta)+\frac{B}{\cos ^{4} \theta / 2} s(\theta)+6 A B t(\theta)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& t(\theta)=\left(8 N^{2} \sin ^{2} \theta / 2 \cos ^{2} \theta / 2+A \cos ^{2} \theta / 2+B \sin ^{2} \theta / 2\right)^{-1}, \\
& r(\theta)=3-2 \sin ^{2} \theta / 2-3 A t(\theta) \cos ^{4} \theta / 2, \\
& s(\theta)=3-2 \cos ^{2} \theta / 2-3 B t(\theta) \sin ^{4} \theta / 2 .
\end{aligned}
$$

When we observe that $t(\theta)>0$ and that

$$
\begin{aligned}
& r(\theta)>3-2 \sin ^{2} \theta / 2-3 \cos ^{2} \theta / 2=\sin ^{2} \theta / 2 \\
& s(\theta)>3-2 \cos ^{2} \theta / 2-3 \sin ^{2} \theta / 2=\cos ^{2} \theta / 2
\end{aligned}
$$

the proof of (3.3) immediately follows.
The application of Sturm's method to the differential equations (3.1) and (2.2) requires an accurate study of the distribution of the zeros $\psi_{n, k} \equiv \psi_{n, k}(\alpha, \beta)$ of the function

$$
\begin{equation*}
z_{n}^{(\alpha, \beta)}(\theta)=\left[g^{\prime}(\theta)\right]^{-1 / 2} \cos g(\theta) \tag{3.4}
\end{equation*}
$$

If we exclude not only the case $\alpha^{2}=\beta^{2}=\frac{1}{4}$, but also the cases in which only one of the two parameters $\alpha$ and $\beta$ is $\pm \frac{1}{2}$, it is easy to see that $z_{n}^{(\alpha, \beta)}(\theta)$ has infinitely many zeros

$$
\begin{equation*}
\cdots<\psi_{n,-2}<\psi_{n,-1}<\psi_{n, 0}<\psi_{n, 1}<\psi_{n, 2}<\cdots, \tag{3.5}
\end{equation*}
$$

lying in the interval $0<\theta<\pi$. These zeros can be obtained by solving the equations

$$
\begin{align*}
& N \theta-\left(\alpha+\frac{1}{2}\right) \frac{\pi}{2}-\frac{1}{4 N}\left(A \cot \frac{\theta}{2}-B \tan \frac{\theta}{2}\right)=(2 k-1) \frac{\pi}{2}, \\
& A=\frac{1}{4}-\alpha^{2}, \quad B=\frac{1}{4}-\beta^{2}, \quad k=0, \pm 1, \pm 2, \cdots \tag{3.6}
\end{align*}
$$

with respect to $\theta$; that is they are (see Fig. 2) the abscissae of the intersections of the


Fig. 2
straight lines $r_{k}$

$$
u=N \theta-\left(2 k+\alpha-\frac{1}{2}\right) \frac{\pi}{2}, \quad k=0, \pm 1, \pm 2, \cdots,
$$

with the curve $\gamma$

$$
u=\frac{1}{4 N}\left(A \cot \frac{\theta}{2}-B \tan \frac{\theta}{2}\right), \quad 0<\theta<\pi .
$$

Lemma 3.1. The function $z_{n}^{(\alpha, \beta)}(\theta)$ satisfies the identity

$$
\begin{equation*}
z_{n}^{(\alpha, \beta)}(\pi-\theta)=(-1)^{n} z_{n}^{(\beta, \alpha)}(\theta) . \tag{3.7}
\end{equation*}
$$

Consequently, for the zeros $\psi_{n, k}(\alpha, \beta)$ we have

$$
\begin{equation*}
\psi_{n, k}(\alpha, \beta)=\pi-\psi_{n, n-k+1}(\beta, \alpha), \quad k=0, \pm 1, \pm 2, \cdots \tag{3.8}
\end{equation*}
$$

The proof is readily obtained by means of (3.4).
Lemma 3.2. The zeros $\psi_{n, 1}, \psi_{n, 2}, \cdots, \psi_{n, n}$ of $z_{n}^{(\alpha, \beta)}(\theta)$ belong to the same interval

$$
\begin{equation*}
\frac{1+(\alpha+\beta-1) / 2}{N} \pi<\theta<\frac{n}{N} \pi, \tag{3.9}
\end{equation*}
$$

as do (in view of the inequalities of Buell (1.6)) the zeros $\theta_{n, k}$ of $P_{n}^{(\alpha, \beta)}(\cos \theta)$, while the other zeros of $z_{n}^{(\alpha, \beta)}(\theta)$, i.e., $\cdots<\psi_{n,-2}<\psi_{n,-1}<\psi_{n, 0}$ and $\psi_{n, n+1}<\psi_{n, n+2}<\cdots$, lie outside this interval (3.9).

For the proof we first observe that

$$
A \cot \frac{\theta}{2}-B \tan \frac{\theta}{2}<A \frac{2}{\theta} .
$$

Then, if $\psi_{0}^{*}$ denotes the abscissa (see Fig. 2) of the intersection of the straight line $r_{0}$ with the curve $\gamma^{*}$

$$
u=\frac{A}{2 N \theta}, \quad \theta>0
$$

i.e.,

$$
\psi_{0}^{*}=\frac{1}{2 N}\left[\left(\alpha-\frac{1}{2}\right) \frac{\pi}{2}+\sqrt{\left(\alpha-\frac{1}{2}\right)^{2} \frac{\pi^{2}}{4}+2 A}\right],
$$

it is easy to see that, for $-\frac{1}{2}<\alpha<\frac{1}{2}$ and $-\frac{1}{2}<\beta<\frac{1}{2}$,

$$
\psi_{n, 0}<\psi_{0}^{*}<\frac{\alpha+\beta+1}{2 N} \pi<\psi_{n, 1} .
$$

By applying Lemma 3.1 we have analogously

$$
\psi_{n, n}<\frac{n}{N} \pi<\psi_{n, n+1} .
$$

The above results can be extended to the cases $\alpha= \pm \frac{1}{2}$ or $\beta= \pm \frac{1}{2}$ taking into account that, instead of the sequence (3.5), we have one of the two sequences

$$
\begin{aligned}
& \psi_{n, 1}<\psi_{n, 2}<\cdots<\psi_{n, n}<\psi_{n, n+1}<\cdots, \text { or } \\
& \cdots<\psi_{n,-2}<\psi_{n,-1}<\psi_{n, 0}<\psi_{n, 1}<\cdots<\psi_{n, n} .
\end{aligned}
$$

We now apply Theorem 1.1 to the differential equations (2.2) and (3.1) relatively to the interval (3.9). Inequality (3.3) readily furnishes the following separation result.

Theorem 3.1. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then, between any two consecutive zeros $\theta_{n, h}(\alpha, \beta), h=1,2, \cdots, n$, of the Jacobi polynomial $P_{n}^{(\alpha, \beta)}(\cos \theta)$ there is at least one zero $\psi_{n, k}(\alpha, \beta), k=1,2, \cdots, n$, of the function $z_{n}^{(\alpha, \beta)}(\theta)$ defined by (3.4).

We notice that this theorem does not allow us to derive inequalities satisfied by the zeros $\theta_{n, k}$ for general $\alpha$ and $\beta,-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2}$ and $-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Indeed, it assures us only that if $\psi_{n, 1} \leqq \theta_{n, 1}$ or $\psi_{n, n} \geqq \theta_{n, n}$ then, for each $k=1,2, \cdots, n-1$, either $\theta_{n, k}<\psi_{n, k+1}<$ $\theta_{n, k+1}$ or $\theta_{n, k}<\psi_{n, k}<\theta_{n, k+1}$; otherwise there is one of the intervals $\left[\theta_{n, h}, \theta_{n, h+1}\right.$ ], $h=$ $1,2, \cdots, n-1$, which contains two $\psi$-zeros and all the others contain exactly one $\psi$-zero in their interior. A more precise result can be obtained for the ultraspherical case $\alpha=\beta$.

Theorem 3.2. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2}$ and let $\theta_{n, k}(\alpha) \equiv \theta_{n, k}(\alpha, \alpha), k=1,2, \cdots, n$, be the zeros of the ultraspherical polynomial $P_{n}^{(\alpha, \alpha)}(\cos \theta)$. Then

$$
\begin{equation*}
\theta_{n, k}(\alpha) \leqq \psi_{n, k}(\alpha), \quad k=1,2, \cdots,\left[\frac{n}{2}\right] \tag{3.10}
\end{equation*}
$$

where $\psi_{n, k}(\alpha)$ is the root lying in $0<\theta<\pi / 2$ of the equation

$$
\begin{equation*}
N \theta-\frac{1}{2 N}\left(\frac{1}{4}-\alpha^{2}\right) \cot \theta=\left(2 k+\alpha-\frac{1}{2}\right) \frac{\pi}{2}, \tag{3.11}
\end{equation*}
$$

with $N=n+\alpha+\frac{1}{2}$. The equality sign in (3.10) holds only when $\alpha^{2}=\frac{1}{4}$.
For the proof we exclude the trivial case $\alpha^{2}=\frac{1}{4}$ and observe that, according to Lemma 3.1, the zeros $\psi_{n, k}(\alpha)$ are symmetric with respect to $\pi / 2$ and that the same property holds for the zeros $\theta_{n, k}(\alpha)$. Hence for $n$ even, the "central" interval

$$
\theta_{n, n / 2}(\alpha)<\theta<\theta_{n, n / 2+1}(\alpha),
$$

must contain, by virtue of Theorem 3.1, exactly the two zeros $\psi_{n, n / 2}(\alpha)$ and $\psi_{n, n / 2+1}(\alpha)$, and consequently each of the other $n-2$ intervals

$$
\theta_{n, k}(\alpha)<\theta<\theta_{n, k+1}(\alpha), \quad k=1,2, \cdots, n-1, \quad k \neq \frac{n}{2},
$$

contains exactly one zero $\psi_{n, k}(\alpha)$. For $n$ odd, we have $\psi_{n,(n+1) / 2}(\alpha)=\theta_{n,(n+1) / 2}(\alpha)=\pi / 2$ and each interval

$$
\theta_{n, k}(\alpha)<\theta<\theta_{n, k+1}(\alpha), \quad k=1,2, \cdots, n-1,
$$

contains exactly one zero $\psi_{n, k}(\alpha), k \neq(n+1) / 2$.
As a consequence of Theorem 3.2 we can obtain an exact statement concerning the location of the zeros of Jacobi polynomials with $\alpha$ or $\beta= \pm \frac{1}{2}$. Indeed, it is well known that the following formulas hold [9, p. 59]:

$$
\begin{aligned}
P_{2 n}^{(\alpha, \alpha)}(\cos \theta) & =\frac{\Gamma(2 n+\alpha+1) \Gamma(n+1)}{\Gamma(n+\alpha+1) \Gamma(2 n+1)} P_{n}^{(\alpha,-1 / 2)}(\cos 2 \theta), \\
P_{2 n+1}^{(\alpha, \alpha)}(\cos \theta) & =\frac{\Gamma(2 n+\alpha+2) \Gamma(n+1)}{\Gamma(n+\alpha+1) \Gamma(2 n+2)} \cos \theta P_{n}^{(\alpha, 1 / 2)}(\cos 2 \theta) .
\end{aligned}
$$

Now, observe that similar relationships are valid for the function $z_{n}^{(\alpha, \beta)}(\theta)$ defined by (3.4). Specifically we have

$$
z_{2 n}^{(\alpha, \alpha)}(\theta)=2^{-1 / 2} z_{n}^{(\alpha,-1 / 2)}(2 \theta), \quad z_{2 n+1}^{(\alpha, \alpha)}(\theta)=2^{-1 / 2} z_{n}^{(\alpha, 1 / 2)}(2 \theta)
$$

where $0<\theta<\pi / 2$. Hence, applying Theorem 3.2 and recalling Lemma 3.1, we obtain the following result.

Corollary 3.1. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$. Then

$$
\begin{align*}
& \theta_{n, k}\left(\alpha, \pm \frac{1}{2}\right) \leqq \psi_{n, k}\left(\alpha, \pm \frac{1}{2}\right),  \tag{3.12}\\
& \theta_{n, k}\left( \pm \frac{1}{2}, \beta\right) \geqq \psi_{n, k}\left( \pm \frac{1}{2}, \beta\right),
\end{align*} \quad k=1,2, \cdots n,
$$

where $\psi_{n, k}\left(\alpha, \pm \frac{1}{2}\right)$ and $\psi_{n, k}\left( \pm \frac{1}{2}, \beta\right)$ are the roots, in $0<\theta<\pi$, of the equations

$$
\begin{aligned}
& {\left[n+(\alpha+1) / 2 \pm \frac{1}{4}\right] \theta-\frac{1 / 4-\alpha^{2}}{4[n+(\alpha+1) / 2 \pm 1 / 4]} \cot \frac{\theta}{2}=\left(2 k+\alpha-\frac{1}{2}\right) \frac{\pi}{2}} \\
& {\left[n+(\beta+1) / 2 \pm \frac{1}{4}\right] \theta+\frac{1 / 4-\beta^{2}}{4[n+(\beta+1) / 2 \pm 1 / 4]} \tan \frac{\theta}{2}=\left(2 k \pm \frac{1}{2}-\frac{1}{2}\right) \frac{\pi}{2}}
\end{aligned}
$$

respectively. The equality signs in (3.12) hold when $\alpha= \pm \frac{1}{2}$ or $\beta= \pm \frac{1}{2}$.
Another interesting consequence of Theorem 3.2 can be obtained by observing that $\psi_{n, k}(\alpha)$ is the solution of the equation $\theta=h(\theta)$ in the interval $0<\theta<\pi / 2$, where

$$
h(\theta)=\frac{2 k+\alpha-1 / 2}{N} \frac{\pi}{2}+\frac{1}{2 N^{2}}\left(\frac{1}{4}-\alpha^{2}\right) \cot \theta,
$$

and that, from (3.10) and (1.7),

$$
\psi_{n, k}(\alpha) \geqq \theta_{n, k}(\alpha) \geqq \phi_{n, k}(\alpha)=\frac{2 k+\alpha-1 / 2}{N} \frac{\pi}{2} .
$$

Since $h(\theta)$ is monotonic decreasing, we have

$$
\theta_{n, k}(\alpha) \leqq \psi_{n, k}(\alpha)=h\left(\psi_{n, k}(\alpha)\right) \leqq h\left(\phi_{n, k}(\alpha)\right) ;
$$

that is, the following final result holds.
Corollary 3.2. Let $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2}$ and let $\theta_{n, k}(\alpha), k=1,2, \cdots,[n / 2]$, be the zeros of $P_{n}^{(\alpha, \alpha)}(\cos \theta)$. Then

$$
\begin{equation*}
\phi_{n, k}(\alpha) \leqq \theta_{n, k}(\alpha) \leqq \phi_{n, k}(\alpha)+\frac{1}{2 N^{2}}\left(\frac{1}{4}-\alpha^{2}\right) \cot \phi_{n, k}(\alpha) \tag{3.13}
\end{equation*}
$$

where

$$
N=n+\alpha+\frac{1}{2}, \quad \phi_{n, k}(\alpha)=\frac{2 k+\alpha-1 / 2}{N} \frac{\pi}{2} .
$$

The equality signs in (3.13) hold only when $|\alpha|=\frac{1}{2}$.
This corollary establishes that the approximations obtained by omitting the $O$-term in the Gatteschi-Pittaluga formula (1.5) are upper bounds for $\theta_{n, k}(\alpha), k=$ $1,2, \cdots,[n / 2]$, in the ultraspherical case.

These bounds are very sharp, except for the early values of $k$, and numerical comparisons have shown that they are better than those derived from the Ahmed, Muldoon and Spigler inequality (1.12).

Corollary 2.1 provides lower bounds of a nonelementary type, that is in terms of the zeros of the Bessel function $J_{\alpha}(x)$. For elementary lower bounds we can use (3.13), that is the Buell inequality (1.7). Moreover, we can use also, as soon as it is convenient, the inequality

$$
\begin{equation*}
\theta_{n, k}(\alpha) \geqq \arccos x_{n, k}^{*}(\alpha) \tag{3.14}
\end{equation*}
$$

where $x_{n, k}^{*}(\alpha)$ is defined by

$$
x_{n, k}^{*}(\alpha)=\left[\frac{2 n^{2}+4 n+3}{2 n^{2}+1+(2 \alpha+1)(2 n+1)}\right]^{1 / 2} \cos \frac{k \pi}{n+1}
$$

for the values of $k$ and $\alpha$ such that the right-hand side of (1.11) is $\leqq 1$. Ahmed, Muldoon and Spigler [2] have observed that (3.14) is sometimes sharper than (1.7).

In Table 2 the exact values of the zeros $\theta_{16, k}(0), k=1,2, \cdots, 8$, of the Legendre polynomial $P_{16}(\cos \theta)$ are compared with the upper bounds given by (3.13), the lower bounds given by the nonelementary inequality (2.16) and the lower bounds obtained from the larger of (3.13) or (3.14). The asterisk indicates the case where the lower bound in (3.14) is better than the one in (3.13).

TABLE 2
Bounds for the zeros $\theta_{16, k}(0)$.

|  | Lower bound <br> $(3.13)$ or $(3.14)$ | Lower bound <br> $(2.16)$ | Exact value | Upper bound <br> $(3.13)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.14279967 | 0.14572467 | 0.14572468 | 0.14599303 |
| 2 | 0.33319922 | 0.33449861 | 0.33449864 | 0.33452581 |
| 3 | 0.52359878 | 0.52438659 | 0.52438664 | 0.52439402 |
| 4 | 0.71399833 | 0.71452518 | 0.71452525 | 0.71452820 |
| 5 | 0.90439789 | 0.90475743 | 0.90475753 | 0.90475895 |
| 6 | 1.09479744 | 1.09503327 | 1.09503340 | 1.09503414 |
| 7 | 1.28519699 | 1.28533126 | 1.28533144 | 1.28533181 |
| 8 | $1.47563699^{*}$ | 1.47564003 | 1.47564028 | 1.47564039 |
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#### Abstract

In this paper we investigate the sign of $(d / d x)^{i} P_{n}^{(\alpha, \beta)}(x),(i=0,1, \cdots, n)$ at the point $x=s_{n}=$ $(\beta-\alpha) /(2 n+\alpha+\beta)$, where $P_{n}^{(\alpha, \beta)}(x)$ is the Jacobi polynomial of degree $n$. As an application we establish new inequalities for the zeros $x_{n k}^{(\alpha, \beta)}$ of $P_{n}^{(\alpha, \beta)}(x)$. The asymptotic property $x_{n k}^{(\alpha, \beta)} \rightarrow s_{n}$, as the parameters $\alpha, \beta$ tend to $\infty$ in a particular way, is shown.
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1. Introduction and preliminaries. The ultraspherical polynomials $P_{n}^{(\lambda)}(x)$ satisfy the symmetry relation [3, p. 80]

$$
\begin{equation*}
P_{n}^{(\lambda)}(-x)=(-1)^{n} P_{n}^{(\lambda)}(x), \quad n=1,2, \cdots, \quad \lambda>-\frac{1}{2} \tag{1.1}
\end{equation*}
$$

which implies

$$
\begin{equation*}
P_{2 k-1}^{(\lambda)}(0)=0,\left.\quad \frac{d}{d x} P_{2 k}^{(\lambda)}(x)\right|_{x=0}=0, \quad k=1,2, \cdots, \quad \lambda>-\frac{1}{2} . \tag{1.2}
\end{equation*}
$$

Thus the value $x=0$ plays a particular role in studying the properties of the ultraspherical polynomials. The usefulness of properties (1.2) can be seen for example in applications of Sturmian comparison theorems where the value $x=0$ is used as the initial point. Unfortunately the properties (1.1) and (1.2) cannot be extended to the more general case of Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x), \alpha, \beta>-1$. (In the common notation we have $P_{n}^{(\lambda)}(x)=P_{n}^{(\lambda-1 / 2, \lambda-1 / 2)}(x)$.) Thus in Jacobi's case the question arises naturally to find a value $s_{n}$ which would play a similar role as $x=0$ in (1.2).

For $\alpha, \beta>-1$ and $n=1,2, \cdots$ let $s_{n}$ be defined by

$$
\begin{equation*}
s_{n}=s_{n}^{(\alpha, \beta)}=\frac{\beta-\alpha}{2 n+\alpha+\beta} . \tag{1.3}
\end{equation*}
$$

We know that $P_{n}^{(\alpha, \beta)}(x)$ has single zeros $x_{n k}=x_{n k}^{(\alpha, \beta)}(k=1,2, \cdots, n)$ in $(-1,1)$ denoted in decreasing order, i.e., $1>x_{n 1}>x_{n 2}>\cdots>x_{n n}>-1$.

We observe that the zeros $x_{n k}$ and the value $s_{n}$ in (1.3) are connected by

$$
\begin{equation*}
s_{n}=\frac{1}{n} \sum_{k=1}^{n} x_{n k} . \tag{1.4}
\end{equation*}
$$

The meaning of (1.4) is that $s_{n}$ is the centroid of the zeros of $P_{n}^{(\alpha, \beta)}(x)$. In fact the polynomial $P_{n}^{(\alpha, \beta)}(x)$ can be written as

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x) & =k_{n}^{(\alpha, \beta)}\left(x-x_{n 1}\right)\left(x-x_{n 2}\right) \cdots\left(x-x_{n n}\right) \\
& =k_{n}^{(\alpha, \beta)}\left[x^{n}-\left(x_{n 1}+x_{n 2}+\cdots+x_{n n}\right) x^{n-1}+\cdots\right] \\
& =k_{n}^{(\alpha, \beta)}\left(x^{n}+r_{n}^{(\alpha, \beta)} x^{n-1}+\cdots\right) .
\end{aligned}
$$

[^131]Therefore [1, p. 169]

$$
x_{n 1}+x_{n 2}+\cdots+x_{n n}=-r_{n}^{(\alpha, \beta)}=n \frac{\beta-\alpha}{2 n+\alpha+\beta}
$$

which proves (1.4).
Actually we have by $[1,10.8$ (16), (17)]

$$
\begin{aligned}
& 2 P_{1}^{(\alpha, \beta)}(x)=(2+\alpha+\beta) x-\beta+\alpha, \\
& \frac{d}{d x} P_{2}^{(\alpha, \beta)}(x)=\frac{1}{2}(\alpha+\beta+3) P_{1}^{(\alpha+1, \beta+1)}(x)=\frac{1}{2}(\alpha+\beta+3)[(4+\alpha+\beta) x+\alpha-\beta],
\end{aligned}
$$

and it is not difficult to see that

$$
P_{1}^{(\alpha, \beta)}\left(s_{1}\right)=0, \quad \frac{d}{d x} P_{2}^{(\alpha, \beta)}\left(s_{2}\right)=0
$$

which resembles (1.2) for $n=1$ and $n=2$.
Now we can formulate the main results, which shows that the situation changes completely for $n \geqq 3$.

Theorem 1.1. Let $n=1,2, \cdots, \alpha, \beta>1, \alpha \neq \beta$. Let $s_{n}$ be defined by (1.4) and put $k=[(n-1) / 2], \gamma_{k}=8 k^{2} /(k-1)(2 k-1)$. Then the Jacobi polynomial $P_{n}^{(\alpha, \beta)}(x)$ satisfied the relations

$$
\begin{gather*}
\left.\left(\frac{d}{d x}\right)^{n} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}}>0,\left.\quad\left(\frac{d}{d x}\right)^{n-1} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}}=0,  \tag{1.5}\\
\left.(-1)^{i}\left(\frac{d}{d x}\right)^{n-2 i} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}}>0,\left.\quad(-1)^{i+1}(\beta-\alpha)\left(\frac{d}{d x}\right)^{n-2 i-1} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}}>0,
\end{gather*}
$$

for $i=1$ and for $i=2,3, \cdots, k,|\alpha-\beta|<\sqrt{\gamma_{k}}$. Moreover ifn is even then also the inequality

$$
(-1)^{n / 2} P_{n}^{(\alpha, \beta)}\left(s_{n}\right)>0
$$

holds for $\alpha, \beta>0$ and $|\alpha-\beta| \leqq \sqrt{\gamma_{k+1}}$.
Theorem 1.1 will be proved in § 2 . In § 3 some applications and consequences of our theorem will be given.
2. The proof of Theorem 1.1. For the proof of the theorem we shall need the following result.

Lemma 2.1. For real variables $a, b$ let the functions $\delta_{i}, \varepsilon_{i}(i=1,2, \cdots)$ be defined by the recurrence relations

$$
\begin{align*}
& \varepsilon_{1}=0, \quad \delta_{1}=a b(a+b), \\
& \varepsilon_{i+1}=\delta_{i}+a b\left(\frac{a+b}{2 i-1}-1\right) \varepsilon_{i},  \tag{2.1}\\
& \delta_{i+1}=\left[a b\left(\frac{a+b}{2 i}-1\right)-(a-b)^{2}\right] \delta_{i}-(a-b)^{2} a b\left(\frac{a+b}{2 i-1}-1\right) \varepsilon_{i} .
\end{align*}
$$

Let $j=1,2,3, \cdots$; suppose $a, b \geqq 2 j$, for $j=2,3, \cdots$ also $|a-b| \leqq \sqrt{\gamma_{j}}$, where $\gamma_{j}$ has the same meaning as in Theorem 1.1. Then

$$
\begin{equation*}
\delta_{i}>\frac{2 j-1}{2 i-1}(j-i)(a-b)^{2} \varepsilon_{i}, \quad \varepsilon_{i+1}>0, \quad \text { for } i=1,2, \cdots, j \tag{2.2}
\end{equation*}
$$

Proof. It is clear that the function $\varepsilon_{i}=\varepsilon_{i}(a, b)$ and $\delta_{i}=\delta_{i}(a, b)$ are polynomials in the variables $a, b$.

The proof of (2.2) will be carried out by complete induction.
By (2.1) we obtain

$$
\begin{aligned}
& \delta_{1}=a b(a+b)>(2 j-1)(j-1)(a-b)^{2} \varepsilon_{1}=0, \\
& \varepsilon_{2}=\delta_{1}+a b(a+b-1) \varepsilon_{1}=\delta_{1}>0,
\end{aligned}
$$

which proves also the validity of (2.2) at $j=1$.
From now on we may assume $j \geqq 2$. Suppose the validity of (2.2) for a fixed $i \in\{1,2, \cdots, j-1\}$. Then we have to prove that

$$
\delta_{i+1}>\frac{2 j-1}{2 i+1}(j-i-1)(a-b)^{2} \varepsilon_{i+1}
$$

which can be written in the form

$$
\begin{equation*}
\delta_{i+1}>\sigma_{i+1} \Delta^{2} \varepsilon_{i+1} \tag{2.3}
\end{equation*}
$$

where the notation

$$
\sigma_{i}=\frac{2 j-1}{2 i-1}(j-i), \quad \Delta=|a-b|
$$

have been used. By (2.1) the inequality (2.3) is equivalent to

$$
\begin{equation*}
\left[a b\left(\frac{a+b}{2 i}-1\right)-\Delta^{2}-\sigma_{i+1} \Delta^{2}\right] \delta_{i}>\Delta^{2} a b\left(\frac{a+b}{2 i-1}-1\right)\left(1+\sigma_{i+1}\right) \varepsilon_{i} . \tag{2.4}
\end{equation*}
$$

First we prove that the quantity in the brackets is positive. Since $a, b \geqq 2 j$, we have

$$
a b\left(\frac{a+b}{2 i}-1\right) \geqq 4 j^{2}\left(\frac{2 j}{i}-1\right)
$$

and $\Delta^{2} \leqq \gamma_{j}$, hence it is sufficient to show that

$$
(2 i+1)\left(\frac{2 j}{i}-1\right)-\frac{2}{(j-1)(2 j-1)}[(2 j-1)(j-i-1)+2 i+1]>0
$$

Since

$$
\frac{(2 j-i)(2 i+1)}{i}>4 j-2 i+1
$$

then we need only to prove that

$$
4 j-2 i+1-\frac{2}{(j-1)(2 j-1)}[(2 j-1)(j-i-1)+2 i+1]>0, \quad i=1,2, \cdots, j-1
$$

The expression on the left-hand side is linear in $i$, thus we have to check this inequality only at $i=1$ and $i=j-1$. Actually at $i=0$ we have

$$
4 j-1-\frac{2}{(j-1)(2 j-1)}>0
$$

and at $i=j-1$

$$
2 j+3-\frac{2}{j-1}>0
$$

respectively. Therefore the coefficient of $\delta_{i}$ in (2.4) is positive. By induction we know that $\delta_{i}>\sigma_{i} \Delta^{2} \varepsilon_{i} \geqq 0$; thus instead of (2.4) it is sufficient to prove the inequality

$$
\sigma_{i}\left(\frac{a+b}{2 i}-1\right)-\left(1+\sigma_{i+1}\right)\left(\frac{a+b}{2 i-1}-1\right) \geqq \sigma_{i}\left(1+\sigma_{i+1}\right) \frac{\Delta^{2}}{a b}, \quad i=1,2, \cdots, j-1,
$$

or equivalently

$$
\begin{gather*}
(a+b-4 j+4)[(2 j-1)(j+i)-2 i(2 i+1)]+(j-i-1)\left[4 j(2 j-1)+8(j-1) i-8 i^{2}\right] \\
\quad \geqq 2 i(2 j-1)(j-i)[(2 j-1)(j-i-1)+2 i+1] \frac{\Delta^{2}}{a b}, \quad i=1,2, \cdots, j-1 . \tag{2.5}
\end{gather*}
$$

Since the coefficient of $(a+b-4 j+4)$ is positive and $a, b \geqq 2 j, \Delta^{2} \leqq \gamma_{j}=$ $8 j^{2} /(2 j-1)(j-1)$, we have only to show that

$$
\begin{aligned}
Q(i)= & 4[(2 j-1)(j+i)-2 i(2 i+1)]+(j-i-1)\left[4 j(2 j-1)+8(j-1) i-8 i^{2}\right] \\
& -4 i \frac{j-i}{j-1}[(2 j-1)(j-i-1)+2 i+1] \geqq 0 .
\end{aligned}
$$

By straightforward calculations $Q(i)$ can be written as

$$
Q(i)=4 \frac{j-i-1}{j-1}\left[i(j-i-1)+j\left(4 j^{2}-j-2\right)\right]
$$

which is clearly positive for $i=1,2, \cdots, j-2$, while for $i=j-1, Q(j-1)=0$. Thus we have proved the inequality $\delta_{i+1}>\sigma_{i+1} \Delta^{2} \varepsilon_{i+1}$. Since by induction step we know that $\varepsilon_{i+1}>0$, hence $\delta_{i+1}>0$.

To complete the proof of Lemma 2.1 we have still to show that $\varepsilon_{i+2}>0$. But this is true by the recurrence relation (2.1). This completes the proof of Lemma 2.1.

Now we can pass over to the proof of Theorem 1.1.
From [3, p. 68] we know that

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(x)=2^{-n} \sum_{m=0}^{n}\binom{n+\alpha}{m}\binom{n+\beta}{n-m}(x-1)^{n-m}(x+1)^{m} . \tag{2.6}
\end{equation*}
$$

Let us consider the positive variables $a, b$ as

$$
\begin{equation*}
a=n+\alpha, \quad b=n+\beta ; \tag{2.7}
\end{equation*}
$$

then by using (1.3) and (2.6) we get

$$
\begin{equation*}
s_{n}=\frac{b-a}{a+b}, \quad P_{n}^{(\alpha, \beta)}(x)=2^{-n} \sum_{m=0}^{n}\binom{a}{m}\binom{b}{n-m}(x-1)^{n-m}(x+1)^{m} . \tag{2.8}
\end{equation*}
$$

From [3, p. 63]

$$
\begin{aligned}
\frac{d}{d x} P_{n}^{(\alpha, \beta)}(x) & =\frac{1}{2}(n+\alpha+\beta+1) P_{n-1}^{(\alpha, \beta)}(x) \\
& =2^{-n}(n+\alpha+\beta+1) \cdot \sum_{m=0}^{n-1}\binom{a}{m}\binom{b}{n-m-1}(x-1)^{n-m-1}(x+1)^{m},
\end{aligned}
$$

it follows

$$
\begin{align*}
&\binom{d}{d x}^{l} P_{n}^{(\alpha, \beta)}(x)=2^{-n}(n+\alpha+\beta+1) \cdots(n+\alpha+\beta+l)  \tag{2.9}\\
& \cdot \sum_{m=0}^{n-l}\binom{a}{m}\binom{b}{n-m-l}(x-1)^{n-m-l}(x+1)^{m}, \quad l=0,1, \cdots, n .
\end{align*}
$$

For our purposes it is convenient to use the notation

$$
\begin{equation*}
c_{h}=c_{h}(a, b)=2^{-h}(a+b)^{h} \sum_{m=0}^{h}\binom{a}{m}\binom{b}{h-m}(s-1)^{h-m}(s+1)^{m}, \quad h=0,1, \cdots \tag{2.10}
\end{equation*}
$$

By (2.8) we have $s-1=-2 a /(a+b), s+1=2 b /(a+b)$; hence

$$
c_{h}=\sum_{m=0}^{h}\binom{a}{m}\binom{b}{h-m}(-a)^{h-m} b^{m}, \quad h=0,1, \cdots .
$$

It is clear that the function $c_{h}(a, b)$ is a polynomial in the variables $a, b$ and moreover

$$
\begin{equation*}
c_{0}=1, \quad c_{1}=0, \quad c_{2}=\frac{-1}{2} a b(a+b) . \tag{2.11}
\end{equation*}
$$

The functions $c_{h}$ satisfy a recurrence relation which we are going to find. To this end we consider the generating function

$$
\begin{equation*}
\phi(x)=\sum_{h=0}^{\infty} c_{h} x^{h} . \tag{2.12}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\phi(x)=(1-a x)^{b}(1+b x)^{a}, \tag{2.13}
\end{equation*}
$$

so the power series in (2.12) is convergent for $|x|<\min \{1 / a, 1 / b\}$. Indeed

$$
(1-a x)^{b}=\sum_{k=0}^{\infty}\binom{b}{k}(-a x)^{k}, \quad(1+b x)^{a}=\sum_{m=0}^{\infty}\binom{a}{m}(b x)^{m} ;
$$

therefore

$$
\begin{aligned}
(1-a x)^{b}(1+b x)^{a} & =\sum_{k=0}^{\infty} \sum_{m=0}^{\infty}\binom{a}{m}\binom{b}{k}(-a)^{k} b^{m} x^{k+m} \\
& =\sum_{h=0}^{\infty} x^{h} \sum_{m=0}^{h}\binom{a}{m}\binom{b}{h-m}(-a)^{h-m} b^{m}=\sum_{h=0}^{\infty} c_{h} x^{h}=\phi(x) .
\end{aligned}
$$

Taking the logarithmic derivative of $\phi(x)$ in (2.13) we get

$$
\frac{\phi^{\prime}}{\phi}=\frac{-a b(a+b) x}{(1-a x)(1+b x)},
$$

or equivalently,

$$
\left[1+(b-a) x-a b x^{2}\right] \phi^{\prime}=-a b(a+b) x \phi .
$$

Equating the coefficients of the terms $x^{m}$ in both sides we obtain
(2.14) $\quad(m+1) c_{m+1}=-(b-a) m c_{m}+a b(m-1-a-b) c_{m-1}, \quad m=1,2, \cdots$.

This follows directly from [1, $10.8(14),(17)]$. Now because of (2.11) the values of $c_{0}$ and $c_{1}$ are known, hence the sequence $\left\{c_{n}\right\}_{n=0}^{\infty}$ is well defined.

Replacing in (2.14) $c_{m}$ by

$$
\begin{align*}
& (2 i-1) c_{2 i-1}=(-1)^{i}(b-a) \varepsilon_{i}, \quad i=1,2, \cdots,  \tag{2.15}\\
& 2 i c_{2 i}=(-1)^{i} \delta_{i},
\end{align*}
$$

we obtain for $\varepsilon_{i}$ and $\delta_{i}$ the recurrence relations (2.1) given in Lemma 2.1. By (2.9), (2.10), (2.15) the connection between the derivatives of $P_{n}^{(\alpha, \beta)}(x)$ at $x=s_{n}$ and the functions $\varepsilon_{i}$ and $\delta_{i}$ is the following:

$$
\begin{gathered}
\left.(-1)^{i}\left(\frac{d}{d x}\right)^{n-2 i} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}}=\frac{2^{2 i-n-1}}{i}(a+b)^{-2 i} \delta_{i} \prod_{j=1}^{n-2 i}(n+\alpha+\beta+j), \\
\left.(-1)^{i+1}(\beta-\alpha)\left(\frac{d}{d x}\right)^{n-2 i-1} P_{n}^{(\alpha, \beta)}(x)\right|_{x=s_{n}} \\
=\frac{2^{2 i-n+1}}{2 i+1}(\beta-\alpha)^{2}(a+b)^{-2 i-1} \varepsilon_{i+1} \prod_{j=1}^{n-2 i-1}(n+\alpha+\beta+j),
\end{gathered}
$$

where, in view of (2.7), the relation $b-a=\beta-\alpha$ was used. In order to prove Theorem 1.1 we need to show that $\varepsilon_{2}, \varepsilon_{3}, \cdots, \varepsilon_{k+1}, \delta_{1}, \delta_{2}, \cdots, \delta_{k}$ are positive.

When $n$ is odd, i.e., $n=2 k+1$, applying Lemma 2.1 with $j=k$ we have that $\varepsilon_{2}, \cdots, \varepsilon_{k+1}$ and $\delta_{1}, \cdots, \delta_{k}$ are positive. Finally when $n$ is even, i.e., $n=2 k+2$ we have as before the desired sign of the derivatives in (1.5) as in the previous case.

It remains only to investigate the inequality $(-1)^{n / 2} P_{n}^{(\alpha, \beta)}\left(s_{n}\right)>0$, which is equivalent to the relation $\delta_{k+1}>0$. But for $\alpha, \beta \geqq 0$ we can apply the lemma with $j=k+1$ leading to $\delta_{k+1}>0$.

The proof of Theorem 1.1 is complete.
3. Further results. We are concerned in this section with some consequences of Theorem 1.1 and related problems. The first result is the following.

Theorem 3.1. Let $x_{n i}^{(\alpha, \beta)}$ denote the ith zero of $P_{n}^{(\alpha, \beta)}(x)$ in decreasing order and suppose $|\alpha-\beta|<\sqrt{\gamma_{k}}$, where $\gamma_{k}$ has been defined in Theorem 1.1. Then
(i) for $\beta>\alpha>-1 \quad x_{2 k+1, k+2}^{(\alpha, \beta)}<s_{2 k+1}^{(\alpha, \beta)}<x_{2 k+1, k+1}^{(\alpha, \beta)}$,
(ii) for $\alpha>\beta>-1 \quad x_{2 k+1, k+1}^{(\alpha, \beta)}<s_{2 k+1}^{(\alpha, \beta)}<x_{2 k+1, k}^{(\alpha, \beta)}$,
(iii) for $\alpha, \beta>0 \quad x_{2 k, k+1}^{(\alpha, \beta)}<s_{2 k}^{(\alpha, \beta)}<x_{2 k, k}^{(\alpha, \beta)}$.

Proof. In the interval $\left(x_{n, i+1}^{(\alpha, \beta)}, x_{n i}^{(\alpha, \beta)}\right) \equiv\left(x_{i+1}, x_{i}\right)$ the polynomial $P_{n}^{(\alpha, \beta)}(x)$ has the same sign as $(-1)^{i}$. Moreover applying Theorem 1.1 with $\beta>\alpha$ we get that $(-1)^{k+1} P_{2 k+1}^{(\alpha, \beta)}\left(s_{2 k+1}\right)$ is positive. Hence $s_{2 k+1}$ belongs to one of the intervals

$$
\cdots,\left(x_{k+4}, x_{k+3}\right),\left(x_{k+2}, x_{k+1}\right),\left(x_{k}, x_{k-1}\right), \cdots .
$$

Letting $\beta \rightarrow \alpha$ we get $x_{k+1} \rightarrow x_{2 k+1, k+1}^{(\alpha, \alpha)}=0=s_{2 k+1}^{(\alpha, \alpha)}$, thus by continuity argumentation we obtain the only possibility $s_{2 k+1}^{(\alpha, \beta)} \in\left(x_{k+2}^{(\alpha, \beta)}, x_{k+1}^{(\alpha, \beta)}\right)$ which proves the first part of Theorem 3.1. The second part can be proved similarly.

For $\alpha>\beta>-1$ we have $(-1)^{k} P_{2 k+1}^{(\alpha, \beta)}\left(s_{2 k+1}^{(\alpha, \beta)}\right)>0$, thus $s_{2 k+1}$ belongs to one of the intervals $\cdots\left(x_{k+3}, x_{k+2}\right),\left(x_{k+1}, x_{k}\right),\left(x_{k-1}, x_{k-2}\right), \cdots \quad$ and again by continuity argumentation we have the conclusion of part (ii) of Theorem 3.1.

Finally when $n$ is even we have from Theorem $1.1(-1)^{k} P_{2 k}^{(\alpha, \beta)}\left(s_{2 k}\right)>0$ and $s_{2 k}$ belongs to one of the intervals

$$
\cdots,\left(x_{2 k, k+3}, x_{2 k, k+2}\right),\left(x_{2 k, k+1}, x_{2 k, k}\right),\left(x_{2 k, k-1}, x_{2 k, k-2}\right), \cdots .
$$

Now, letting $\beta \rightarrow \alpha$ we get $s_{2 k}^{(\alpha, \beta)} \rightarrow 0$.
Moreover by symmetry properties of the ultraspherical polynomials we know that $x_{2 k, k}^{(\alpha, \alpha)}>0$ and $x_{2 k, k+1}^{(\alpha, \alpha)}<0$. Therefore as before by continuity argumentation we obtain $s_{2 k}^{(\alpha, \beta)} \in\left(x_{2 k, k+1}^{(\alpha, \beta)}, x_{2 k, k}^{(\alpha, \beta)}\right)$. The proof of Theorem 3.1 is complete.

As an immediate consequence of Theorem 3.1 we have the following result.
Corollary 3.1. For $|\alpha-\beta|<\sqrt{\gamma_{k}}$ the following inequalities

$$
\begin{align*}
& x_{2 k+1, k+1}^{(\alpha, \beta)}>\frac{\beta-\alpha}{4 k+\alpha+\beta+2}, \quad \beta>\alpha>-1, \\
& x_{2 k+1, k+1}^{(\alpha, \beta)}<\frac{\beta-\alpha}{4 k+\alpha+\beta+2}, \quad \alpha>\beta>-1,  \tag{3.1}\\
& x_{2 k, k}^{(\alpha, \beta)}>\frac{\beta-\alpha}{4 k+\alpha+\beta}, \quad \beta>\alpha>0, \\
& x_{2 k, k+1}^{(\alpha, \beta)}<\frac{\beta-\alpha}{4 k+\alpha+\beta}, \quad \alpha>\beta>0
\end{align*}
$$

hold.
Remark 3.1. The bounds given in Corollary 3.1 are more stringent than the ones which we could obtain by applying the results of Stieltjes [3, p. 121]

$$
\frac{\partial}{\partial \beta} x_{n i}^{(\alpha, \beta)}>0, \quad \frac{\partial}{\partial \alpha} x_{n i}^{(\alpha, \beta)}<0 .
$$

Remark 3.2. We do not believe that the inequalities (3.1) are the best ones. Indeed in the particular case $\alpha=-\frac{1}{2}, \beta=\frac{1}{2}$ the Jacobi polynomial $P_{n}^{(-1 / 2,1 / 2)}(x)$ has the form [3, p. 60]

$$
P_{n}^{(-1 / 2,1 / 2)}(\cos \theta)=\frac{1 \cdot 3 \cdots(2 n-1)}{2 \cdot 4 \cdots \cdot 2 n} \frac{\cos ((2 n+1) / 2) \theta}{\cos \theta / 2}
$$

Thus for $n=2 k+1$ we get

$$
x_{2 k+1, k+1}^{(-1 / 2,1 / 2)}=\cos \frac{2 k+1}{4 k+3} \pi=\sin \frac{\pi}{2(4 k+3)},
$$

while $s_{2 k+1}=1 /(4 k+2)$. So we lead to the following question: Let $-1<\alpha<\beta$. For which values of $\mu_{1}, \mu_{2}>0$ do the inequalities

$$
\mu_{1} \frac{\beta-\alpha}{4 k+\alpha+\beta+2}<x_{2 k+1, k+1}^{(\alpha, \beta)}<\mu_{2} \frac{\beta-\alpha}{4 k+\alpha+\beta+2}
$$

hold? By Theorem 3.1 this is true with $\mu_{1}=1$. We suspect that $\mu_{2}=\pi / 2$. It is clear that a similar question can be considered for even $n$.

Concerning the zeros of Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x)$ under the condition $-\frac{1}{2} \leqq \alpha \leqq \frac{1}{2},-\frac{1}{2} \leqq \beta \leqq \frac{1}{2}$ we have the inequalities [3, p. 125]

$$
\begin{equation*}
\frac{2 i+\alpha+\beta-1}{2 n+\alpha+\beta+1} \pi<\theta_{n i}^{(\alpha, \beta)}<\frac{2 i}{2 n+\alpha+\beta+1} \pi, \quad i=1,2, \cdots, n, \tag{3.2}
\end{equation*}
$$

where, as usual

$$
x_{n i}^{(\alpha, \beta)}=\cos \theta_{n i}^{(\alpha, \beta)}=\cos \theta_{n i} .
$$

The results of Theorem 3.1 enable us to improve several bounds in (3.2). The results are given in what follows.

Theorem 3.2. For $-\frac{1}{2} \leqq \alpha<\beta \leqq \frac{1}{2}$ the function $P_{2 k+1}^{(\alpha, \beta)}(\cos \theta)$ has exactly $k$ zeros such that

$$
\frac{\pi}{2}<\theta_{2 k+1, k+2}<\theta_{2 k+1, k+3}<\cdots \theta_{2 k+1,2 k+1}<\pi .
$$

Moreover the inequalities

$$
\theta_{2 k+1, i}<\frac{\pi}{2}-\tau+\frac{2(i-k-1)}{4 k+\alpha+\beta+3} \pi, \quad i=k+1, \cdots, 2 k+1,
$$

hold, where

$$
\tau=\arcsin ((\beta-\alpha) /(4+\alpha+\beta+2))
$$

Proof. By the lower bound in (3.2) we obtain for $n=2 k+1, i=k+2$

$$
\theta_{2 k+1, k+2}>\frac{2 k+\alpha+\beta+3}{4 k+\alpha+\beta+3} \pi
$$

and the right-hand side is larger than $\pi / 2$, because $\alpha+\beta+3>0$. Therefore the values $\theta_{2 k+1, i}(i=k+2, k+3, \cdots, 2 k+1)$ lie in $(\pi / 2, \pi)$.

On the other hand by $[3, p .125,(6.3 .3)]$ we have also the inequality

$$
\begin{equation*}
\theta_{2 k+1, i+1}-\theta_{2 k+1, i} \leqq \frac{2 \pi}{4 k+\alpha+\beta+3}, \quad i=1,2, \cdots, 2 k, \tag{3.3}
\end{equation*}
$$

where equality occurs only for $|\alpha|=\frac{1}{2},|\beta|=\frac{1}{2}$.
For $\beta-\alpha \leqq 1<\sqrt{\gamma_{k}}$ we can apply Theorem 3.1 leading to the inequality

$$
x_{2 k+1, k+1}=\cos \theta_{2 k+1, k+1}>\frac{\beta-\alpha}{4 k+\alpha+\beta+2}=\cos \left(\frac{\pi}{2}-\tau\right),
$$

hence

$$
\theta_{2 k+1, k+1}^{(\alpha, \beta)}<\frac{\pi}{2}-\tau .
$$

We conclude that there are exactly $k$ zeros in $(\pi / 2, \pi)$.
By repeated applications of inequality (3.3) for $i=k+1, k+2, \cdots, 2 k$ we obtain the desired inequality for $\theta_{2 k+1, i+1}$ which completes the proof of Theorem 3.2.

In the case $|\alpha| \geqq \frac{1}{2},|\beta| \geqq \frac{1}{2}$ similar results are established in the following theorem.
THEOREM 3.3. For $|\alpha| \geqq \frac{1}{2},|\beta| \geqq \frac{1}{2}$ and $-1<\alpha<\beta<\alpha+\sqrt{\gamma_{k}}$ the function $P_{2 k+1}^{(\alpha, \beta)}(\cos \theta)$ has at least $k+1$ zeros in $(0, \pi / 2)$ such that the inequalities

$$
\theta_{2 k+1, i}<\frac{\pi}{2}-\tau-\frac{2(k+1-i)}{4 k+\alpha+\beta+3} \pi, \quad i=1,2, \cdots, k+1
$$

hold, where $\tau$ is the same as in Theorem 3.2.
Proof. The proof runs on the same lines as the proof of Theorem 3.2. We observe that following the same arguments given in [3, p. 125] for the proof of inequality (3.3) we obtain

$$
\theta_{2 k+1, i+1}-\theta_{2 k+1, i} \geqq \frac{2 \pi}{4 k+\alpha+\beta+3}, \quad i=1,2, \cdots, 2 k,|\alpha| \geqq \frac{1}{2}, \quad|\beta| \geqq \frac{1}{2}
$$

(where equality occurs if and only if $|\alpha|=|\beta|=\frac{1}{2}$ ) and the conclusion of Theorem 3.3 follows from these inequalities using Theorem 3.1.

Remark 3.3. For $|\alpha|,|\beta| \geqq \frac{1}{2}, \alpha>\beta$ a similar argumentation gives that the function $P_{2 k+1}^{(\alpha, \beta)}(\cos \theta)$ has exactly $k$ zeros $\theta_{2 k+1, i}(i=k+2, \cdots 2 k+1)$ in $(\pi / 2, \pi)$ which satisfy

$$
\theta_{2 k+1, i}>\frac{\pi}{2}+\tau+\frac{2(i-k-1)}{4 k+\alpha+\beta+3} \pi, \quad i=k+2, \cdots 2 k+1, \quad \alpha-\beta<\sqrt{\gamma_{k}} .
$$

In the case $n=2 k$ the following result can be established.
Theorem 3.4. For $0<\alpha<\beta \leqq \frac{1}{2}$ the last $k+1$ zeros of the function $P_{2 k}^{(\alpha, \beta)}(\cos \theta)$ satisfy the inequalities

$$
\begin{aligned}
& \theta_{2 k, k}<\frac{\pi}{2}<\theta_{2 k, k+1}<\cdots<\theta_{2 k, 2 k}<\pi \\
& \theta_{2 k, i}<\frac{\pi}{2}-\nu+\frac{2(i-k)}{4 k+\alpha+\beta+1} \pi, \quad i=k+1, \cdots, 2 k
\end{aligned}
$$

where

$$
\nu=\arcsin ((\beta-\alpha)(4 k+\alpha+\beta)) .
$$

Proof. From (3.2) we obtain

$$
\theta_{2 k, k+1}>\frac{2 k+\alpha+\beta+1}{4 k+\alpha+\beta+1} \pi>\frac{\pi}{2} .
$$

Therefore the values $\theta_{2 k, i}(i=k+1, k+2, \cdots 2 k)$ lie in $(\pi / 2, \pi)$.
On the other hand

$$
\theta_{2 k, k}<\frac{2 k}{4 k+\alpha+\beta+1} \pi<\frac{\pi}{2}
$$

and we conclude that in $(\pi / 2, \pi)$ there are exactly $k$ zeros of $P_{2 k}^{(\alpha, \beta)}(\cos \theta)$. Now by Corollary 3.1 with $\beta>\alpha$ we obtain

$$
x_{2 k, k}=\cos \theta_{2 k, k}>\frac{\beta-\alpha}{4 k+\alpha+\beta}=\cos \left(\frac{\pi}{2}-\nu\right), \quad \beta>\alpha>0,
$$

hence

$$
\theta_{2 k, k}<\frac{\pi}{2}-\nu .
$$

Using this inequality in [3, (6.3.3)], by repeated applications, we get

$$
\theta_{2 k, i}<\frac{\pi}{2}-\nu+\frac{2(i-k)}{4 k+\alpha+\beta+1} \pi, \quad i=k+1, \cdots, 2 k
$$

which is the conclusion of the theorem.
Now we turn our attention to another interesting property of Jacobi polynomial $P_{n}^{(\alpha, \beta)}(x)$ which is also related to the centroid $s_{n}$ of its zeros.

Theorem 3.5. Suppose $\alpha, \beta>-1$ and $\mu \geqq 1$. Denote by $x_{1}(\mu), x_{2}(\mu) \cdots x_{n}(\mu)$ the zeros of the Jacobi polynomial $P_{n}^{((\mu-1) n+\mu \alpha,(\mu-1) n+\mu \beta)}(x)$ in decreasing order. Then the asymptotic relations

$$
\begin{equation*}
\lim _{\mu \rightarrow \infty} x_{i}(\mu)=s_{n}=-\frac{\beta-\alpha}{2 n+\alpha+\beta}, \quad i=1,2, \cdots, n \tag{3.4}
\end{equation*}
$$

hold.

Proof. Using (2.7) and (2.8) we have to consider the polynomial

$$
\begin{aligned}
Q_{n}(x ; \mu) & =2^{n} P_{n}^{((\mu-1) n+\mu \alpha,(\mu-1) n+\mu \beta)}(x) \\
& =\sum_{m=0}^{n}\binom{\mu a}{m}\binom{\mu b}{n-m}(x-1)^{n-m}(x+1)^{m} .
\end{aligned}
$$

It is clear that $Q_{n}(x ; \mu)$ is also a polynomial with respect to $\mu$ which can be written in the form

$$
Q_{n}(x ; \mu)=\mu^{n} R_{n n}(a, b ; x)+\mu^{n-1} R_{n, n-1}(a, b ; x)+\cdots+R_{n 0}(a, b ; x),
$$

where

$$
\begin{aligned}
R_{n n}(a, b ; x) & =\sum_{m=0}^{n} \frac{a^{m} b^{n-m}}{m!(n-m)!}(x-1)^{n-m}(x+1)^{m} \\
& =\frac{1}{n!}[a(x+1)+b(x-1)]^{n}=\frac{(a+b)^{n}}{n!}(x-s)^{n} .
\end{aligned}
$$

Substituting $x=x_{i}(\mu)$ in $Q_{n}(x ; \mu)$ and letting $\mu \rightarrow \infty$, we find the desired result.
Remark 3.4. We observe that for $\alpha=\beta$, Theorem 3.4 gives the known result [1, p. 203, (6)] that the zeros of ultraspherical polynomial $P_{n}^{(\lambda)}(x)$ tend to zero if $\lambda \rightarrow \infty$. This result together with the classical Stieltjes' theorem [3, p. 121]

$$
\frac{\partial}{\partial \lambda} x_{n i}^{(\lambda)}<0, \quad i=1,2, \cdots,\left[\frac{n}{2}\right]
$$

gives that $x_{n i}^{(\lambda)}$ tends to zero monotonically.
This property suggests the following question: Do the zeros $x_{i}(\mu)(i=1,2, \cdots n)$ of the polynomial $P_{n}^{((\mu-1) n+\alpha n,(\mu-1) n+\beta n)}(x)$ tend monotonically to zero if $\mu \rightarrow \infty$ ?

We conjecture that this property is true.
Remark 3.5. Finally we observe that (3.4) can be thought of as complementing the result of Moak, Saff and Varga proved in [2] where for $n \rightarrow \infty$ the behavior of the smallest and largest zeros of the Jacobi polynomials was studied.
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Abstract. A new connection between Jacobi and Hahn polynomials is given.
Key words. orthogonal polynomials, Jacobi polynomials, Hahn polynomials, Bernstein polynomials
AMS(MOS) subject classification. 33A65
The real linear space of all algebraic polynomials of degree not exceeding $n$ is denoted by $\Pi_{n}$. Clearly, $\operatorname{dim} \Pi_{n}=n+1$.

The Bernstein polynomials

$$
N_{i, n}(x)=\binom{n}{i}\left(\frac{1+x}{2}\right)^{i}\left(\frac{1-x}{2}\right)^{n-i}, \quad i=0, \cdots, n
$$

form a basis in $\Pi_{n}$.
For $\alpha, \beta>-1$ the Jacobi polynomials are defined by the Rodrigues formula

$$
P_{n}^{(\alpha, \beta)}(x)=\frac{(-1)^{n}}{2^{n} n!(1-x)^{\alpha}(1+x)^{\beta}} D^{n}\left[\left(1-x^{2}\right)^{n}(1-x)^{\alpha}(1+x)^{\beta}\right], \quad n=0,1, \cdots
$$

where $D=d / d x$. The set $\left(P_{n}^{(\alpha, \beta)}\right)_{0}^{\infty}$ is orthogonal with respect to the scalar product

$$
\left.\int_{-1}^{1} f(x) g(x)(1-x)^{\alpha} 1+x\right)^{\beta} d x .
$$

Since

$$
\Pi_{n}=\operatorname{span}\left[P_{0}^{(\alpha, \beta)}, \cdots, P_{n}^{(\alpha, \beta)}\right]
$$

it follows that for each $j=0, \cdots, n$ there is a unique vector $\left(h_{j, n}(0), \cdots, h_{j, n}(n)\right)$ such that

$$
P_{j}^{(\alpha, \beta)}=\sum_{i=0}^{n} h_{j, n}(i) N_{i, n} .
$$

We denote by $h_{j, n}$ the polynomial $h_{j, n}(\cdot) \in \Pi_{n}$ interpolating the points $\left(0, h_{j, n}(0)\right), \cdots,\left(n, h_{j, n}(n)\right)$.

Our aim is to show that $\left(h_{j, n}\right)_{j=0}^{n}$ are proportional to the Hahn polynomials.
For given $\alpha, \beta>-1$ and integer $n \geqq 0$ the $j$ th Hahn polynomial $h_{j, n}^{(\alpha, \beta)}$ is defined by the Rodriques formula [3]

$$
h_{j, n}^{(\alpha, \beta)}(x)=\frac{(-1)^{j}}{j!} \frac{1}{\rho(x)} \nabla_{\rho_{j}}^{j}(x),
$$

where $\nabla f(x)=f(x)-f(x-1)$ and

$$
\begin{aligned}
& \rho(x)=\frac{\Gamma(\alpha+1+n-x) \Gamma(\beta+1+x)}{\Gamma(1+n-x) \Gamma(1+x)}, \\
& \rho_{j}(x)=\frac{\Gamma(\alpha+1+n-x) \Gamma(\beta+1+x+j)}{\Gamma(1+n-(x+j)) \Gamma(1+x)} .
\end{aligned}
$$

[^132]For $j=0, \cdots, n$, we have $h_{j, n}^{(\alpha, \beta)} \in \Pi_{j}$ and these polynomials are orthogonal with respect to the scalar product

$$
\sum_{i=0}^{n} f(i) g(i) \rho(i)
$$

with the weight $\rho$.
Theorem. Let $\alpha, \beta>-1$ and the integer $n \geqq 0$ be given. Then

$$
(n)_{j} P_{j}^{(\alpha, \beta)}=\sum_{i=0}^{n} h_{j, n}^{(\alpha, \beta)}(i) N_{i, n}, \quad j=0, \cdots, n
$$

where $(n)_{j}=n(n-1) \cdots(n-j+1)$.
For the proof we introduce the following singular operators:

$$
\begin{aligned}
& (L f)(x)=\left(1-x^{2}\right)\left(D^{2} f\right)(x)+[\beta-\alpha-(\alpha+\beta+2) x](D f)(x), \\
& \left(l_{n} f\right)(i)=i(n+\alpha+1-i)(\nabla \Delta f)(i)+[(\beta+1) n-(\alpha+\beta+2) i](\Delta f)(i),
\end{aligned}
$$

where $(\Delta f)(i)=f(i+1)-f(i)$.
Lemma. Let $H \in \Pi_{n}$ and let

$$
H=\sum_{i=0}^{n} h(i) N_{i, n} .
$$

Then

$$
L H=\sum_{i=0}^{n}\left(l_{n} h\right)(i) N_{i, n} .
$$

Proof. One checks directly the identity ( $i=0, \cdots, n$ )

$$
D N_{i, n}=\frac{n}{2}\left[N_{i-1, n-1}-N_{i, n-1}\right],
$$

where $N_{-1, n-1}=N_{n, n-1}=0$. It gives the formulas

$$
\begin{aligned}
& D H=\frac{n}{2} \sum_{i=0}^{n-1} \Delta h(i) N_{i, n-1}, \\
& D^{2} H=\frac{n(n-1)}{4} \sum_{i=0}^{n-2} \Delta^{2} h(i) N_{i, n-2} .
\end{aligned}
$$

This and the definition of $N_{i, n}$ imply that

$$
\begin{aligned}
x(D H)(x) & =\left[\frac{1+x}{2}-\frac{1-x}{2}\right](D H)(x) \\
& =\frac{1}{2} \sum_{i=0}^{n}[i(\nabla h)(i)-(n-i)(\Delta h)(i)] N_{i, n}(x)
\end{aligned}
$$

and

$$
\left(1-x^{2}\right)\left(D^{2} H\right)(x)=\sum_{i=0}^{n} i(n-i)(\nabla \Delta) h(i) N_{i, n}(x)
$$

Moreover, since

$$
N_{i, n-1}=\frac{i+1}{n} N_{i+1, n}+\frac{n-i}{n} N_{i, n}
$$

we have

$$
D H=\frac{1}{2} \sum_{i=0}^{n}[i(\nabla h)(i)+(n-i)(\Delta h)(i)] N_{i, n} .
$$

Now, $\nabla \Delta=\Delta-\nabla$ and therefore

$$
\begin{aligned}
i(n-i) & \nabla \Delta+\frac{\beta-\alpha}{2} i \nabla+\frac{\beta-\alpha}{2}(n-i) \Delta-\frac{\alpha+\beta+2}{2} i \nabla+\frac{\alpha+\beta+2}{2}(n-i) \Delta \\
& =i(n-i) \nabla \Delta+(\alpha+1) i(\nabla \Delta-\Delta)+(\beta+1)(n-i) \Delta \\
& =i(n-i+\alpha+1) \nabla \Delta+[(\beta+1) n-(\alpha+\beta+2) i] \Delta,
\end{aligned}
$$

whence we infer the thesis of the lemma.
Proof of the theorem. It is known [3] that $j(j+\alpha+\beta+1), j=0, \cdots, n$, are simple eigenvalues for both operators $L: \Pi_{n} \rightarrow \Pi_{n}$ and $l_{n}: \Pi_{n} \rightarrow \Pi_{n}$.

Their corresponding eigenvectors are $P_{j}^{(\alpha, \beta)}, j=0, \cdots, n$, and $h_{j, n}^{(\alpha, \beta)}, j=0, \cdots, n$, respectively. Applying the lemma to $H=P_{j}^{(\alpha, \beta)}$ we find

$$
0=L H-j(j+\alpha+\beta+1) H=\sum_{i=0}^{n}\left(l_{n} h-j(j+\alpha+\beta+1) h\right)(i) N_{i, n},
$$

whence

$$
l_{n} h=j(j+\alpha+\beta+1) h
$$

and therefore $h=C h_{j}^{(\alpha, \beta)}$ i.e.

$$
P_{j}^{(\alpha, \beta)}=C \sum_{i=0}^{n} h_{j, n}^{(\alpha, \beta)}(i) N_{i, n} .
$$

Using the Rodriques formulas defining $P_{j}^{(\alpha, \beta)}$ and $h_{j, n}^{(\alpha, \beta)}$ we find that $C \cdot(n)_{j}=1$, and this completes the proof.

The theorem in case of $\alpha=\beta=0$ was established earlier in [1] by a different method not extendable to the general case of $\alpha, \beta>-1$.

Consequences and applications of the theorem will be discussed elsewhere.
Remark. After this note was submitted to this Journal, Richard Askey and George Gasper kindly communicated to the author that the theorem can also be obtained with the help of the hypergeometric representations of the Jacobi and Hahn polynomials.
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# MULTILATERAL SUMMATION THEOREMS FOR ORDINARY AND BASIC HYPERGEOMETRIC SERIES IN $\boldsymbol{U}(n)^{*}$ 
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#### Abstract

In this paper we prove generalizations of ${ }_{2} \mathrm{H}_{2},{ }_{5} \mathrm{H}_{5},{ }_{1} \Psi_{1}$, and ${ }_{6} \Psi_{6}$ summation theorems for hypergeometric series in $U(n)$. This includes a further generalization of Milne's ${ }_{1} \Psi_{1}$ summation theorem for basic hypergeometric series in $U(n)$. These results are mostly obtained by use of contour integration together with Milne's $U(n)$ generalizations of the Gauss, ${ }_{5} F_{4}$ and ${ }_{6} \varphi_{5}$ summation theorems.
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1. Introduction and statement of results. In 1976 Holman, Biedenharn and Louck [12] and later Holman [11] defined interesting multivariable generalizations of the classical hypergeometric series and well-poised hypergeometric series, which they called hypergeometric series in $U(n)$. These definitions arose out of a problem in mathematical physics of finding analogues of the Wigner ( $3-j$ ) and Racah ( $6-j$ ) coefficients of angular momentum theory for the higher dimensional unitary groups. It was realized that many of the fundamental identities for the $3-j$ and $6-j$ coefficients were consequences of classical transformation and summation theorems for hypergeometric series. Holman [11] showed that, conversely, the corresponding identities for higher dimensional multiplicity-free Wigner and Racah coefficients implied generalizations of classical summation theorems to the setting of hypergeometric series in $U(n)$.

There were several important summation and transformation theorems for classical hypergeometric series for which Holman did not provide generalizations for hypergeometric series in $U(n)$. For example, he did not prove generalizations of the nonterminating Gauss summation theorem, nor a $U(n)$ generalization of Whipple's well-poised ${ }_{7} F_{6}$ transformation. Furthermore, there remained the question of defining a $q$-analogue of the hypergeometric series in $U(n)$ whose properties would generalize those of the classical basic hypergeometric series. The importance of doing so was discussed by Andrews in [2].

Recently, Milne has proved a nonterminating $U(n)$ Gauss summation theorem [20] (see Theorem 2.7 below) and the present author gave a generalization of Whipple's transformation for hypergeometric series in $U(n)$ [10]. Milne has also defined a basic analogue of the hypergeometric series in $U(n)$ and proved a number of important properties for them [15]-[20]. Using a $U(n)$ generalization of the $q$-binomial theorem [15] that he found and an analytic continuation argument similar to that in Ismail [13], Milne [18] proved a $U(n)$ generalization of Ramanujan's ${ }_{1} \Psi_{1}$, summation theorem for bilateral basic hypergeometric series. A specialization of Milne's ${ }_{1} \Psi_{1}$ theorem gives the Macdonald identities for affine root systems of type $A_{l}^{(1)}$ [14], [15] in the same way as a specialization of the classical ${ }_{1} \Psi_{1}$ theorem gives the Jacobi triple product identity. Milne also proved a $U(n)$ generalization of a terminating version of the well-poised ${ }_{6} \varphi_{5}$ summation theorem [17] and used analytic continuation to obtain a nonterminating $U(n)_{6} \varphi_{5}$ summation theorem [19]. This theorem is also important in that it clarifies the concept of "well-poised" hypergeometric series in the setting of hypergeometric series in $U(n)$.

[^133]In this paper we prove $U(n)$ generalizations of some of the classical summation theorems for bilateral hypergeometric series and also for basic bilateral hypergeometric series. The method of proof is to begin with a summation theorem for one-sided (basic) hypergeometric series in $U(n)$ and use contour integration to inductively prove their multilateral generalizations. We also obtain a further generalization of Milne's ${ }_{1} \Psi_{1}$ summation theorem as a consequence of a $U(n)$ generalization of the well-poised ${ }_{6} \Psi_{6}$ summation theorem.

In order to define hypergeometric series we must first define the rising factorial (or Pochhammer symbol):

$$
\begin{equation*}
(c)_{n}=\frac{\Gamma(c+n)}{\Gamma(c)} \tag{1.1}
\end{equation*}
$$

for $n \in \mathbb{Z}, c \in \mathbb{C}$.
If $n>0$, then

$$
\begin{equation*}
(c)_{n}=(c)(c+1) \cdots(c+n-1), \tag{1.2a}
\end{equation*}
$$

$$
\begin{equation*}
(c)_{-n}=\frac{(-1)^{n}}{(1-c)(2-c) \cdots(n-c)} \tag{1.2b}
\end{equation*}
$$

and

$$
\begin{equation*}
(c)_{0}=1 . \tag{1.2c}
\end{equation*}
$$

For the $q$-analogue, let $q$ be a complex number with $|q|<1$ and for $a \in \mathbb{C}, n>0$, define

$$
\begin{equation*}
[a]_{n}=(a ; q)_{n}=(1-a)(1-a q) \cdots\left(1-a q^{n-1}\right) \tag{1.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
[a]_{\infty}=\prod_{k=0}^{\infty}\left(1-a q^{k}\right) . \tag{1.3b}
\end{equation*}
$$

For $n \in \mathbb{Z}$, define

$$
\begin{equation*}
[a]_{n}=\frac{[a]_{\infty}}{\left[a q^{n}\right]_{\infty}} . \tag{1.3c}
\end{equation*}
$$

The definition (1.3c) agrees with (1.3a) for $n>0$. It follows from (1.3c) that, for $n>0$, we have

$$
\begin{align*}
{[a]_{-n} } & =(a ; q)_{-n}=\frac{1}{(1-a / q)\left(1-a / q^{2}\right) \cdots\left(1-a / q^{n}\right)} \\
& =\frac{(-1)^{n} q^{n(n+1) / 2}}{[q / a]_{n} a^{n}} \tag{1.4a}
\end{align*}
$$

and

$$
\begin{equation*}
[a]_{0}=1 . \tag{1.4b}
\end{equation*}
$$

An ordinary bilateral hypergeometric series with $A$ numerator parameters, $B$ denominator parameters, and variable $z$ is defined by

$$
{ }_{A} H_{B}\left[\begin{array}{l}
a_{1}, a_{2}, \cdots, a_{A} ;  \tag{1.5}\\
b_{1}, b_{2}, \cdots, b_{B} ;
\end{array} \quad z\right]=\sum_{n=-\infty}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{A}\right)_{n}}{\left(b_{1}\right)_{n}\left(b_{2}\right)_{n} \cdots\left(b_{B}\right)_{n}} z^{n}
$$

where $a_{1}, \cdots, a_{A}, b_{1}, \cdots, b_{B}, z \in \mathbb{C}$. Similarly, the basic bilateral hypergeometric series is defined by

$$
{ }_{A} \Psi_{B}\left[\begin{array}{l}
a_{1}, a_{2}, \cdots, a_{A} ;  \tag{1.6}\\
b_{1}, b_{2}, \cdots, b_{B} ;
\end{array} \quad q, z\right]=\sum_{n=-\infty}^{\infty} \frac{\left[a_{1}\right]_{n}\left[a_{2}\right]_{n} \cdots\left[a_{A}\right]_{n}}{\left[b_{1}\right]_{n}\left[b_{2}\right]_{n} \cdots\left[b_{B}\right]_{n}} z^{n}
$$

where $|q|<1$ and $a_{1}, \cdots, a_{A}, b_{1}, \cdots, b_{B}, z \in \mathbb{C}$.

If one of the denominator parameters, e.g., $b_{1}$, equals one, then the terms in the bilateral series (1.5) vanish for $n<0$ and the series (1.5) reduces to the ordinary hypergeometric series

$$
{ }_{A} F_{B-1}\left[\begin{array}{ll}
a_{1}, \cdots, a_{A} ; & z \\
b_{2}, \cdots, b_{B} ; &
\end{array}\right] .
$$

Similarly, if $b_{1}$ equals $q$ in (1.6), then the basic bilateral series (1.6) reduces to the one-sided basic hypergeometric series

$$
{ }_{A} \varphi_{B-1}\left[\begin{array}{ll}
a_{1}, \cdots, a_{A} ; & z \\
b_{2}, \cdots, b_{B} ; & z .
\end{array}\right.
$$

Summation theorems for bilateral hypergeometric series date back to 1907, when Dougall [9] discovered the following pair of identities. He proved

$$
{ }_{2} H_{2}\left[\begin{array}{ll}
a, b ; & 1  \tag{1.7}\\
c, d ; & 1
\end{array}\right]=\Gamma\left[\begin{array}{c}
c, d, 1-a, 1-b, c+d-a-b-1 \\
c-a, d-a, c-b, d-b
\end{array}\right]
$$

where $\operatorname{Re}(c+d-a-b-1)>0$ and

$$
\Gamma\left[\begin{array}{c}
a_{1}, \cdots, a_{l} \\
b_{1}, \cdots, b_{k}
\end{array}\right] \equiv \frac{\Gamma\left(a_{1}\right) \Gamma\left(a_{2}\right) \cdots \Gamma\left(a_{l}\right)}{\Gamma\left(b_{1}\right) \Gamma\left(b_{2}\right) \cdots \Gamma\left(b_{k}\right)}
$$

for $a_{1}, \cdots, a_{l}, b_{1}, \cdots, b_{k} \in \mathbb{C}$. He also proved

$$
\begin{align*}
& { }_{5} H_{5}\left[\begin{array}{c}
1+\frac{1}{2} a, b, c, d, e ; \\
\frac{1}{2} a, 1+a-b, 1+a-c, 1+a-d, 1+a-e ;
\end{array}\right] \\
& \quad=\Gamma\left[\begin{array}{c}
1-b, 1-c, 1-d, 1-e, 1+a-b, 1+a-c, 1+a-d, \\
1+a, 1-a, 1+a-b-c, 1+a-b-d, 1+a-b-e, \\
1+a-e, 1+2 a-b-c-d-e \\
1+a-c-d, 1+a-c-e, 1+a-d-e
\end{array}\right], \tag{1.8}
\end{align*}
$$

where, for convergence, we assume $\operatorname{Re}(3+4 a-2 b-2 c-2 d-2 e)>0$. The ${ }_{2} H_{2}$ identity (1.7) generalizes the classical Gauss summation theorem and the ${ }_{5} H_{5}$ identity generalizes the well-poised ${ }_{5} F_{4}$ summation theorem.

For basic bilateral series there are two summation theorems which are particularly important. They are Ramanujan's ${ }_{1} \Psi_{1}$ summation theorem and W. N. Bailey's wellpoised ${ }_{6} \Psi_{6}$ summation theorem [8]. We have

$$
{ }_{1} \Psi_{1}\left[\begin{array}{ll}
a ; &  \tag{1.9}\\
b ; & , z
\end{array}\right]=\Pi\left[\begin{array}{cc}
b / a, a z, q / a z, q ; & \\
q / a, b / a z, b, z ; & q
\end{array}\right]
$$

where $|b / a|<|z|<1$ and

$$
\Pi\left[\begin{array}{ll}
a_{1}, \cdots, a_{i} ; & \\
b_{1}, \cdots, b_{k} ; & q
\end{array}\right]=\frac{\left[a_{1}\right]_{\infty}\left[a_{2}\right]_{\infty} \cdots\left[a_{1}\right]_{\infty}}{\left[b_{1}\right]_{\infty}\left[b_{2}\right]_{\infty} \cdots\left[b_{k}\right]_{\infty}}
$$

for $a_{1}, \cdots, a_{l}, b_{1}, \cdots, b_{k} \in \mathbb{C}$ and $|q|<1$. Similarly

$$
\begin{align*}
{ }_{6} \Psi_{6} & {\left[\begin{array}{cc}
q \sqrt{a},-q \sqrt{a}, b, c, d, e ; & q, a^{2} q / b c d e
\end{array}\right] } \\
& =\Pi\left[\begin{array}{ll}
a q, a q / b c, a q / b d, a q / b e, a q / c d, a q / c e, a q / d e, q, q / a ; & \\
q / b, q / c, q / d, q / e, a q / b, a q / c, a q / d, a q / e, a^{2} q / b c d e ; & q
\end{array}\right] \tag{1.10}
\end{align*}
$$

where $\left|a^{2} q / b c d e\right|<1$.

These basic bilateral summation theorems have many important applications. Both the $q$-binomial theorem and Jacobi's triple product formula can be obtained from (1.9) by appropriate specializations and limits. Also the ${ }_{1} \Psi_{1}$ theorem can be used to prove some interesting integral identities (see Askey [4], [5]) which have applications to orthogonal polynomials (e.g., the Rogers $q$-ultra spherical polynomials [6]). Some of the applications of the ${ }_{6} \Psi_{6}$ identity to number theory and the theory of partitions are discussed in Andrews' article [1]. These include a proof of Ramanujan's partition function congruence $p(5 n+4) \equiv 0 \bmod 5$ and also formulas for the number of representations of an integer as a sum of 2,4 or 8 squares. Both of the identities (1.9) and (1.10) also play an important role in the analytic theory of partitions [3].

Generalizations of the ${ }_{2} H_{2},{ }_{5} H_{5},{ }_{1} \Psi_{1}$, and ${ }_{6} \Psi_{6}$ identities for bilateral hypergeometric series in $U(n)$ will be stated below. It is hoped that these $U(n)$ generalizations might prove useful in higher dimensional analogues of the problems just mentioned.

In § 2 the following generalization of the ${ }_{2} H_{2}$ summation theorem is proved.
Theorem 1.11. Let $n \geqq 1$ be an integer and $\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>n$. Then

$$
\begin{align*}
& \sum_{y_{1}, \cdots, y_{n}=-\infty}^{\infty} \\
& \prod_{1 \leqq i<j \leqq n}\left(\frac{\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)}{z_{i}-z_{j}}\right) \prod_{i=1}^{n+1} \prod_{k=1}^{n} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}  \tag{1.12}\\
& \prod_{i, j=1}^{n+1} \Gamma\left(\beta_{i}-\alpha_{j}\right) \prod_{1 \leqq i<j \leqq n} \Gamma\left(1-z_{i}+z_{j}\right) \Gamma\left(1+z_{i}-z_{j}\right)
\end{align*}
$$

where $z_{i} \neq z_{j}$ for $1 \leqq i<j \leqq n$, and $\alpha_{i}+z_{k}$ and $1-\beta_{i}-z_{k}$ are not positive integers for $1 \leqq i \leqq n+1$ and $1 \leqq k \leqq n$.

In § 3 we prove a $U(n)$ generalization of the ${ }_{5} H_{5}$ summation theorem for each $n \geqq 2$. The case $n=2$ is equivalent to the ${ }_{5} H_{5}$ identity (1.8).

Theorem 1.13. With $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$ we have

$$
\begin{array}{r}
\sum_{\substack{y_{1}, \ldots, y_{n}=-\infty \\
y_{1}+\cdots+y_{n}=0}}^{\infty} \prod_{1 \leq i<j \leqq n}\left(\frac{\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)}{z_{i}-z_{j}}\right) \prod_{i, k=1}^{n} \frac{\left(a_{i}-z_{i}+z_{k}\right)_{y_{k}}}{\left(b_{i}-z_{i}+z_{k}\right)_{y_{k}}} \\
=\frac{\Gamma\left(1-n+\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right) \prod_{i, k=1}^{n} \Gamma\left(1-a_{i}+z_{i}-z_{k}\right) \Gamma\left(b_{i}-z_{i}+z_{k}\right)}{\prod_{i, k=1}^{n} \Gamma\left(b_{i}-a_{k}-z_{i}+z_{k}\right) \prod_{1 \leqq i<j \leqq n} \Gamma\left(1+z_{i}-z_{j}\right) \Gamma\left(1-z_{i}+z_{j}\right)} \\
\cdot \frac{1}{\Gamma\left(1-\sum_{i=1}^{n} a_{i}\right) \Gamma\left(1-n+\sum_{i=1}^{n} b_{i}\right)}
\end{array}
$$

where $z_{i} \neq z_{j}$ for $1 \leqq i<j \leqq n$, and $a_{i}-z_{i}+z_{j}$ and $1-b_{i}+z_{i}-z_{j}$ are not positive integers for $1 \leqq i, j \leqq n$.

In § 4 we prove a $U(n)$ generalization of the ${ }_{6} \Psi_{6}$ summation theorem for each $n \geqq 2$. Again the case $n=2$ is equivalent to identity (1.10).

Theorem 1.15. With $|q|<1$ and $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$, we have

$$
\begin{gather*}
\sum_{\substack{y_{1}, \cdots, y_{n}=-\infty \\
y_{1}+\cdots+y_{n}=0}}^{\infty} \prod_{1 \leqq i<j \leqq n}\left(\frac{z_{i} q^{y_{i}}-z_{j} q^{y_{j}}}{z_{i}-z_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{k} / z_{i}\right]_{y_{k}}}{\left[b_{i} z_{k} / z_{i}\right]_{y_{k}}} \\
=\frac{[q]_{\infty}^{n-1} \prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty} \prod_{1 \leqq i<j \leqq n}\left[q z_{i} / z_{j}\right]_{\infty}\left[q z_{j} / z_{i}\right]_{\infty}}{\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty} \prod_{i, k=1}^{\infty}\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}}  \tag{1.16}\\
\cdot\left[q / \prod_{i=1}^{n} a_{i}\right]_{\infty}\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{\infty},
\end{gather*}
$$

where $z_{i} \neq z_{j}$ for $1 \leqq i<j \leqq n$, and $a_{i} z_{j} / z_{i} \neq q^{l}$ and $q^{-1} b_{i} z_{j} / z_{i} \neq q^{-l}$ for a positive integer $l$ and $1 \leqq i, j \leqq n$.

In $\S 5$ we prove a $U(n)$ generalization of the ${ }_{1} \Psi_{1}$ summation theorem for $n \geqq 2$. The classical ${ }_{1} \Psi_{1}$ identity (1.9) corresponds to the case $n=1$ and is used, along with Theorem 1.15, to prove the general result for $n \geqq 2$. The argument here is similar to that in [18].

Theorem 1.17. Let $|q|<1$ and $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<|t|<1$. Then

$$
\begin{align*}
\sum_{y_{1}, \cdots, y_{n}=-\infty}^{\infty} & \prod_{1 \leqq i<j \leqq n}\left(\frac{z_{i} q^{y_{i}}-z_{j} q^{y_{j}}}{z_{i}-z_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{k} / z_{i}\right]_{y_{k}}}{\left[b_{i} z_{k} / z_{i}\right]_{y_{k}}} t{ }^{\left(y_{1}+\cdots+y_{n}\right)}  \tag{1.18}\\
& =\frac{\left[t \prod_{i=1}^{n} a_{i}\right]_{\infty}\left[q\left(t \prod_{i=1}^{n} a_{i}\right)^{-1}\right]_{\infty}}{[t]_{\infty}\left[q^{1-n} t^{-1} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty}^{n}} \frac{\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty}\left[q z_{i} / z_{k}\right]_{\infty}}{\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}}
\end{align*}
$$

where $z_{i} \neq z_{j}$ and $1 \leqq i<j \leqq n$, and $a_{i} z_{j} / z_{i} \neq q^{l}$ and $q^{-1} b_{i} z_{j} / z_{i} \neq q^{-l}$ for a positive integer $l$ and $1 \leqq i, j \leqq n$.

The special cases of Theorems 1.15 and 1.17 when $b_{1}=\cdots=b_{n}=b$ have previously been obtained by Milne as Theorems 1.24 and 1.15 of [18].

We finally remark that the method of contour integration used to prove the identities in the present paper has a long history, which is discussed in Slater [22]. Slater and Lakin [23] give a contour integration proof of the ${ }_{6} \Psi_{6}$ identity (1.10). The major difficulty in extending their method is to find the correct integrand which will permit an inductive proof of a $U(n)$ multilateral summation theorem, with induction on the number of summation indices allowed to take on negative integral values. The starting points for the induction are Milne's generalizations of the Gauss, the ${ }_{5} F_{4}$ and the ${ }_{6} \varphi_{5}$ summation theorems [20], [19]. There are also certain trigonometric function and theta function identities, Lemmas 2.14, 3.14 and 4.14 , which are used in the proofs of Theorems 1.13, 1.15 and 1.17 here.
2. A generalization of the ${ }_{2} \boldsymbol{H}_{\mathbf{2}}$ summation theorem. For $1 \leqq l \leqq n$, let

$$
f_{l}(s)=(-1)^{n-l} \frac{\sin \pi s}{\sin \pi\left(z_{l}-s\right)} \prod_{i=1}^{n+1} \frac{\Gamma\left(1-\beta_{i}-s\right)}{\Gamma\left(1-\alpha_{i}-s\right)}
$$

$$
\begin{align*}
& \cdot \sum_{y_{1}, \cdots, y_{l-1}=0}^{\infty} \sum_{\substack{y_{l+1}, \cdots, y_{n}=-\infty}}^{\infty} \prod_{\substack{i=1 \\
i \neq l}}^{n}\left(z_{i}+y_{i}-s\right)  \tag{2.1}\\
& \cdot \prod_{\substack{1 \leq j \leq n \\
i, j \neq l}}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{\substack{i=1 \\
n+1} \prod_{\substack{k=1 \\
k \neq l}}^{n} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}}
\end{align*}
$$

where $\beta_{i}=1-z_{i}$ for $i=1, \cdots, l-1$, and $s \in \mathbb{C}$, and we assume that the series converges absolutely. We also assume that $\left(\beta_{i}+z_{k}\right)$ is not a negative integer or zero for $1 \leqq k \leqq n$, $1 \leqq i \leqq n+1$, and ( $\alpha_{i}+z_{k}$ ) is not a positive integer for $l \leqq k \leqq n, 1 \leqq i \leqq n+1$.
$f_{l}(s)$ can also be written as

$$
\begin{gather*}
f_{l}(s)=\frac{\sin \pi s}{\sin \pi\left(z_{l}-s\right)} \prod_{i=1}^{n+1} \frac{\Gamma\left(1-\beta_{i}-s\right)}{\Gamma\left(1-\alpha_{i}-s\right)} \sum_{\sigma \in S_{n}} \varepsilon(\sigma) \sum_{y_{1}, \cdots, y_{l-1}=0}^{\infty} \sum_{y_{l+1}, \cdots, y_{n}=-\infty}^{\infty}  \tag{2.2}\\
\cdot \prod_{i=1}^{n}\left(c_{i}\right)^{n-\sigma(i)} \prod_{\substack{i=1 \\
n+1} \prod_{\substack{k=1 \\
k \neq l}}^{n} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}},}
\end{gather*}
$$

where $c_{i}=z_{i}+y_{i}$ for $1 \leqq i \leqq n, i \neq l$, and $c_{l}=-s$ and $\varepsilon(\sigma)$ equals the sign of the permutation $\sigma \in S_{n} . S_{n}$ is the symmetric group on $\{1, \cdots, n\}$.

We then obtain

$$
\begin{align*}
& f_{l}(s)= \frac{\sin (\pi s)}{\sin \left(\pi\left(\alpha_{l}-s\right)\right)} \prod_{i=1}^{n+1} \frac{\Gamma\left(1-\beta_{i}-s\right)}{\Gamma\left(1-\alpha_{i}-s\right)} \\
& \quad \cdot \sum_{\sigma \in S_{n}} \varepsilon(\sigma)(-s)^{n-\sigma(l)} \prod_{k=1}^{l-1}\left[\sum_{y_{k}=0}^{\infty} \prod_{i=1}^{n+1} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}\left(z_{k}+y_{k}\right)^{n-\sigma(k)}\right]  \tag{2.3}\\
& \cdot \prod_{k=l+1}^{n}\left[\sum_{y_{k}=-\infty}^{\infty} \prod_{i=1}^{n+1} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}\left(z_{k}+y_{k}\right)^{n-\sigma(k)}\right]
\end{align*}
$$

with assumptions as above (cf. Lemma 2.1 of [18]).
The series

$$
\sum_{y_{k}=-\infty}^{\infty} \prod_{i=1}^{n+1} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}\left(z_{k}+y_{k}\right)^{n-\sigma(k)}
$$

for $l<k \leqq n$ and the similar series for $1 \leqq k<l$ converges absolutely whenever $\operatorname{Re}\left(\sigma(k)-n+\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>1$. The proof of this fact is standard and is given for the ordinary ${ }_{2} F_{1}$ hypergeometric series on p .46 of [21].

It follows that the original series expression (2.1) for $f_{l}(s)$ converges absolutely whenever

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>n \tag{2.4}
\end{equation*}
$$

For $1<l<n$, we consider the contour integral $(-1 / 2 \pi i) \int_{C} f_{l}(s) d s$, where $C=$ $C(w), w \in \mathbb{R}, w>0$, is the sum of the directed line segments going from $-i w-w$ to $-i w+w$, from $-i w+w$ to $i w+w$, from $i w+w$ to $i w-w$, and from $i w-w$ to $-i w-w$. We will let $w \rightarrow \infty$ through the values $w_{0}, w_{0}+1, w_{0}+2, \cdots$, where $w_{0}$ is chosen so that the contours $C(w)$ avoid the poles of $f_{l}(s)$.

We will need asymptotic estimates for the integrand $f_{l}(s)$ when $\operatorname{Re}(s) \geqq 0$ and when $\operatorname{Re}(s) \leqq 0$. We use the reflection formula $[\Gamma(z) \Gamma(1-z)]^{-1}=\pi^{-1} \sin (\pi z)$, as well as Sterling's formula

$$
\Gamma(a+s)=\sqrt{2 \pi} s^{a+s-1 / 2} e^{-s}\left(1+O\left(\frac{1}{s}\right)\right)
$$

as $s \rightarrow \infty$ in $S_{\theta}=\{s:|\arg s|<\theta\}, 0<\theta<\pi$, and the estimates

$$
|\sin \pi s|=O\left(e^{\pi|\mathrm{Im} s|}\right)
$$

in the entire plane, and

$$
|\sin \pi(a-s)|^{-1}=O\left(e^{-\pi|\mathrm{Im} s|}\right)
$$

in the whole plane excluding $\varepsilon$-neighborhoods of the poles.
These formulas together with (2.3) imply that

$$
\begin{equation*}
\left|f_{l}(s)\right|=O\left(s^{n-1+\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\alpha_{i}-\beta_{i}\right)\right.}\right) \tag{2.5}
\end{equation*}
$$

as $s \rightarrow \infty$ with $\operatorname{Re}(s) \geqq 0$ (or $\operatorname{Re}(s) \leqq 0$ ) excluding an $\varepsilon$-neighborhood of the poles. If $\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>n$, it follows that

$$
\begin{equation*}
\lim _{w \rightarrow \infty}-\frac{1}{2 \pi i} \int_{C} f_{l}(s) d s=0 . \tag{2.6}
\end{equation*}
$$

Before going further we shall state Milne's $U(n)$ generalization of the Gauss summation theorem [20], which is used to start the inductive proof of Theorem 1.11.

Theorem 2.7. Let $\operatorname{Re}\left(\gamma_{n+1}-b+\sum_{i=1}^{n}\left(\gamma_{i}-z_{i}\right)\right)>0$. Then

$$
\begin{align*}
\sum_{y_{1}, \cdots, y_{n}=0}^{\infty} \prod_{1 \leqq i<j \leqq n} & \left(\frac{\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)}{z_{i}-z_{j}}\right) \prod_{l=1}^{n}\left[\frac{\left(z_{l}-\gamma_{n+1}\right)_{y_{l}}}{\left(z_{l}-b\right)_{y_{l}}} \prod_{k=1}^{n} \frac{\left(z_{l}-\gamma_{k}\right)_{y_{l}}}{\left(1+z_{l}-z_{k}\right)_{y_{l}}}\right] \\
& =\frac{\Gamma\left(\gamma_{n+1}-b+\sum_{i=1}^{n}\left(\gamma_{i}-z_{i}\right)\right)}{\Gamma\left(\gamma_{n+1}-b\right)} \prod_{i=1}^{n} \frac{\Gamma\left(z_{l}-b\right)}{\Gamma\left(\gamma_{l}-b\right)}, \tag{2.8}
\end{align*}
$$

where we assume that $z_{i}-z_{j}$ and $z_{i}-b$ are not negative integers or zero for $1 \leqq i \neq j \leqq n$.
Remark 2.9. Theorem 2.7 can also be obtained from a limit (by sending $z_{n} \rightarrow \infty$ ) of a $U(n)$ Dougall theorem ([10, Cor. 3.1]).

Proof of Theorem 1.11. We prove identity (1.12) by induction on $l, 1 \leqq l \leqq n$. Suppose (1.12) is true for all $l$ satisfying $n \geqq l>t$, where $t$ is an integer, $1 \leqq t \leqq n$. We shall then prove (1.12) for $l=t$.

Setting $l=t$ and $\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>n$ and assumptions as in (1.12), we compute the residues of the integral

$$
\begin{equation*}
\frac{-1}{2 \pi i} \int_{C} f_{l}(s) d s \tag{2.10}
\end{equation*}
$$

First consider the residues at $s=1-\beta_{m}+y_{l}$, where $1 \leqq m \leqq n+1$ and $y_{l}$ is a nonnegative integer. We then sum over $y_{l} \geqq 0$ :

$$
\begin{aligned}
& \frac{\sin \left(\pi \beta_{m}\right)}{\sin \left(\pi\left(z_{l}+\beta_{m}-1\right)\right)} \prod_{\substack{i=1 \\
i \neq m}}^{n+1} \frac{\Gamma\left(1-\beta_{i}-\left(1-\beta_{m}\right)\right)}{\Gamma\left(1-\alpha_{i}-\left(1-\beta_{m}\right)\right)} \\
& \cdot \frac{1}{\Gamma\left(1-\alpha_{m}-\left(1-\beta_{m}\right)\right)} \sum_{y_{1}, \cdots, y_{l}=0}^{\infty} \sum_{y_{l+1}, \cdots, y_{n}=-\infty}^{\infty} \\
& \quad \cdot \prod_{\substack{1 \leq i<j \leq n \\
i, j \neq l}}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{\substack{i=1 \\
i \neq l}}^{n}\left(\left(z_{i}+y_{i}\right)-\left(1-\beta_{m}+y_{l}\right)\right) \\
& \quad \cdot \prod_{i=1}^{n+1}\left[\frac{\left(\alpha_{i}+\beta_{m}+1\right)_{y_{l}}}{\left(\beta_{i}-\beta_{m}+1\right)_{y_{l}}} \prod_{k=1}^{l-1} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(1-z_{i}+z_{k}\right)_{y_{k}}} \prod_{k=l+1}^{n} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}}\right],
\end{aligned}
$$

recalling that $\beta_{i}=1-z_{i}$ for $1 \leqq i<l$ and assuming temporarily that $\beta_{i}-\beta_{m}$ is not an integer for all $1 \leqq i, m \leqq n+1$.

If $l=n$, then we can sum the series (2.11) by the $U(n)$ Gauss summation Theorem 2.7. If $l<n$, then we can sum the series (2.11) by the induction hypothesis for (1.12). Expression (2.11) now becomes

$$
\begin{align*}
& =\frac{\Gamma\left(-n+\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right) \prod_{i=1}^{n+1} \prod_{k=1, k \neq l}^{n}\left[\Gamma\left(\beta_{i}+z_{k}\right) \Gamma\left(1-z_{k}-\alpha_{i}\right)\right]}{\prod_{i, j=1}^{n+1} \Gamma\left(\beta_{i}-\alpha_{j}\right) \prod_{1 \leqq i<j \leqq n, i, j \neq l}\left[\Gamma\left(1-z_{i}+z_{j}\right) \Gamma\left(z_{i}-z_{j}\right)\right]} \\
& \quad \cdot \frac{\prod_{i=1}^{n+1} \Gamma\left(\beta_{i}+1-\beta_{m}\right) \prod_{i=1, i \neq m}^{n+1} \Gamma\left(\beta_{m}-\beta_{i}\right)}{\prod_{j=1}^{l-1}\left[\Gamma\left(2-z_{j}-\beta_{m}\right) \Gamma\left(z_{j}+\beta_{m}-1\right)\right] \prod_{j=l+1}^{n}\left[\Gamma\left(\beta_{m}+z_{j}\right) \Gamma\left(1-\beta_{m}-z_{j}\right)\right]}  \tag{2.12}\\
& \quad \cdot \frac{\sin \pi\left(\beta_{m}\right)}{\sin \pi\left(z_{l}+\beta_{m}-1\right)} .
\end{align*}
$$

When $1 \leqq m<l$, then expression (2.11) vanishes. This is because then $z_{m}=1-\beta_{m}$ and (2.11) becomes both symmetric and skew-symmetric under the transposition $y_{m} \leftrightarrow y_{l}$.

If we sum expression (2.12) over $m, l \leqq m \leqq n+1$, we obtain

$$
\begin{gather*}
\frac{\Gamma\left(-n+\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right) \prod_{i=1}^{n+1} \prod_{k=1, k \neq l}^{n}\left[\Gamma\left(\beta_{i}+z_{k}\right) \Gamma\left(1-z_{k}-\alpha_{i}\right)\right]}{\prod_{i, j=1}^{n+1} \Gamma\left(\beta_{i}-\alpha_{j}\right) \prod_{1 \leqq i<j \leqq n, i, j \neq l}\left[\Gamma\left(1-z_{i}+z_{j}\right) \Gamma\left(z_{i}-z_{j}\right)\right]}  \tag{2.13}\\
\cdot(-\pi) \sum_{m=l}^{n+1} \frac{\sin \pi\left(\beta_{m}\right) \prod_{j=l+1}^{n} \sin \pi\left(\beta_{m}+z_{j}\right)}{\sin \pi\left(\beta_{m}+z_{l}\right) \prod_{i=l, i \neq m}^{n+1} \sin \pi\left(\beta_{m}-\beta_{i}\right)}
\end{gather*}
$$

To finish the proof of (1.12) we will need the following
Lemma 2.14. With assumptions as above we have

$$
\begin{equation*}
\sum_{m=l}^{n+1} \frac{\sin \pi\left(\beta_{m}\right) \prod_{j=l+1}^{n} \sin \pi\left(\beta_{m}+z_{j}\right)}{\sin \pi\left(\beta_{m}+z_{l}\right) \prod_{i=l, i \neq m}^{n+1} \sin \pi\left(\beta_{m}-\beta_{i}\right)}=\frac{\sin \pi\left(z_{l}\right) \prod_{j=l+1}^{n} \sin \pi\left(z_{l}-z_{j}\right)}{\prod_{i=l}^{n+1} \sin \pi\left(\beta_{i}+z_{l}\right)} . \tag{2.15}
\end{equation*}
$$

Proof. Using the identity $\sin \theta=\left(e^{i \theta}-e^{-i \theta}\right) / 2 i$ and setting $e^{\pi i \beta_{k}}=g_{k}$ and $e^{\pi i z_{j}}=a_{j}$ for $l \leqq k \leqq n+1$ and $l \leqq j \leqq n$, then we are reduced to verifying

$$
\begin{equation*}
\sum_{m=1}^{n+1} \frac{\left(g_{m}-g_{m}^{-1}\right) \prod_{j=l+1}^{n}\left(g_{m} a_{j}-g_{m}^{-1} a_{j}^{-1}\right)}{\left(g_{m} a_{l}-g_{m}^{-1} a_{l}^{-1}\right) \prod_{i=l, i \neq m}^{n+1}\left(g_{m} g_{i}^{-1}-g_{m}^{-1} g_{i}\right)}=\frac{\left(a_{l}-a_{l}^{-1}\right) \prod_{j=l+1}^{n}\left(a_{l} a_{j}^{-1}-a_{l}^{-1} a_{j}\right)}{\prod_{i=l}^{n+1}\left(g_{i} a_{l}-g_{i}^{-1} a_{l}^{-1}\right)} . \tag{2.16}
\end{equation*}
$$

Identity (2.16) can be proved directly using the Louck and Biedenharn lemma (see
[16, Thm. 1.20]). It can also be obtained by considering the residues of the contour integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{D} \frac{(z-1) \prod_{j=l+1}^{n}\left(z a_{j}-a_{j}^{-1}\right)}{\left(z a_{l}-a_{l}^{-1}\right) \prod_{i=l}^{n+1}\left(z g_{i}^{-1}-g_{i}\right)} d z \tag{2.17}
\end{equation*}
$$

where $D$ is a sufficiently large circle containing the poles of the integrand and traversed in the counterclockwise direction. Q.E.D.

Returning to the contour integral (2.10), we consider its residues at $s=z_{l}+y_{l}$ where $y_{l}$ is an integer. Summing these residues over $y_{l},-\infty<y_{l}<\infty$, we obtain

$$
\begin{align*}
& \sin \pi\left(z_{l}\right) \prod_{i=1}^{n+1}\left[\frac{\Gamma\left(1-\beta_{i}-z_{l}\right)}{\Gamma\left(1-\alpha_{i}-z_{l}\right)}\right] \sum_{y_{1}, \cdots ; y_{l-1}=0}^{\infty} \sum_{y_{l}, \cdots, y_{n}=-\infty}^{\infty}  \tag{2.18}\\
& \cdot \prod_{1 \leqq i<j \leqq n}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{i=1}^{n+1} \prod_{k=1}^{n} \frac{\left(\alpha_{i}+z_{k}\right)_{y_{k}}}{\left(\beta_{i}+z_{k}\right)_{y_{k}}},
\end{align*}
$$

where $\beta_{i}=1-z_{i}$ for $1 \leqq i<l$. By an argument similar to that for expressions (2.2) and (2.3), the series (2.18) converges absolutely whenever $\operatorname{Re}\left(\sum_{i=1}^{n+1}\left(\beta_{i}-\alpha_{i}\right)\right)>n$.

The limit (2.6) implies that the limit of the sum of the residues of (2.10), i.e., the sum of (2.13) and (2.18), is zero; after substituting (2.15) into (2.13) and simplifying, we prove the inductive step $l=t$ for (1.12). The assumption made in (2.11) that $\beta_{i}-\beta_{m}$ is not an integer for $1 \leqq i, m \leqq n+1$ can be dropped by continuity. This completes the proof of (1.12) by induction.
3. A generalization of the $\mathbf{5}_{\mathbf{5}} \boldsymbol{H}_{\mathbf{5}}$ summation theorem. For $\mathbf{1} \leqq l \leqq \boldsymbol{n}-1$, let

$$
\begin{align*}
& h_{l}\left(s ; y_{1}, \cdots, y_{l-1}, y_{l+1}, \cdots, y_{n-1}\right) \\
& \quad=h_{l}(s ; y) \\
& =(-1)^{n-l-1} \frac{\sin \pi\left(z_{n}+z_{l}-s\right)}{\sin \pi\left(z_{l}-s\right)}(s-u) \prod_{\substack{i=1 \\
i \neq l}}^{n-1}\left[\left(z_{i}+y_{i}-s\right)\left(z_{i}+y_{i}-u\right)\right]  \tag{3.1}\\
& \quad \cdot \prod_{i=1}^{n}\left[\frac{\Gamma\left(1-b_{i}+z_{i}-s\right)}{\Gamma\left(1-a_{i}+z_{i}-s\right)} \frac{\Gamma\left(1-b_{i}+z_{i}-u\right)}{\Gamma\left(1-a_{i}+z_{i}-u\right)}\right] \\
& \quad \cdot \prod_{\substack{1 \leq i, j \leq n-1 \\
i, j \neq l}}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{\substack{i=1}}^{n} \prod_{\substack{j=1 \\
j \neq l}}^{n-1} \frac{\left(a_{i}-z_{i}+z_{j}\right)_{y_{j}}}{\left(b_{i}-z_{i}+z_{j}\right)_{y_{j}}},
\end{align*}
$$

where we assume that $a_{i}-z_{i}+z_{j}$ for $1 \leqq i \leqq n, l \leqq j \leqq n$, is not a positive integer and $b_{i}-z_{i}+z_{j}$ is not a negative integer or zero for $1 \leqq i, j \leqq n$. We also assume $y_{1}, \cdots, y_{l-1}$ are nonnegative integers and $y_{l+1}, \cdots, y_{n-1}$ integers and

$$
\begin{equation*}
s+u+\sum_{\substack{i=1 \\ i \neq l}}^{n-1} y_{i}=z_{n}+z_{l} . \tag{3.2}
\end{equation*}
$$

For $1 \leqq l \leqq n-1$, we consider the contour integral

$$
\frac{-1}{2 \pi i} \int_{C} h_{l}(s ; y) d s,
$$

where $C=C(w)$ is defined as in § 2. As in § 2 we will let $w \rightarrow \infty$ through values $w_{0}$, $w_{0}+1, w_{0}+2, \cdots$, where $w_{0}$ is chosen so that the contours $C(w)$ avoid the poles of $h_{l}(s ; y)$ for all $y$.

By an argument similar to $\S 2$ one shows that

$$
\begin{equation*}
\left|h_{l}(s ; y)\right|=O\left(s^{2 n-3+2 \operatorname{Re}\left(\sum_{i=1}^{n}\left(a_{i}-b_{i}\right)\right.}\right) \tag{3.3}
\end{equation*}
$$

as $s \rightarrow \infty$ with $\operatorname{Re}(s) \geqq 0$ (or $\operatorname{Re}(s) \leqq 0)$ excluding an $\varepsilon$-neighborhood of the poles.
It follows that if $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$, then

$$
\begin{equation*}
\lim _{w \rightarrow \infty} \frac{-1}{2 \pi i} \int_{C} h_{l}(s ; y) d s=0 \tag{3.4}
\end{equation*}
$$

Proof of Theorem 1.13. We shall prove the absolute convergence of the series in (1.14) for $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$ in Lemma 3.19.

To prove (1.14) we make the induction hypothesis that $b_{i}=1$ for $1 \leqq i \leqq l-1$. This will reduce the summation in (1.14) to $y_{1}, \cdots, y_{l-1} \geqq 0$ and $y_{l}, \cdots, y_{n} \in \mathbb{Z}$. The other terms will vanish.

For $l=n$ identity (1.14) is an immediate consequence of Theorem 7.30 of [19]. (Note that the proof of Theorem 7.30 is incomplete. However, the proof is correct in the case of a terminating series. The general result follows by an application of Carlson's theorem [7, p. 39].) Now suppose (1.14) is true for all $l$ satisfying $n \geqq l>t$, where $t$ is an integer, $1 \leqq t \leqq n$. We shall then prove (1.14) for $l=t$.

Consider the residue of the integral $(-1 / 2 \pi i) \int_{C} h_{l}(s ; y) d s$ at $s=1-b_{m}+z_{m}+y_{l}$ for $1 \leqq m \leqq n$ and $y_{l} \geqq 0$, and sum over $y_{1}, \cdots, y_{l} \geqq 0$ and $y_{l+1}, \cdots, y_{n} \in \mathbb{Z}$, where $y_{1}+\cdots+y_{n}=0$. Abbreviating $\left(1-b_{i}+z_{i}\right)=c_{i}$ and $b_{i}-1-z_{i}+z_{l}+z_{n}=d_{i}$ for $1 \leqq i \leqq n$, we obtain

$$
\begin{align*}
& (-1)^{n-l-1} \frac{\sin \pi\left(z_{n}+z_{l}-c_{m}\right)}{\sin \pi\left(z_{l}-c_{m}\right)} \prod_{\substack{i=1 \\
i \neq m}}^{n} \Gamma\left(c_{i}-c_{m}\right) \\
& \cdot \prod_{i=1}^{n} \frac{\Gamma\left(c_{i}-d_{m}\right)}{\Gamma\left(1-a_{i}+z_{i}-c_{m}\right) \Gamma\left(1-a_{i}+z_{i}-d_{m}\right)} \\
& \cdot \sum_{\substack{y_{1}, \cdots, y_{1}=0 \\
y_{1}+\cdots+y_{n}=0}}^{\infty} \sum_{\substack{y_{l+1}, \cdots, y_{n}=-\infty}}^{\infty} \prod_{\substack{1 \leqslant j \leq n-1 \\
i, j \neq l}}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right)  \tag{3.5}\\
& \cdot \prod_{\substack{i=1 \\
i \neq l}}^{n-1}\left[\left(\left(z_{i}+y_{i}\right)-\left(c_{m}+y_{l}\right)\right)\left(\left(z_{i}+y_{i}\right)-\left(d_{m}+y_{n}\right)\right)\right]\left(\left(c_{m}+y_{l}\right)-\left(d_{m}+y_{n}\right)\right) \\
& \cdot \prod_{i=1}^{n}\left[\frac{\left(a_{i}+z_{i}+c_{m}\right)_{y_{l}}}{\left(b_{i}-z_{i}+c_{m}\right)_{y_{l}}} \frac{\left(a_{i}-z_{i}+d_{m}\right)_{y_{n}}}{\left(b_{i}-z_{i}+d_{m}\right)_{y_{n}}} \prod_{\substack{j=1 \\
j \neq 1}}^{n-1} \frac{\left(a_{i}-z_{i}+z_{j}\right)_{y_{j}}}{\left(b_{i}-z_{i}+z_{j}\right)_{y_{j}}}\right] .
\end{align*}
$$

We denote expression (3.5) by

$$
\begin{equation*}
\frac{\sin \pi\left(z_{n}-z_{l}-z_{m}+b_{m}-1\right)}{\sin \pi\left(z_{l}-z_{m}+b_{m}-1\right)} R_{m} \tag{3.6}
\end{equation*}
$$

Under the condition $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$, it follows from Lemma 3.19 below that $R_{m}$ is absolutely convergent.

If we consider the residue of $(-1 / 2 \pi i) \int_{C} h_{l}(s ; y) d s$ at $u=1-b_{m}+z_{m}+y_{l}$ where $u$ satisfies (3.2) and sum over $y_{1}, \cdots, y_{l} \geqq 0$ and $y_{l+1}, \cdots, y_{n} \in \mathbb{Z}$ with $y_{1}+\cdots+y_{n}=0$ as above, we obtain

$$
\begin{equation*}
\frac{\sin \pi\left(1-b_{m}+z_{m}\right)}{\sin \pi\left(1-b_{m}+z_{m}-z_{n}\right)} R_{m} . \tag{3.7}
\end{equation*}
$$

Finally, observe that since $b_{i}=1$ for $1 \leqq i \leqq l-1$, then $R_{m}$ is both symmetric and skew-symmetric upon interchange of $y_{m}$ and $y_{l}$ for $1 \leqq m \leqq l-1$. Hence

$$
\begin{equation*}
R_{m}=0 \quad \text { for } 1 \leqq m \leqq l-1 . \tag{3.8}
\end{equation*}
$$

Now consider the residue of $(-1 / 2 \pi i) \int_{C} h_{l}(s ; y) d s$ at $s=z_{l}+y_{l}$, where $y_{l} \in Z$, and sum over $y_{1}, \cdots, y_{l-1} \geqq 0$ and $y_{l}, \cdots, y_{n} \in \mathbb{Z}$ with $y_{1}+\cdots+y_{n}=0$. We obtain

$$
\begin{align*}
\frac{\sin \left(\pi z_{n}\right)}{\pi} \prod_{i=1}^{n} & {\left[\frac{\Gamma\left(1-b_{i}+z_{i}-z_{l}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{l}\right)} \frac{\Gamma\left(1-b_{i}+z_{i}-z_{n}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{n}\right)}\right] } \\
& \cdot \sum_{\substack{y_{1}, \cdots, y_{l-1}=0 \\
y_{1}+\cdots+y_{n}, \cdots, y_{n}=-\infty}}^{\infty} \prod_{1 \leqq i<j \leqq n}^{\infty}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right)  \tag{3.9}\\
& \cdot \prod_{i, j=1}^{n} \frac{\left(a_{i}-z_{i}+z_{j}\right)_{y_{j}}}{\left(b_{i}-z_{i}+z_{j}\right)_{y_{j}}} .
\end{align*}
$$

We denote expression (3.9) by

$$
\begin{equation*}
\frac{\sin \left(\pi z_{n}\right)}{\pi} \prod_{i=1}^{n}\left[\frac{\Gamma\left(1-b_{i}+z_{i}-z_{l}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{l}\right)} \frac{\Gamma\left(1-b_{i}+z_{i}-z_{n}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{n}\right)}\right] B_{l} . \tag{3.10}
\end{equation*}
$$

Again, it follows from Lemma 3.19 that $B_{l}$ is absolutely convergent under the condition $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$.

Now the fact the series $B_{l}$ and $R_{m}$ for $1 \leqq m \leqq n$ are absolutely convergent and that $\lim _{w \rightarrow 0}-1 / 2 \pi i \int_{C} h_{l}(s ; y) d s=0$ imply that

$$
\begin{align*}
& \sum_{y_{1}, \cdots, y_{l-1} \geqq 0} \sum_{y_{l+1}, \cdots, y_{n-1}=-\infty}^{\infty} \lim _{w \rightarrow \infty} \frac{-1}{2 \pi i} \int_{C} h_{l}(s ; y) d s \\
& =\sum_{m=1}^{n}\left[\frac{\sin \pi\left(z_{n}+z_{l}-z_{m}+b_{m}-1\right)}{\sin \pi\left(z_{l}-z_{m}+b_{m}-1\right)}+\frac{\sin \pi\left(1-b_{m}+z_{m}\right)}{\sin \pi\left(1-b_{m}+z_{m}-z_{n}\right)}\right] R_{m}  \tag{3.11}\\
& \quad+\frac{\sin \pi\left(z_{n}\right)}{\pi} \prod_{i=1}^{n}\left[\frac{\Gamma\left(1-b_{i}+z_{i}-z_{l}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{l}\right)} \frac{\Gamma\left(1-b_{i}+z_{i}-z_{n}\right)}{\Gamma\left(1-a_{i}+z_{i}-z_{n}\right)}\right] B_{l}=0
\end{align*}
$$

where $R_{m}=0$ for $1 \leqq m<l$.
We abbreviate $1-b_{i}+z_{i}=c_{i}$ and $b_{i}-1-z_{i}+z_{l}+z_{n}=d_{i}$ for $1 \leqq i \leqq n$ as above. By the induction hypothesis and writing $b_{m}-z_{m}$ as $1-c_{m}$, then $R_{m}$ for $l \leqq m \leqq n$ can be summed. Using that $[\Gamma(u) \Gamma(1-u)]^{-1}=\pi^{-1} \sin \pi u$, we obtain for $l \leqq m \leqq n$

$$
\begin{align*}
& R_{m}=\prod_{\substack{i=1 \\
i \neq m}}^{n} \Gamma\left(c_{i}-c_{m}\right) \prod_{i=1}^{n}\left[\Gamma\left(c_{i}-d_{m}\right) \Gamma\left(b_{i}-z_{i}+c_{m}\right) \Gamma\left(b_{i}-z_{i}+d_{m}\right)\right. \\
&\left.\cdot \prod_{\substack{k=1 \\
k \neq l}}^{n-1} \Gamma\left(1-a_{i}+z_{i}-z_{k}\right) \Gamma\left(b_{i}-z_{i}+z_{k}\right)\right] \\
& \cdot \prod_{\substack{1 \leqq j \leq j \leq n-1 \\
i, j \neq l}} \pi^{-1} \sin \pi\left(z_{i}-z_{j}\right) \prod_{i=1}^{l} \pi^{-1} \sin \pi\left(z_{i}-c_{m}\right)  \tag{3.12}\\
& \cdot \prod_{j=l+1}^{n-1} \pi^{-1} \sin \pi\left(c_{m}-z_{j}\right) \prod_{\substack{i=1 \\
i \neq l}}^{n-1} \pi^{-1} \sin \pi\left(z_{i}-d_{m}\right) \\
& \cdot \frac{\pi^{-1} \sin \pi\left(c_{m}-d_{m}\right)}{\prod_{i, k=1}^{n} \Gamma\left(b_{i}-a_{k}-z_{i}+z_{k}\right) \Gamma\left(1-\sum_{i=1}^{n} a_{i}\right) \Gamma\left(1-n+\sum_{i=1}^{n} b_{i}\right)}
\end{align*}
$$

where we have used that $c_{m}+d_{m}=z_{m}+z_{l}$ to show that

$$
\Gamma\left(1-\sum_{i=1}^{n} a_{i}-c_{m}-d_{m}+z_{n}+z_{l}\right)=\Gamma\left(1-\sum_{i=1}^{n} a_{i}\right)
$$

and similarly for

$$
\Gamma\left(1-n+\sum_{i=1}^{n} b_{i}\right)
$$

From (3.12) it follows that

$$
\begin{align*}
& \sum_{m=1}^{n}\left[\frac{\sin \pi\left(z_{n}+z_{l}-z_{m}+b_{m}-1\right)}{\sin \pi\left(z_{l}-z_{m}+b_{m}-1\right)}+\frac{\sin \pi\left(1-b_{m}+z_{m}\right)}{\sin \pi\left(1-b_{m}+z_{m}-z_{n}\right)}\right] R_{m} \\
&= \sum_{m=1}^{n}\left\{\left[\frac{\sin \pi\left(z_{n}+z_{l}-c_{m}\right)}{\sin \pi\left(z_{l}-c_{m}\right)}+\frac{\sin \pi\left(z_{n}+z_{l}-d_{m}\right)}{\sin \pi\left(z_{l}-d_{m}\right)}\right]\right. \\
&\left.\cdot \frac{\prod_{i=l+1}^{n-1} \sin \pi\left(z_{i}-c_{m}\right) \sin \pi\left(z_{i}-d_{m}\right)}{\prod_{i=l, i \neq m}^{n} \sin \pi\left(b_{i}-z_{i}+c_{m}\right) \sin \pi\left(b_{i}-z_{i}+d_{m}\right)}\right\}  \tag{3.13}\\
& \cdot \frac{(-1)^{n-l-1} \pi^{2} \prod_{i=1}^{n} \prod_{k=1, k \neq l}^{n-1} \Gamma\left(1-a_{i}+z_{i}-z_{k}\right) \Gamma\left(b_{i}-z_{i}+z_{k}\right)}{\Gamma\left(1-\sum_{i=1}^{n} a_{i}\right) \Gamma\left(1-n+\sum_{i=1}^{n} b_{i}\right) \prod_{i, k=1}^{n} \Gamma\left(b_{i}-a_{k}-z_{i}+z_{k}\right)} \\
& \cdot \Gamma\left(1-n+\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right) \prod_{\substack{i \leq j<j \leq n-1 \\
i, j \neq l}} \pi^{-1} \sin \pi\left(z_{i}-z_{j}\right),
\end{align*}
$$

where we have used the induction hypothesis that $b_{i}=1$ for $1 \leqq i \leqq l-1$.
To finish the proof of (1.14) we need the following:
Lemma 3.14. With assumptions as above we have

$$
\sum_{m=l}^{n}\left[\frac{\sin \pi\left(z_{n}+z_{l}-c_{m}\right)}{\sin \pi\left(z_{l}-c_{m}\right)}+\frac{\sin \pi\left(z_{n}+z_{l}-d_{m}\right)}{\sin \pi\left(z_{l}-d_{m}\right)}\right]
$$

$$
\begin{gather*}
\cdot \frac{\prod_{i=l+1}^{n-1} \sin \pi\left(z_{i}-c_{m}\right) \sin \pi\left(z_{i}-d_{m}\right)}{\prod_{\substack{i=l \\
i \neq m}}^{n} \sin \pi\left(b_{i}-z_{i}+c_{m}\right) \sin \pi\left(b_{i}-z_{i}+d_{m}\right)}  \tag{3.15}\\
=\frac{\prod_{i=l+1}^{n-1} \sin \pi\left(z_{i}-z_{l}\right) \sin \pi\left(z_{i}-z_{n}\right)}{\prod_{i=l}^{n} \sin \pi\left(z_{l}-c_{i}\right) \sin \pi\left(d_{i}-z_{l}\right)} \cdot \sin \pi\left(z_{n}-z_{l}\right) \sin \pi\left(z_{n}\right) .
\end{gather*}
$$

Proof. The proof is very similar to that of Lemma 2.14. Setting $e^{\pi i a_{j}}=\alpha_{j}, e^{\pi i b_{j}}=\beta_{j}$, $e^{\pi i z_{j}}=\gamma_{j}, e^{\pi i c_{j}}=\tau_{j}$, and $e^{\pi i d_{j}}=\delta_{j}$ for $1 \leqq j \leqq n$, then we are reduced to verifying

$$
\begin{align*}
& \sum_{m=l}^{n}\left[\frac{\left(\gamma_{n} \gamma_{l} \tau_{m}^{-1}-\gamma_{n}^{-1} \gamma_{l}^{-1} \tau_{m}\right)}{\left(\gamma_{l} \tau_{m}^{-1}-\gamma_{l}^{-1} \tau_{m}\right)}+\frac{\left(\gamma_{n} \gamma_{l} \delta_{m}^{-1}-\gamma_{n}^{-1} \gamma_{l}^{-1} \delta_{m}\right)}{\left(\gamma_{l} \delta_{m}^{-1}-\gamma_{l}^{-1} \delta_{m}\right)}\right] \\
& \cdot \frac{\prod_{i=l+1}^{n-1}\left(\gamma_{i} \tau_{m}^{-1}-\gamma_{i}^{-1} \tau_{m}\right)\left(\gamma_{i} \delta_{m}^{-1}-\gamma_{i}^{-1} \delta_{m}\right)}{\prod_{i \neq l i=m}^{n}\left(\beta_{i} \tau_{m} \gamma_{i}^{-1}-\beta_{i}^{-1} \tau_{m}^{-1} \gamma_{i}\right)\left(\beta_{i} \delta_{m} \gamma_{i}^{-1}-\beta_{i}^{-1} \delta_{m}^{-1} \gamma_{i}\right)}  \tag{3.16}\\
& \quad=\frac{\prod_{i=l+1}^{n-1}\left(\gamma_{i} \gamma_{l}^{-1}-\gamma_{i}^{-1} \gamma_{l}\right)\left(\gamma_{i} \gamma_{n}^{-1}-\gamma_{i}^{-1} \gamma_{n}\right)}{\prod_{i=l}^{n}\left(\gamma_{l} \tau_{i}^{-1}-\gamma_{l}^{-1} \tau_{i}\right)\left(\delta_{i} \gamma_{l}^{-1}-\delta_{i}^{-1} \gamma_{l}\right)}\left(\gamma_{n} \gamma_{l}^{-1}-\gamma_{n}^{-1} \gamma_{l}\right)\left(\gamma_{n}-\gamma_{n}^{-1}\right) .
\end{align*}
$$

Identity (3.16) can be obtained by considering the residues of the contour integral

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{D} & \frac{\prod_{i=l+1}^{n-1}\left[\left(\gamma_{i}-\gamma_{i}^{-1} s\right)\left(\gamma_{i} \gamma_{n}^{-1} \gamma_{l}^{-1} s-\gamma_{i}^{-1} \gamma_{n} \gamma_{l}\right)\right]}{\prod_{i=l}^{n}\left[\left(s \tau_{i}^{-1}-\tau_{i}\right)\left(\delta_{i}-\delta_{i}^{-1} s\right)\right]} \\
& \frac{\left(\gamma_{n} \gamma_{l}-\gamma_{n}^{-1} \gamma_{l}^{-1} s^{2}\right)\left(\gamma_{n} \gamma_{l}-\gamma_{n}^{-1} \gamma_{l}^{-1} s\right)}{\left(\gamma_{l}-\gamma_{l}^{-1} s\right)} d s, \tag{3.17}
\end{align*}
$$

where $D$ is a sufficiently large circle containing the poles of the integrand and traversed in the counterclockwise direction. Q.E.D.

Substituting identity (3.15) into (3.13) we obtain

$$
\begin{aligned}
& \sum_{m=l}^{n}\left[\frac{\sin \pi\left(z_{n}+z_{l}-z_{m}+b_{m}-1\right)}{\sin \pi\left(z_{l}-z_{m}+b_{m}-1\right)}+\frac{\sin \pi\left(1-b_{m}+z_{m}\right)}{\sin \pi\left(1-b_{m}+z_{m}-z_{n}\right)}\right] R_{m} \\
&= \frac{-\pi^{-1} \sin \pi\left(z_{n}\right) \prod_{i=1}^{n} \prod_{k=1, k \neq l}^{n-1} \Gamma\left(1-a_{i}+z_{i}-z_{k}\right) \Gamma\left(b_{i}-z_{i}+k\right)}{\prod_{i, k=1}^{n} \Gamma\left(b_{i}-a_{k}-z_{i}+z_{k}\right) \prod_{1 \leqq i<j \leqq n-1, i, j \neq l} \Gamma\left(z_{i}-z_{j}\right) \Gamma\left(1-z_{i}+z_{j}\right)} \\
& \cdot \frac{\prod_{i=1}^{n} \Gamma\left(z_{l}-c_{i}\right) \Gamma\left(1-z_{l}+c_{i}\right) \Gamma\left(d_{i}-z_{l}\right) \Gamma\left(1-d_{i}+z_{l}\right)}{\Gamma\left(1-\sum_{i=1}^{n} a_{i}\right) \Gamma\left(1-n+\sum_{k=1}^{n} b_{i}\right) \Gamma\left(z_{l}-z_{n}\right) \Gamma\left(1-z_{l}+z_{n}\right)} \\
& \cdot \frac{\Gamma\left(1-n+\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)}{\prod_{i=l+1}^{n-1} \Gamma\left(z_{l}-z_{i}\right) \Gamma\left(1-z_{l}+z_{i}\right) \Gamma\left(z_{i}-z_{n}\right) \Gamma\left(1-z_{i}+z_{n}\right)}
\end{aligned}
$$

Now substituting identity (3.18) into (3.11) and using that $b_{i}=1,1 \leqq i \leqq l-1$, we obtain identity (1.14). Q.E.D.

Lemma 3.19. With assumptions as in Theorem 1.13 the series

$$
\begin{equation*}
\sum_{\substack{y_{1}, \cdots, y_{n}=-\infty \\ y_{1}+\cdots+y_{n}=0}}^{\infty} \prod_{1 \leqq i<j \leqq n}\left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{i, k=1}^{n} \frac{\left(a_{i}-z_{i}+z_{k}\right)_{y_{k}}}{\left(b_{i}-z_{i}+z_{k}\right)_{y_{k}}} \tag{3.20}
\end{equation*}
$$

converges absolutely whenever $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$.
Proof. (cf. [18, Lemma 2.6].) The proof is similar to that for the convergence of the series (2.1). With notation as above and as in (2.3), we write

$$
\begin{align*}
\prod_{1 \leqq i<j \leqq n} & \left(\left(z_{i}+y_{i}\right)-\left(z_{j}+y_{j}\right)\right) \prod_{i, k=1}^{n} \frac{\left(a_{i}-z_{i}+z_{k}\right)_{y_{k}}}{\left(b_{i}-z_{i}+z_{k}\right)_{y_{k}}} \\
& =\sum_{\sigma \in S_{n}} \varepsilon(\sigma) \prod_{k=1}^{n}\left[\left(z_{\sigma(k)}+y_{\sigma(k)}\right)^{n-k} \prod_{i=1}^{n} \frac{\left(a_{i}-z_{i}+z_{\sigma(k)}\right)_{y_{\sigma(k)}}}{\left(b_{i}-z_{i}+z_{\sigma(k)}\right)_{y_{\sigma(k)}}}\right] . \tag{3.21}
\end{align*}
$$

Using the well-known identity

$$
\begin{equation*}
\Gamma(z)=\lim _{n \rightarrow \infty} \frac{(n-1)!n^{z}}{(z)_{n}} \tag{3.22}
\end{equation*}
$$

[21, p. 11], one shows that

$$
\begin{equation*}
\lim _{\left|y_{\sigma(1)}\right| \rightarrow \infty}\left(z_{\sigma(1)}+y_{\sigma(1)}\right)^{n-1} \prod_{i=1}^{n} \frac{\left(a_{i}-z_{i}+z_{\sigma(1)}\right)_{y_{\sigma(1)}}}{\left(b_{i}-z_{i}+z_{\sigma(1)}\right)_{y_{\sigma(1)}}}=0 \tag{3.23}
\end{equation*}
$$

since $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$. Hence

$$
\begin{equation*}
\left|\left(z_{\sigma(1)}+y_{\sigma(1)}\right)^{n-1} \prod_{i=1}^{n} \frac{\left(a_{i}-z_{i}+z_{\sigma(1)}\right)_{y_{\sigma(1)}}}{\left(b_{i}-z_{i}+z_{\sigma(1)}\right)_{y_{\sigma(1)}}}\right| \leqq M \tag{3.24}
\end{equation*}
$$

for some constant $M>0$ independent of $y_{\sigma(1)}$. It now follows that the series (3.20) converges absolutely whenever the following series converges:

$$
\begin{equation*}
\sum_{\sigma \in S_{n}} M \prod_{k=2}^{n}\left[\sum_{y_{\sigma(k)}=-\infty}^{\infty}\left|\left(z_{\sigma(k)}+y_{\sigma(k)}\right)^{n-k} \prod_{i=1}^{n} \frac{\left(a_{i}-z_{i}+z_{\sigma(k)}\right)_{y_{\sigma(k)}}}{\left(b_{i}-z_{i}+z_{\sigma(k)}\right)_{y_{\sigma(k)}}}\right|\right] . \tag{3.25}
\end{equation*}
$$

Since $\operatorname{Re}\left(\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)\right)>n-1$, then each interior series of (3.25) for $k=2, \cdots, n$ converges absolutely by a standard argument (see [21, p. 46]). Q.E.D.
4. A generalization of the ${ }_{6} \mathbf{\Psi}_{6}$ summation theorem. In this section we consider basic hypergeometric series in $U(n)$, with base $q$ such that $|q|<1$. Similar to § 3, let $k_{l}\left(s ; y_{1}, \cdots, y_{l-1}, y_{l+1}, \cdots, y_{n-1}\right)=k_{l}(s ; y)$

$$
=(-1)^{n-l-1} \frac{\left[z_{n} z_{l} / s\right]_{\infty}\left[q s /\left(z_{n} z_{l}\right)\right]_{\infty}\left[z_{n} z_{l} / u\right]_{\infty}\left[q u /\left(z_{n} z_{l}\right)\right]_{\infty}}{\left[z_{l} / s\right]_{\infty}\left[q s / z_{l}\right]_{\infty}\left[z_{l} / u\right]_{\infty}[q u / z]_{\infty}}
$$

$$
\begin{align*}
& \cdot\left(z_{n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right)^{\sum_{i=1, i \neq 1}^{n-1} y_{i}} \prod_{\substack{i=1 \\
i \neq l}}^{n-1}\left(z_{i} q^{y_{i}}-s\right)\left(z_{i} q^{y_{i}}-u\right)  \tag{4.1}\\
& \cdot \prod_{i=1}^{n} \frac{\left[q a_{i}^{-1} z_{i} s^{-1}\right]_{\infty}\left[q a_{i}^{-1} z_{i} u^{-1}\right]_{\infty}}{\left[q b_{i}^{-1} z_{i} s^{-1}\right]_{\infty}\left[q b_{i}^{-1} z_{i} u^{-1}\right]_{\infty}} \prod_{\substack{\geqq i j j \leq n-1 \\
i, j \neq l}}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{\substack{i=1}}^{\prod_{\substack{j=1 \\
j \neq l}}^{n-1} \frac{\left[a_{i} z_{j} / z_{i}\right]_{y_{j}}}{\left[b_{i} z_{j} / z_{i}\right]_{y_{j}}},}
\end{align*}
$$

where we assume that $a_{i} z_{j} / z_{i} \neq q^{k}$ for $1 \leqq i \leqq n, l \leqq j \leqq n$, and $q^{-1} b_{i} z_{j} / z_{i} \neq q^{-k}$ for $1 \leqq i, j \leqq n$, where $k$ is a positive integer. We also assume that $y_{1}, \cdots, y_{l-1}$ are nonnegative integers and $y_{l+1}, \cdots, y_{n-1}$ are integers and

$$
\begin{equation*}
\operatorname{suq}^{\sum_{i=1, i \neq 1}^{n-1} y_{i}}=z_{n} z_{l} . \tag{4.2}
\end{equation*}
$$

As in § 3 we consider the contour integral, for $1 \leqq l \leqq n-1,(-1 / 2 \pi i) \int_{C} k_{l}(s ; y) d s$, where $C=C_{1}(w)+C_{2}(w)$, for $w>0$, and $C_{1}(w)$ is the circle of radius $w^{-1}$ traversed in the clockwise direction and $C_{2}(w)$ is the circle of radius $w$ traversed in the counterclockwise direction. We will let $w \rightarrow \infty$ through values $w_{0}, w_{0}|q|^{-1}, w_{0}|q|^{-2}, \cdots$, where $w_{0}$ is chosen so that the contours $C_{1}(w)+C_{2}(w)$ avoid the poles of $k_{l}(s ; y)$ for all $y_{1}, \cdots, y_{l-1} \geqq 0$; and $y_{l+1}, \cdots, y_{n} \in \mathbb{Z}$. If for $a, z \in \mathbb{C}$ we define $\sigma(a, z)=[a / z]_{\infty}[q z / a]_{\infty}$, then

$$
\begin{equation*}
\sigma(a, q z)=-(a / q z) \sigma(a, z) \tag{4.3}
\end{equation*}
$$

From identity (4.3) one shows that for fixed $y_{1}, \cdots, y_{l-1}, y_{l+1}, \cdots, y_{n-1}$, we have

$$
\begin{equation*}
\left|k_{l}(s ; y)\right|=O\left(\left|q^{(2-n)|k|} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|\right) \tag{4.4}
\end{equation*}
$$

for $|q|^{k} \geqq|s|>|q|^{k+1}$ as $k \rightarrow \infty$ or $k \rightarrow-\infty$. It follows that if $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$, then

$$
\begin{equation*}
\lim _{w \rightarrow \infty}-\frac{1}{2 \pi i} \int_{C} k_{l}(s ; y) d s=0 \tag{4.5}
\end{equation*}
$$

Proof of Theorem 1.15. The proof of the absolute convergence for $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$ of the series (1.16) is similar to the proof of Lemma 3.19 and will be given in Lemma 4.22.

As in the proof of Theorem 1.13, we make the induction hypothesis that $b_{i}=q$ for $1 \leqq i \leqq l-1$. This reduces the summation in (1.16) to $y_{1}, \cdots, y_{l-1} \geqq 0$ and $y_{l}, \cdots, y_{n} \in \mathbb{Z}$. The other terms vanish. Also, we shall multiply both sides of identity (1.16) by $\prod_{1 \leqq i<j \leqq n}\left(z_{i}-z_{j}\right)$. We are reduced to proving

$$
\begin{align*}
& \sum_{\substack{y_{1}, \cdots, y_{1-1}=0 \\
y_{1}+\cdots+y_{n}=0}}^{\infty} \sum_{\substack{y_{l}, \cdots, y_{n}=-\infty}}^{\infty} \prod_{1 \leqq i<j \leqq n}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{j} / z_{i}\right]_{y_{j}}}{\left[b_{i} z_{j} / z_{i}\right]_{y_{j}}} \\
& =\frac{[q]_{\infty}^{n-1} \prod_{i=1}^{n} z_{i}^{n-1} \prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty}}{\prod_{i, k=1}^{n}\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}}  \tag{4.6}\\
& \quad \cdot \prod_{1 \leqq i<j \leqq n}\left[q z_{i} / z_{j}\right]_{\infty}\left[z_{j} / z_{i}\right]_{\infty} \frac{\left[q / \prod_{i=1}^{n} a_{i}\right]\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{\infty}}{\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty}} .
\end{align*}
$$

For $l=n$, identity (4.6) is an immediate consequence of Theorem 1.44 of [19]. Now suppose (4.6) is true for all $l$ satisfying $n \geqq l>t$, where $t$ is an integer, $1 \leqq t \leqq n$. We shall then prove (4.6) for $l=t$.

As in § 3 we consider the residue of the integral

$$
\frac{-1}{2 \pi i} \int_{C} k_{l}(s ; y) d s \text { at } s=z_{m} q^{y_{l}+1} b_{m}^{-1},
$$

for $1 \leqq m \leqq n$ and $y_{l} \geqq 0$, and sum over $y_{1}, \cdots, y_{l} \geqq 0$ and $y_{l+1}, \cdots, y_{n} \in \mathbb{Z}$, where
$y_{1}+\cdots+y_{n}=0$. Abbreviating $q b_{i}^{-1} z_{i}=c_{i}$ and $b_{i} q^{-1} z_{i}^{-1} z_{l} z_{n}=d_{i}$, for $1 \leqq i \leqq n$, we obtain

$$
\begin{gathered}
R_{m}=\frac{(-1)^{n-l-1}\left[z_{n} z_{l} / c_{m}\right]_{\infty}\left[q c_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}\left[z_{n} z_{l} / d_{m}\right]_{\infty}\left[q d_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}}{[q]_{\infty}\left[z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{l}\right]_{\infty}\left[z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{l}\right]_{\infty}} \\
\cdot \prod_{i=1}^{n} \frac{\left[q z_{i} /\left(a_{i} c_{m}\right)\right]_{\infty}\left[q z_{i} /\left(a_{i} d_{m}\right)\right]_{\infty}}{\left[c_{i} / d_{m}\right]_{\infty}} \frac{1}{\substack{i=1 \\
i \neq m}} \frac{1}{\left[c_{i} / c_{m}\right]_{\infty}}
\end{gathered}
$$

$$
\begin{align*}
& \cdot \sum_{\substack{y_{1}, \cdots, y_{l}=0 \\
y_{1}+\cdots+y_{n}, \cdots, y_{n}=0}}^{\infty} \sum_{\substack{y_{n}=-\infty}}^{\infty} c_{m} q^{y_{l}} \prod_{\substack{1 \leqq i<j \leq n-1 \\
i, j \neq l}}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right)  \tag{4.7}\\
& \cdot \prod_{\substack{i=1 \\
i \neq l}}^{n-1}\left[\left(z_{i} q^{y_{i}}-c_{m} q^{y_{l}}\right)\left(z_{i} q^{y_{i}}-d_{m} q^{y_{n}}\right)\right] \\
& \cdot \prod_{i=1}^{n} \prod_{\substack{j=1 \\
j \neq l}}^{n-1}\left[a_{i} z_{j} / z_{i}\right]_{y_{j}} \\
& {\left[b_{i} z_{j} / z_{i}\right]_{y_{j}}} \\
& \prod_{i=1}^{n} \frac{\left[a_{i} c_{m} / z_{i}\right]_{y_{l}}\left[a_{i} d_{m} / z_{i}\right]_{y_{n}}}{\left[b_{i} c_{m} / z_{i}\right]_{y_{l}}\left[b_{i} d_{m} / z_{i}\right]_{y_{n}}}
\end{align*}
$$

Under the condition $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$, it follows as in Lemma 4.22 below that $R_{m}$ is absolutely convergent.

If we consider the residue of $(-1 / 2 \pi i) \int_{C} k_{l}(s ; y) d s$ at $u=z_{m} q^{y_{l}+1} \cdot b_{m}^{-1}$, where $u$ satisfies (4.2), and sum over $y_{1}, \cdots, y_{l} \geqq 0$ and $y_{l+1}, \cdots, y_{n} \in \mathbb{Z}$ with $y_{1}+\cdots+y_{n}=0$, we obtain a similar series $\boldsymbol{R}_{m}^{\prime}$. The series $\boldsymbol{R}_{m}^{\prime}$ is also absolutely convergent under the condition $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$. We have

$$
\begin{aligned}
& R_{m}+R_{m}^{\prime}=\frac{(-1)^{n-l-1}\left[z_{n} z_{l} / c_{m}\right]_{\infty}\left[q c_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}\left[z_{n} z_{l} / d_{m}\right]_{\infty}\left[q d_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}}{[q]_{\infty}\left[z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{l}\right]_{\infty}\left[z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{l}\right]_{\infty}} \\
& \cdot \prod_{i=1}^{n} \frac{\left[q z_{i} /\left(a_{i} c_{m}\right)\right]_{\infty}\left[q z_{i} /\left(a_{i} d_{m}\right)\right]_{\infty}}{\left[c_{i} / d_{m}\right]_{\infty}} \prod_{\substack{i=1 \\
i \neq m}}^{n} \frac{1}{\left[c_{i} / c_{m}\right]_{\infty}} \\
& \cdot \sum_{\substack{y_{1}, \cdots, y_{l}=0 \\
y_{1}+\cdots+y_{n}=0}}^{\infty} \sum_{\substack{y_{n}=-\infty}}^{\infty}\left(c_{n} q^{y_{l}}-d_{m} q^{y_{n}}\right) \prod_{\substack{1 \leqslant i<j \leq n-1 \\
i, j \neq l}}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \\
& \cdot \prod_{\substack{i=1 \\
i \neq l}}^{n-1}\left[\left(z_{i} q^{y_{i}}-c_{m} q^{y_{l}}\right)\left(z_{i} q^{y_{i}}-d_{m} q^{y_{n}}\right)\right] \\
& \cdot \prod_{i=1}^{n} \prod_{\substack{j=1 \\
j \neq l}}^{n-1} \frac{\left[a_{i} z_{j} / z_{i}\right]_{y_{j}}}{\left[b_{i} z_{j} / z_{i}\right]_{y_{j}}} \prod_{i=1}^{n} \frac{\left[a_{i} c_{m} / z_{i}\right]_{y_{l}}\left[a_{i} d_{m} / z_{i}\right]_{y_{y_{n}}}}{\left[b_{i} c_{m} / z_{i}\right]_{y_{l}}\left[b_{i} d_{m} / z_{i}\right]_{y_{n}}}
\end{aligned}
$$

By a symmetry argument similar to that for identity (3.8) of § 3, one shows that

$$
R_{m}+R_{m}^{\prime}=0 \quad \text { for } 1 \leqq m \leqq l-1 .
$$

Now considering the residues of $(-1 / 2 \pi i) \int_{C} k_{l}(s ; y) d s$ at $s=z_{l} q^{y_{l}}$ and $u=z_{l} q^{y_{l}}$ for $y_{l} \in \mathbb{Z}$ and summing over $y_{1}, \cdots, y_{l-1} \geqq 0$ and $y_{l}, \cdots, y_{n} \in \mathbb{Z}$ with $z_{1}+\cdots+y_{n}=0$, we obtain

$$
\begin{align*}
& B_{l}= {\left[z_{n}\right]_{\infty}\left[q / z_{n}\right]_{\infty}\left[z_{l}\right]_{\infty}\left[q / z_{l}\right]_{\infty} } \\
& {[q]_{\infty}^{2}\left[z_{l} / z_{n}\right]_{\infty}\left[q z_{n} / z_{l}\right]_{\infty} } \prod_{i=1}^{n} \frac{\left.\left[q a_{i}^{-1} z_{i} z_{l}^{-1}\right]_{\infty}\left[q a_{i}^{-1} z_{i}\right]_{n}^{-1}\right]_{\infty}}{\left[c_{i} z_{l}^{-1}\right]_{\infty}\left[c_{i} z_{n}^{-1}\right]_{\infty}}  \tag{4.10}\\
& \cdot \sum_{\substack{y_{1}, \cdots, y_{l-1}=0 \\
y_{1}+\cdots+y_{n}=0, \cdots, y_{n}=-\infty}}^{\infty} \sum_{\substack{\infty}}^{\infty} \prod_{1 \leqq i<j \leqq n}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{i, j=1}^{n} \frac{\left[a_{i} z_{j} / z_{i}\right]_{y_{j}}}{\left[b_{i} z_{j} / z_{i}\right]_{y_{j}}} .
\end{align*}
$$

$B_{l}$ is absolutely convergent under the condition $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$.

As in §3, the fact that the series $B_{l}$ and $R_{m}, R_{m}^{\prime}$ for $1 \leqq m \leqq n$ are absolutely convergent and that $\lim _{w \rightarrow \infty}(-1 / 2 \pi i) \int_{C} k_{l}(s ; y) d s=0$ imply that

$$
\begin{equation*}
\sum_{y_{1}, \cdots, y_{l-1} \geqq 0} \sum_{y_{l+1}, \cdots, y_{n-1}=-\infty}^{\infty} \lim _{w \rightarrow \infty} \frac{-1}{2 \pi i} \int_{C} k_{l}(s ; y) d s=B_{l}+\sum_{m=1}^{n}\left(R_{m}+R_{m}^{\prime}\right)=0 . \tag{4.11}
\end{equation*}
$$

By the induction hypothesis $R_{m}+R_{m}^{\prime}$ for $l \leqq m \leqq n$ can be summed by (4.6):

$$
R_{m}+R_{m}^{\prime}=\frac{[q]_{\infty}^{n-2}\left[z_{n} z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{n} z_{l}\right]_{\infty}}{\left[z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{l}\right]_{\infty}}\left(c_{m}\right)^{n-l}
$$

$$
\begin{align*}
& \cdot \frac{\left[z_{n} z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{n} z_{l}\right]_{\infty}}{\left[z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{l}\right]_{\infty}} \prod_{i=1}^{n} \frac{\left[q z_{i} / a_{i} c_{m}\right]_{\infty}\left[q z_{i} / a_{i} d_{m}\right]_{\infty}}{\left[c_{i} / d_{m}\right]_{\infty}} \\
& \cdot \prod_{\substack{i=1 \\
i \neq m}}^{n} \frac{1}{\left[c_{i} / c_{m}\right]_{\infty}} \prod_{i=1}^{n-1} z_{i}^{n-1} \prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty} \tag{4.12}
\end{align*}
$$

$$
\begin{aligned}
& \cdot \frac{\prod_{1 \leqq i<j \leqq n-1, i, j \neq l}^{n}\left[q z_{i} / z_{j}\right]_{\infty}\left[z_{j} / z_{i}\right]_{\infty}}{\left.\prod_{i, k=1, k \neq l, n}^{n}\left[q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}} \\
& \cdot \frac{\prod_{i=1}^{l-1}\left[q z_{i} / c_{m}\right]_{\infty}\left[c_{m} / z_{i}\right]_{\infty} \prod_{j=l+1}^{n-1}\left[q c_{m} / z_{j}\right]_{\infty}\left[z_{j} / c_{m}\right]_{\infty}}{\prod_{i=1}^{n}\left[q z_{i} /\left(a_{i} c_{m}\right)\right]_{\infty}\left[q z_{i} /\left(a_{i} d_{m}\right)\right]_{\infty}\left[b_{i} c_{m} / z_{i}\right]_{\infty}\left[b_{i} d_{m} / z_{i}\right]_{\infty}} \\
& \cdot \frac{\prod_{i=1, i \neq 1}^{n-1}\left[q z_{i} / d_{m}\right]_{\infty}\left[d_{m} / z_{i}\right]_{\infty} \cdot\left[q / \prod_{i=1} a_{i}\right]_{\infty}\left[q^{1-n} \prod_{i=1} b_{i}\right]_{\infty}}{\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty}}
\end{aligned}
$$

$\cdot\left[q c_{m} / d_{m}\right]_{\infty}\left[d_{m} / c_{m}\right]_{\infty}$

$$
=c_{m}^{n-l}\left(-d_{m} / c_{m}\right)\left(z_{n} z_{l}\right)^{l-1} \prod_{i=1}^{l-1} z_{i}^{-2} \prod_{i=1}^{n-1} z_{i}^{n-i}
$$

$$
\cdot \frac{\prod_{j=l+1}^{n-1}\left[q c_{m} / z_{j}\right]_{\infty}\left[z_{j} / c_{m}\right]_{\infty}\left[q z_{j} / d_{m}\right]_{\infty}\left[d_{m} / z_{j}\right]_{\infty}}{\prod_{i=l, i \neq m}^{n}\left[c_{i} / c_{m}\right]_{\infty}\left[q c_{m} / c_{i}\right]_{\infty}\left[c_{i} / d_{m}\right]_{\infty}\left[q d_{m} / c_{i}\right]_{\infty}}
$$

$$
\begin{equation*}
\frac{\left[z_{n} z_{l} / c_{m}\right]_{\infty}\left[q c_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}\left[z_{n} z_{l} / d_{m}\right]_{\infty}\left[q d_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}}{\left[z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{l}\right]_{\infty}\left[z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{l}\right]_{\infty}} \tag{4.13}
\end{equation*}
$$

$$
\begin{aligned}
& \cdot \prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty} \prod_{1 \leqq i<j \leq n-1, i, j \neq l}\left[q z_{i} / z_{j}\right]_{\infty}\left[z_{j} / z_{i}\right]_{\infty} \\
& {\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty} \prod_{i=1}^{n} \prod_{k=1, k \neq l}^{n-1}\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}} \\
& \cdot\left[q / \prod_{i=1} a_{i}\right]_{\infty}\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{\infty}[q]_{\infty}^{n-3} .
\end{aligned}
$$

The following lemma will be used to compute the sum $\sum_{m=l}^{n}\left(R_{m}+R_{m}^{\prime}\right)$.

Lemma 4.14. Assume that $c_{i}, d_{i}, z_{i} \in \mathbb{C}, l \leqq i \leqq n$, are defined as above and define

$$
\begin{align*}
E_{m}=c_{m}^{n-l}\left(\frac{-d_{m}}{c_{m}}\right) \frac{\prod_{j=l+1}^{n-1}\left[q c_{m} / z_{j}\right]_{\infty}\left[z_{j} / c_{m}\right]_{\infty}\left[q z_{j} / d_{m}\right]_{\infty}\left[d_{m} / z_{j}\right]_{\infty}}{\prod_{i=l, i \neq m}^{n}\left[c_{i} / c_{m}\right]_{\infty}\left[q c_{m} / c_{i}\right]_{\infty}\left[c_{i} / d_{m}\right]_{\infty}\left[q d_{m} / c_{i}\right]_{\infty}}  \tag{4.15a}\\
\cdot \frac{\left[z_{n} z_{l} / c_{m}\right]_{\infty}\left[q c_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}\left[z_{n} z_{l} / d_{m}\right]_{\infty}\left[q d_{m} /\left(z_{n} z_{l}\right)\right]_{\infty}}{\left[z_{l} / c_{m}\right]_{\infty}\left[q c_{m} / z_{l}\right]_{\infty}\left[z_{l} / d_{m}\right]_{\infty}\left[q d_{m} / z_{l}\right]_{\infty}}
\end{align*}
$$

for $l \leqq m \leqq n$, and

$$
\begin{gather*}
E_{n+1}=\left(z_{l}\right)^{n-1}\left(\frac{-z_{n}}{z_{l}}\right) \frac{\prod_{j=l+1}^{n-1}\left[q z_{l} / z_{j}\right]_{\infty}\left[z_{j} / z_{l}\right]_{\infty}\left[q z_{j} / z_{n}\right]_{\infty}\left[z_{n} / z_{j}\right]_{\infty}}{\prod_{i=1}^{n}\left[c_{i} / z_{l}\right]_{\infty}\left[q z_{l} / c_{i}\right]_{\infty}\left[c_{i} / z_{n}\right]_{\infty}\left[q z_{n} / c_{i}\right]_{\infty}} \\
\cdot\left[z_{n}\right]_{\infty}\left[q / z_{n}\right]_{\infty}\left[z_{l}\right]_{\infty}\left[q / z_{l}\right]_{\infty} . \tag{4.15b}
\end{gather*}
$$

Then

$$
\begin{equation*}
E=\sum_{m=l}^{n+1} E_{m}=0, \tag{4.16}
\end{equation*}
$$

where it is assumed that the denominators of the $E_{m}, l \leqq m \leqq n+1$, do not vanish.
Proof. Consider $E$ and $E_{m}, l \leqq m \leqq n+1$, as functions of the variables $c_{l}, \cdots, c_{n}$, $z_{l}, \cdots, z_{n} \in \mathbb{C}^{*}$ (where $\mathbb{C}^{*}=\mathbb{C}-\{0\}$ ). Observe that for $l \leqq s \leqq n$ and $l \leqq m \leqq n+1$, we have

$$
\begin{align*}
& E_{m}\left(c_{l}, \cdots, c_{s-1}, q c_{s}, c_{s+1}, \cdots, c_{n}, z_{l}, \cdots, z_{n}\right)  \tag{4.17}\\
&=\left(\frac{c_{s}}{d_{s}}\right) E_{m}\left(c_{l}, \cdots, c_{s-1}, c_{s}, c_{s+1}, \cdots, z_{n}\right) .
\end{align*}
$$

We first show that $E\left(c_{l}, \cdots, c_{n}, z_{l}, \cdots, z_{n}\right)$ is holomorphic in the region $\left(\mathbb{C}^{*}\right)^{2(n-l+1)}$. The possible poles of $E$ occur when $c_{s}=q^{k} c_{t}, c_{s}=q^{k} d_{t}, c_{s}=q^{k} z_{l}$ or $c_{s}=q^{k} z_{n}$ for $l \leqq s, t \leqq n, s \neq t$, and $k$ an integer. It follows from (4.17) that if suffices to show that $E$ has no poles for $k=0$.

One now verifies that for $l \leqq s, t \leqq n$ and $s \neq t$, we have $\lim _{c_{s} \rightarrow c_{t}}\left(E_{s}+E_{t}\right)$ and $\lim _{c_{s} \rightarrow d_{t}}\left(E_{s}+E_{t}\right)$ exist and are finite. Since $E_{m}$ for $l \leqq m \leqq n+1$ and $m \neq s, t$ is continuous as $c_{s} \rightarrow c_{t}$ and $c_{s} \rightarrow d_{t}$, it follows that $E$ has no pole at $c_{s}=c_{t}$ or at $c_{s}=d_{t}$. Similarly for $l \leqq s \leqq n$ we verify that $\lim _{c_{s} \rightarrow z_{l}}\left(E_{s}+E_{n+1}\right)$ exist and are finite, while $E_{m}$ is continuous as $c_{s} \rightarrow z_{l}$ and $c_{s} \rightarrow z_{n}$ for $l \leqq m \leqq n$ and $m \neq s$. Hence $E$ has no pole at $c_{s}=z_{l}$ or at $c_{s}=z_{n}$ and $E\left(c_{l}, \cdots, z_{n}\right)$ is holomorphic in the region $\left(\mathbb{C}^{*}\right)^{2(n-l+1)}$.

Now choose an integer $s, l \leqq s \leqq n$, and fix the variables $c_{l}, \cdots, c_{s-1}, c_{s+1}, \cdots, c_{n}$, $z_{l}, \cdots, z_{n} \in \mathbb{C}^{*}$. Let

$$
\begin{equation*}
M=\max _{|q| \leqq\left|c_{s}\right| \leqq 1}\left|E\left(c_{l}, \cdots, c_{n}, z_{l}, \cdots, z_{n}\right)\right| . \tag{4.18}
\end{equation*}
$$

An application of identity (4.17) yields

$$
\begin{align*}
& E\left(c_{l}, \cdots, c_{s-1} q^{k} c_{s}, c_{s+1}, \cdots, c_{n}, z_{l}, \cdots, z_{n}\right) \\
& \quad=q^{k(k-1)}\left(\frac{c_{s}}{d_{s}}\right)^{k} E\left(c_{l}, \cdots, c_{s-1}, c_{s}, c_{s+1}, \cdots, z_{n}\right) \tag{4.19}
\end{align*}
$$

where $k$ is an integer. By the maximum principle for holomorphic functions (in the variable $c_{s}$ ), we find

$$
\begin{equation*}
\max _{|q|^{h+1} \leqq\left|c_{s}\right| \leqq|q|^{-j}}\left|E\left(c_{l}, \cdots, z_{n}\right)\right| \leqq M \max \left(|q|^{h(h-1)}\left|z_{n} z_{l}\right|^{-h},|q|^{j(j+1)}\left|z_{n} z_{l}\right|^{j}\right), \tag{4.20}
\end{equation*}
$$

where $j$ and $h$ are nonnegative integers. It follows that for fixed ( $c_{l}, \cdots, c_{s-1}$, $c_{s+1}, \cdots, c_{n}, z_{l}, \cdots, z_{n}$ ) we have $\lim _{c_{s} \rightarrow 0} E=0$ and $\lim _{c_{s} \rightarrow \infty} E=0$. Hence by the maximum principle $E$ must be identically 0 . This completes the proof of Lemma 4.14.

Putting together expressions (4.11), (4.13), and (4.16), we obtain

$$
\begin{align*}
-\sum_{m=l}^{n}\left(R_{m}+R_{m}^{\prime}\right)=B_{l}= & \frac{-z_{n}}{z_{l}} \prod_{i=1}^{n-1} z_{i}^{n-1} \prod_{i=1}^{l-1}\left(\frac{z_{n} z_{l}}{z_{i}^{2}}\right)[q]_{\infty}^{n-3} \\
& \cdot \frac{\prod_{j=l+1}^{n-1}\left[q z_{l} / z_{j}\right]_{\infty}\left[z_{j} / z_{l}\right]_{\infty}\left[q z_{j} / z_{n}\right]_{\infty}\left[z_{n} / z_{j}\right]_{\infty}}{\prod_{i=l}^{n}\left[c_{i} / z_{l}\right]_{\infty}\left[q z_{l} / c_{i}\right]_{\infty}\left[c_{i} / z_{n}\right]_{\infty}\left[q z_{n} / c_{i}\right]_{\infty}}  \tag{4.21}\\
& =\prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty} \prod_{1 \leqq i<j \leqq n-1, i, j \neq l}\left[q z_{i} / z_{j}\right]_{\infty}\left[z_{j} / z_{i}\right]_{\infty} \\
& \cdot\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty} \prod_{i=1}^{n} \prod_{k=1, k \neq l}^{n-1}\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty} \\
& \cdot\left[z_{n}\right]_{\infty}\left[q / z_{n}\right]_{\infty}\left[z_{l}\right]_{\infty}\left[q / z_{l}\right]_{\infty}\left[q / \prod_{i=1}^{n} a_{i}\right]_{\infty}\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{\infty} .
\end{align*}
$$

Equating expressions (4.10) and (4.21) for $B_{l}$, we obtain after a little algebra identity (4.6). Theorem 1.15 now follows by induction once we prove the previously promised Lemma 4.22 for the absolute convergence of the series (4.6).

Lemma 4.22. With assumptions as in Theorem 1.15, the series

$$
\begin{equation*}
\sum_{\substack{y_{1}, \ldots, y_{n}=-\infty \\ y_{1}+\cdots+y_{n}=0}}^{\infty} \prod_{1 \leqq i<j \leqq n}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{k} / z_{i}\right]_{y_{k}}}{\left[b_{i} z_{k} / z_{i}\right]_{y_{k}}} \tag{4.23}
\end{equation*}
$$

converges absolutely whenever $\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<1$.
Proof. The proof is similar to that of Lemma 3.19 with some modification. We write

$$
\begin{align*}
& \prod_{1 \leqq i<j \leqq n}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{k} / z_{i}\right]_{y_{k}}}{\left[b_{i} z_{k} / z_{i}\right]_{y_{k}}}  \tag{4.24}\\
& \quad=\sum_{\sigma \in S_{n}} \varepsilon(\sigma) \prod_{k=1}^{n}\left(z_{\sigma(k)} q^{\left.y_{\sigma(k)}\right)^{n-k}} \prod_{i=1}^{n} \frac{\left[a_{i} z_{\sigma(k)} / z_{i}\right]_{y_{\sigma(k)}}}{\left[b_{i} z_{\sigma(k)} / z_{i}\right]_{y_{\sigma(k)}}}\right.
\end{align*}
$$

We have

$$
\begin{equation*}
\lim _{y_{\sigma(n)} \rightarrow \infty}\left|\prod_{i=1}^{n} \frac{\left[a_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}{\left[b_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}\right|=\prod_{i=1}^{n}\left|\frac{\left[a_{i} z_{\sigma(n)} / z_{i}\right]_{\infty}}{\left[b_{i} z_{\sigma(n)} / z_{i}\right]_{\infty}}\right| \tag{4.25a}
\end{equation*}
$$

and
(4.25b) $\lim _{y_{\sigma(n) \rightarrow-\infty}}\left|\prod_{i=1}^{n} \frac{\left[a_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}{\left[b_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}\right|=\lim _{y_{\sigma(n) \rightarrow} \rightarrow-\infty} \prod_{i=1}^{n}\left|\frac{b_{i}}{a_{i}}\right|^{-y_{\sigma(n)}}\left|\frac{\left[q z_{i} /\left(b_{i} z_{\sigma(n)}\right)\right]_{-y_{\sigma(n)}}}{\left[q z_{i} /\left(a_{i} z_{\sigma(n)}\right)\right]_{-y_{\sigma(n)}}}\right|=0$,
since $\left|\prod_{i=1}\left(b_{i} / a_{i}\right)\right|<|q|^{n-1}$. Hence

$$
\begin{equation*}
\left|\prod_{i=1}^{n} \frac{\left[a_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}{\left[b_{i} z_{\sigma(n)} / z_{i}\right]_{y_{\sigma(n)}}}\right| \leqq M \tag{4.26}
\end{equation*}
$$

for some constant $M>0$ independent of $y_{\sigma(n)}$. It follows that the series (4.24) converges absolutely whenever the following series converges:

$$
\begin{equation*}
\sum_{\sigma \in S_{n}} M \prod_{i=1}^{n-1}\left[\sum_{y_{\sigma(n)}=-\infty}^{\infty} \left\lvert\,\left[\left(\left.z_{\sigma(k)} q^{\left.y_{\sigma(k)}\right)^{n-k}} \prod_{i=1}^{n} \frac{\left[a_{i} z_{\sigma(k)} / z_{i}\right]_{y_{\sigma(k)}}}{\left[b_{i} z_{\sigma(k)} / z_{i}\right]_{y_{\sigma(k)}}} \right\rvert\,\right] .\right.\right.\right. \tag{4.27}
\end{equation*}
$$

Since $\left|\prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<|q|^{n-1}$, then each interior series for $k=1, \cdots, n-1$ converges absolutely by an application of the ratio test to the sums for $y_{\sigma(k)} \geqq 0$ and $y_{\sigma(k)}<0$. Q.E.D.

## 5. A generalization of the ${ }_{1} \Psi_{1}$ summation theorem.

Proof of Theorem 1.17. The notation and assumptions below are as in the statement of Theorem 1.17.

First, by an argument virtually identical to that of Lemma 2.5 of [18], it follows that the series (1.18) converges for

$$
\left|q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right|<|t|<1
$$

We rewrite the series in (1.18) as

$$
\begin{equation*}
\prod_{1 \leqq i<j \leqq n}\left(z_{i}-z_{j}\right)^{-1} \sum_{M=-\infty}^{\infty} t^{M} \sum_{\substack{y_{1}, \cdots, y_{n}=-\infty \\ y_{1}, \cdots, y_{n}=M}}^{\infty} \prod_{1 \leq i<j \leqq n}\left(z_{i} q^{y_{i}}-z_{j} q^{y_{j}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i} z_{k} / z_{i}\right]_{y_{k}}}{\left[b_{i} z_{k} / z_{i}\right]_{y_{k}}} . \tag{5.1}
\end{equation*}
$$

Set $y_{1}^{\prime}=y_{1}-M, z_{1}^{\prime}=z_{1} q^{M}, a_{1}^{\prime}=a_{1} q^{M}, b_{1}^{\prime}=b_{1} q^{M}$, and $y_{l}^{\prime}=y_{l}, z_{l}^{\prime}=z_{l}, a_{l}^{\prime}=a_{l}, b_{l}^{\prime}=b_{l}$ for $2 \leqq l \leqq n$. Then expression (5.1) becomes

$$
\begin{align*}
= & \prod_{1 \leqq i<j \leqq n}\left(z_{i}-z_{j}\right)^{-1} \\
& \cdot \sum_{M=-\infty}^{\infty}\left\{t^{M} \prod_{i=1}^{n} \frac{\left[a_{i} z_{1} / z_{i}\right]_{M}}{\left[b_{i} z_{1} / z_{i}\right]_{M}}\right.  \tag{5.2}\\
& \left.\cdot \sum_{\substack{y_{i}^{\prime}, \ldots, y_{n}^{\prime}=-\infty \\
y_{i}+\cdots+y_{n}^{\prime}=0}}^{\infty} \prod_{1<i<j \leqq n}\left(z_{i}^{\prime} q^{y_{i}^{\prime}}-z_{j}^{\prime} q^{y_{1}^{\prime}}\right) \prod_{i, k=1}^{n} \frac{\left[a_{i}^{\prime} z_{k}^{\prime} / z_{i}^{\prime}\right]_{y_{k}^{\prime}}}{\left[b_{i}^{\prime} z_{k}^{\prime} / z_{i}^{\prime}\right]_{y_{k}^{\prime}}}\right\} .
\end{align*}
$$

Applying Theorem 1.15 and some algebra we obtain

$$
\begin{gather*}
=\frac{[q]_{\infty}^{n-1} \prod_{i, k=1}^{n}\left[\left(b_{i} z_{k}\right) /\left(a_{k} z_{i}\right)\right]_{\infty} \prod_{1<i<j \leq n}\left[q z_{i} / z_{j}\right]_{\infty}\left[q z_{j} / z_{i}\right]_{\infty}}{\left[q^{1-n} \prod_{i=1}^{n}\left(b_{i} / a_{i}\right)\right]_{\infty} \prod_{i, k=1}^{\infty}\left[\left(q z_{i}\right) /\left(a_{i} z_{k}\right)\right]_{\infty}\left[b_{i} z_{k} / z_{i}\right]_{\infty}} \\
\cdot\left[q / \prod_{i=1}^{n} a_{i}\right]_{\infty}\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{\infty} \sum_{M=-\infty}^{\infty} \frac{\left[\prod_{i=1}^{n} a_{i}\right]_{M}}{\left[q^{1-n} \prod_{i=1}^{n} b_{i}\right]_{M}} t^{M} . \tag{5.3}
\end{gather*}
$$

Identity (1.18) and Theorem 1.17 now follow by an application of the classical ${ }_{1} \Psi_{1}$ summation theorem (1.9). Q.E.D.
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# ASYMPTOTIC BEHAVIOUR OF THE COEFFICIENTS OF SOME SEQUENCES OF POLYNOMIALS* 
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#### Abstract

The asymptotic behaviour of the Taylor coefficients of a sequence of polynomials $\left\{p_{n}(x)\right.$; $n=1,2,3, \cdots\}$ is given under the conditions that all the zeros are negative and that the limit $p_{n}(x)^{1 / n}(n \rightarrow \infty)$ exists for $x>0$. The result is then applied to orthogonal polynomials and to the iterations of a polynomial.
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1. Introduction. Suppose we are given a sequence of monic polynomials $\left\{p_{n}(x)=\right.$ $\left.x^{n}+\cdots ; n=1,2,3, \cdots\right\}$. Let us denote its Taylor series around $x=0$ by

$$
\begin{equation*}
p_{n}(x)=\sum_{j=0}^{n} a_{j, n} x^{n-j} \quad\left(a_{0, n}=1\right) \tag{1}
\end{equation*}
$$

and its zeros by $\left\{x_{j, n}, j=1,2, \cdots, n\right\}$. The Taylor coefficients and the zeros are related by the elementary symmetric relations of Viète

$$
a_{j, n}=\frac{(-1)^{j}}{j!} \sum_{\alpha_{1} \neq \alpha_{2} \neq \cdots \neq \alpha_{j}} x_{\alpha_{1}, n} x_{\alpha_{2}, n} \cdots x_{\alpha_{j}, n},
$$

and if we suppose that all the zeros of $p_{n}$ are negative then

$$
\begin{align*}
a_{j, n} & =\frac{1}{j!} \sum_{\alpha_{1} \neq \alpha_{2} \neq \cdots \neq \alpha_{j}}\left|x_{\alpha_{1}, n} x_{\alpha_{2}, n} \cdots x_{\alpha_{j}, n}\right| \\
& =\sum_{\alpha_{1}<\alpha_{2}<\cdots<\alpha_{j}}\left|x_{\alpha_{1}, n} x_{\alpha_{2}, n} \cdots x_{\alpha_{j}, n}\right| \tag{2}
\end{align*}
$$

from which we easily deduce the positivity of the coefficients $\left\{a_{j, n}, j=0,1,2, \cdots, n\right\}$.
If one knows the asymptotic behaviour of the polynomials $p_{n}$ when $n$ increases to infinity, then a natural question is to ask for the asymptotic behaviour of its Taylor coefficients $a_{j, n}$ for increasing $n$. To cover as many limits as possible we let $j$ tend to infinity together with $n$ in such a way that $j / n \rightarrow d \in(0,1)$. This question is analogous to a problem in physics when one wants to obtain the free energy per unit volume of an infinite system from the grand partition function [7]. In particular the analysis of the thermodynamic limit of the famous Bardeen-Cooper-Schrieffer superconductivity state was studied in [5], [6] using standard techniques in statistical mechanics. The general mathematical problem of "dense sums" (like $a_{j, n}$ when $j$ and $n$ tend to infinity) was investigated in [5]. Let us define the distribution of the zeros by the following:

$$
\begin{equation*}
F_{n}(t)=\frac{1}{n}\left\{\text { number of zeros of } p_{n} \text { in }(-\infty, t]\right\} \tag{3}
\end{equation*}
$$

[^134]then $F_{n}$ makes a jump of size $k / n$ at a zero $x_{j, n}$ of multiplicity $k$. From now on we suppose that all the zeros are in $(-A,-B](0<B<A)$ so that $F_{n}$ is an increasing function with $F_{n}(-A)=0$ and $F_{n}(-B)=1$ (later on we will allow $B$ to go to zero). We will devote all our attention to those sequences of polynomials for which the sequence $\left\{F_{n}, n=1,2, \cdots\right\}$ converges weakly to a distribution function $F$, i.e.,
$$
\int_{-A}^{-B} f(t) d F_{n}(t) \rightarrow \int_{-A}^{-B} f(t) d F(t) \quad(n \rightarrow \infty)
$$
for every (bounded and) continuous function $f$ on $[-A,-B]$. Since
$$
\frac{1}{n} \log p_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} \log \left(x-x_{j, n}\right), \quad x>0
$$
it follows that
\[

$$
\begin{equation*}
\frac{1}{n} \log p_{n}(x) \rightarrow \int_{-A}^{-B} \log (x-y) d F(y), \quad x>0 \tag{4}
\end{equation*}
$$

\]

and in fact (4) also implies the weak convergence of $F_{n}$ to $F$, so that this weak convergence is equivalent to the asymptotic behaviour

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{p_{n}(x)\right\}^{1 / n}=\exp \left\{\int_{-A}^{-B} \log (x-y) d F(y)\right\}, \quad x>0 . \tag{5}
\end{equation*}
$$

2. The main result. This paper is devoted to the proof of the following theorem.

Theorem 1. Let $\left\{p_{n}(x), n=1,2,3, \cdots\right\}$ be a sequence of polynomials for which all the zeros are in $[-A, 0],(0<A)$ and for which the distribution functions $F_{n}$ given in (3) converge weakly to a distribution function $F$ having no jump at zero. Then there exists a concave and differentiable function $g$ on $(0,1)$ such that

$$
\begin{align*}
& \frac{1}{n} \log a_{j, n} \rightarrow g(d),  \tag{6}\\
& \frac{a_{j, n}}{a_{j-1, n}} \rightarrow e^{g^{\prime}(d)}=f(d) \tag{7}
\end{align*}
$$

when $n \rightarrow \infty$ and $j / n \rightarrow d \in(0,1)$. The inverse function of $f$ is given by

$$
\begin{equation*}
f^{-1}(x)=-\int_{-A}^{0} \frac{y}{x-y} d F(y), \quad x>0 \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
g(d)=-(1-d) \log f(d)+\int_{-A}^{0} \log [f(d)-y] d F(y), \quad 0<d<1 \tag{9}
\end{equation*}
$$

We will prove this theorem using the techniques of [5], [6], [7]. The result is not true if one only assumes weak convergence. The condition that the zeros are negative is needed to make all the $a_{j, n}$ positive. If $p_{n}(x)$ is an even polynomial then the coefficients of $x^{2 j+1}$ are zero and the left-hand side in (6) and (7) is not defined for many $j$ 's. Roughly speaking, the proof consists of two steps. In a first step we will show that the theorem holds for a special sequence of polynomials $\left\{q_{n}(x), n=1,2, \cdots\right\}$ satisfying the conditions. The second step consists in proving, by a perturbation argument, that
the theorem remains to be true for any sequence of polynomials satisfying the conditions. We start by assuming that all the zeros lie in $[-A,-B](0<B<A)$. The inverse $F^{-1}$ of the distribution function $F$ is defined as

$$
F^{-1}(y)=\inf \{x \in \mathbb{R} \mid F(x) \geqq y\}
$$

making $F^{-1}$ a left-continuous increasing function on ( 0,1$]$. Define

$$
\begin{equation*}
y_{j, n}=F^{-1}\left(\frac{j}{n}\right), \quad j=1,2, \cdots, n \tag{10}
\end{equation*}
$$

then every $y_{j, n}$ is negative and belongs to $(-A,-B]$. We will consider the sequence of polynomials $\left\{q_{n}(x), n=1,2,3, \cdots\right\}$ given by

$$
\begin{equation*}
q_{n}(x)=\prod_{j=1}^{n}\left(x-y_{j, n}\right)=\sum_{j=0}^{n} b_{j, n} x^{n-j} \quad\left(b_{0, n}=1\right) \tag{11}
\end{equation*}
$$

By construction we find that these polynomials satisfy the conditions of Theorem 1.
Lemma 2. Let $\left\{b_{j, n}, 0 \leqq j \leqq n, n=1,2,3, \cdots\right\}$ be given by (11), then

$$
\begin{equation*}
b_{k, n+m} \geqq \sum_{i+j=k} b_{i, n} b_{j, m} \tag{12}
\end{equation*}
$$

Proof. By (2) we have

$$
b_{k, n+m}=\frac{1}{k!} \sum_{\alpha_{1} \neq \alpha_{2} \neq \cdots \neq \alpha_{k}}\left|F^{-1}\left(\frac{\alpha_{1}}{n+m}\right) F^{-1}\left(\frac{\alpha_{2}}{n+m}\right) \cdots F^{-1}\left(\frac{\alpha_{k}}{n+m}\right)\right| .
$$

For every integer $\alpha$ there exist integers $\alpha^{\prime}$ and $\beta^{\prime}$ such that

$$
\frac{\alpha^{\prime}-1}{n} \leqq \frac{\alpha}{n+m}<\frac{\alpha^{\prime}}{n}, \quad \frac{\beta^{\prime}-1}{m} \leqq \frac{\alpha}{n+m}<\frac{\beta^{\prime}}{m} .
$$

Replace systematically every number $\alpha /(n+m)$ by $\alpha^{\prime} / n$ (when $\beta^{\prime} / m \geqq \alpha^{\prime} / n$ ) or by $\beta^{\prime} / m$ (when $\alpha^{\prime} / n>\beta^{\prime} / m$ ). This gives a one-to-one mapping from ( $1 /(n+m), 2 /(n+$ $m), \cdots,(n+m) /(n+m)$ ) to $(1 / n, 2 / n, \cdots, n / n, 1 / m, 2 / m, \cdots, m / m)$ and since $F^{-1}$ is an increasing and negative function we find that $\left|F^{-1}\right|$ is a decreasing function so that by grouping together all the terms that have $i$ members from $\{1 / n, 2 / n, \cdots, n / n\}$ and $k-i$ from $\{1 / m, 2 / m, \cdots, m / m\}$ we find that

$$
\begin{aligned}
b_{k, n+m} \geqq & \frac{1}{k!} \sum_{i=0}^{k}\binom{k}{i} \sum_{a_{i}^{\prime} \neq \alpha_{i}^{\prime} \neq \cdots \neq \alpha_{i}^{\prime}}\left|F^{-1}\left(\frac{\alpha_{1}^{\prime}}{n}\right) \cdots F^{-1}\left(\frac{\alpha_{i}^{\prime}}{n}\right)\right| \\
& \cdot \sum_{\beta_{i} \neq \cdots \neq \beta_{k-i}^{\prime}}\left|F^{-1}\left(\frac{\beta_{1}^{\prime}}{m}\right) \cdots F^{-1}\left(\frac{\beta_{k-i}^{\prime}}{m}\right)\right| \\
= & \sum_{i+j=k} \frac{1}{i!} \sum_{\alpha_{1}^{\prime} \neq \cdots \neq \alpha_{i}^{\prime}}\left|y_{\alpha_{1}^{\prime}, n} \cdots y_{\alpha_{i}^{\prime}, n}\right| \frac{1}{j!} \sum_{\beta_{1} \neq \cdots \neq \beta_{j}^{\prime}}\left|y_{\beta_{1}^{\prime}, m} \cdots y_{\beta_{j}^{\prime}, m}\right|
\end{aligned}
$$

from which we obtain (12).
Let us now introduce a sequence of continuous functions

$$
g(d, n)=\left\{\begin{array}{l}
\frac{1}{n} \log b_{j, n} \quad \text { if } d=\frac{j}{n} \quad(0 \leqq j \leqq n),  \tag{13}\\
\frac{1}{n} \log b_{j, n}+(n d-j)\left(\frac{1}{n} \log b_{j+1, n}-\frac{1}{n} \log b_{j, n}\right) \\
\quad \text { if } \frac{j}{n}<d<\frac{j}{n+1} \quad(0 \leqq j<n) .
\end{array}\right.
$$

These functions are bounded from below since every $\left|y_{j, n}\right| \geqq B$ so that

$$
\begin{aligned}
\inf _{0 \leqq d \leqq 1} g(d, n) & =\min _{0 \leqq j \leqq n} \frac{1}{n} \log b_{j, n} \\
& \geqq \min _{0 \leqq j \leqq n} \frac{1}{n} \log \binom{n}{j} B^{j} \\
& \geqq \frac{1}{n} \min _{0 \leqq j \leqq n}\left(\log \binom{n}{j}+j \log B\right) \\
& \geqq \frac{1}{n} \min _{0 \leqq j \leqq n} \log \binom{n}{j}+\frac{1}{n} \min _{0 \leqq j \leqq n} j \log B
\end{aligned}
$$

and because $\binom{n}{j} \geqq 1$, we then have

$$
\begin{equation*}
\inf _{0 \leqq d \leqq 1} g(d, n) \geqq \min (\log B, 0) . \tag{14}
\end{equation*}
$$

Lemma 3. The sequence of functions $\{g(d, n) ; n=1,2,3, \cdots, d \in[0,1]\}$ converges uniformly on every compact set of $(0,1)$ to a concave continuous function $g$.

Proof. First consider $d \in D_{\infty}=\left\{j / 2^{n} ; 0 \leqq j \leqq 2^{n}, n \in \mathbb{N}\right\}$, then there exists an $N \in \mathbb{N}$ so that $d \in D_{N}=\left\{j / 2^{N}, 0 \leqq j \leqq 2^{N}\right\}$, say $d=K 2^{-N}$. By Lemma $2\left(m=n=2^{M+N} ; k=\right.$ $K 2^{M+1}$ ) we have

$$
b_{K 2^{M+1}, 2^{M+N+1}} \geqq b_{K 2^{M}, 2^{M+N}}^{2}
$$

so that by taking logarithms, we obtain

$$
g\left(d, 2^{M+N+1}\right) \geqq g\left(d, 2^{M+N}\right) .
$$

The sequence $\left\{g\left(d, 2^{n}\right), n=N, N+1, \cdots\right\}$ with $d \in D_{N}$ is therefore increasing. We always have $\left|y_{j, n}\right| \leqq A$ so that

$$
\begin{aligned}
\sup _{0 \leqq d \leqq 1} g(d, n) & =\max _{0 \leqq j \leqq n} \frac{1}{n} \log b_{j, n} \\
& \leqq \max _{0 \leqq j \leqq n} \frac{1}{n} \log \binom{n}{j} A^{j} \\
& \leqq \frac{1}{n} \max _{0 \leqq j \leqq n} \log \binom{n}{j}+\frac{1}{n} \max _{0 \leqq j \leq n} j \log A .
\end{aligned}
$$

Now $\binom{n}{j} \leqq 2^{n}$ from which

$$
\sup _{0 \leqq d \leqq 1} g(d, n) \leqq \log 2+\max (0, \log A)
$$

so that the sequence $\{g(d, n) ; n=1,2,3, \cdots, d \in[0,1]\}$ is bounded from above. Together with (14) we may then conclude that there exists a function $g(d)$ on $D_{\infty}$ such that

$$
\lim _{n \rightarrow \infty} g\left(d, 2^{n}\right)=g(d), \quad d \in D_{\infty} .
$$

Take $d_{1}$ and $d_{2}$ in $D_{\infty}$, say $d_{1}=K_{1} 2^{-N}$ and $d_{2}=K_{2} 2^{-N}$, then by Lemma $2\left(n=m=2^{M+N}\right.$, $\left.k=\left(K_{1}+K_{2}\right) 2^{M}\right)$

$$
b_{\left(K_{1}+K_{2}\right) 2^{M}, 2^{M+N+1}} \geqq b_{K_{1} 2^{M}, 2^{M+N}} b_{K_{2} 2^{M}, 2^{M+N}}
$$

and by taking logarithms

$$
g\left(\frac{d_{1}+d_{2}}{2}, 2^{M+N+1}\right) \geqq \frac{1}{2} g\left(d_{1}, 2^{M+N}\right)+\frac{1}{2} g\left(d_{2}, 2^{M+N}\right) .
$$

Let $M$ go to infinity to obtain the important inequality

$$
\begin{equation*}
g\left(\frac{d_{1}+d_{2}}{2}\right) \geqq \frac{1}{2} g\left(d_{1}\right)+\frac{1}{2} g\left(d_{2}\right), \quad d_{1}, d_{2} \in D_{\infty} . \tag{15}
\end{equation*}
$$

Now $D_{\infty}$ is dense in [ 0,1 ], and by means of ( 15 ) and the boundedness of $g$ we therefore can extend $g$ to be a continuous concave function on ( 0,1 ) (see for example [8] or [13]), and since the functions $g(d, n)$ are all continuous we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(d, 2^{n}\right)=g(d), \quad 0<d<1 \tag{16}
\end{equation*}
$$

and this will hold uniformly on every compact subset of $(0,1)$ because the convergence is monotonic ([14, Thm. 7.13]).

In order to show that the whole sequence $\{g(d, n), n=1,2, \cdots\}$ converges to $g$ uniformly on every compact interval in $(0,1)$ we need some extra results. Denote by $d_{n}$ a number in $\{j / n ; j=0,1, \cdots, n\}$ such that $\left|d-d_{n}\right| \leqq 1 / n$. Since $g(d, n)$ is linear between any two numbers $1 / n \log b_{j, n}$ and $1 / n \log b_{j-1, n}$

$$
\begin{aligned}
\left|g\left(d_{n}, n\right)-g(d, n)\right| & \leqq \frac{1}{n} \max _{0<j \leq n}\left|\log b_{j, n}-\log b_{j-1, n}\right| \\
& =\frac{1}{n} \max _{0<j \leq n}\left|\log \frac{b_{j, n}}{b_{j-1, n}}\right| .
\end{aligned}
$$

We will see later (Lemma 5) that the sequence $\left\{b_{j, n} / b_{j-1, n} ; j=1,2, \cdots, n\right\}$ is decreasing, hence

$$
\left|\log \frac{b_{j, n}}{b_{j-1, n}}\right| \leqq \max \left(\left|\log \frac{b_{n, n}}{b_{n-1, n}}\right|,\left|\log b_{1, n}\right|\right)
$$

where

$$
\begin{aligned}
b_{1, n} & =\sum_{j=1}^{n}\left|y_{j, n}\right| \sim n \int_{-A}^{-B}|x| d F(x), \\
\frac{b_{n-1, n}}{b_{n, n}} & =\frac{\sum_{j=1}^{n}\left|y_{1, n} \cdots y_{j-1, n} y_{j+1, n} \cdots y_{n, n}\right|}{\left|y_{1, n} \cdots y_{n, n}\right|} \\
& =\sum_{j=1}^{n} \frac{1}{\left|y_{j, n}\right|} \sim n \int_{-A}^{-B} \frac{1}{|x|} d F(x) .
\end{aligned}
$$

This means that

$$
\sup _{0<d<1}\left|g\left(d_{n}, n\right)-g(d, n)\right|=O\left(\frac{\log n}{n}\right)
$$

If $K$ is a closed interval in $(0,1)$ and $\varepsilon>0$, then we can choose $N \in \mathbb{N}$ such that

$$
\sup _{d \in K}\left|g\left(d, 2^{k}\right)-g(d)\right|<\varepsilon, \quad k>N
$$

(which is possible because of the uniform convergence on $K$ ) and

$$
\sup _{d \in K}\left|g\left(d_{2^{k}}\right)-g(d)\right|<\varepsilon, \quad k>N
$$

(which can be done since $y$ is uniformly continuous on $K$ ). Then for $k>N$

$$
\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \leqq\left|g\left(d_{2^{k}}, 2^{k}\right)-g\left(d_{2^{k}}\right)\right|+\left|g\left(d_{2^{k}}\right)-g(d)\right|
$$

and if every $d_{k} \in K$, then

$$
\begin{aligned}
& \sup _{d \in K}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \leqq \sup _{d \in K}\left|g\left(d, 2^{k}\right)-g(d)\right|+\sup _{d \in K}\left|g\left(d_{2^{k}}\right)-g(d)\right| \\
&<2 \varepsilon .
\end{aligned}
$$

If we decompose $n$ into its binary decomposition

$$
n=\sum_{k \in n^{*}} 2^{k}
$$

where the definition of $n^{*}$ is obvious, then

$$
\begin{aligned}
\sup _{d \in K} \frac{1}{n} \sum_{k \in n^{*}} 2^{k}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \leqq & \frac{1}{n} \sup _{d \in K} \sum_{\substack{k \in n^{*} \\
k \leqq N}} 2^{k}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \\
& +\frac{1}{n} \sup _{d \in K} \sum_{\substack{k \in n^{*} \\
k>N}} 2^{k}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \\
& \leqq \frac{2^{N+1}}{n} \max _{k \leqq N} 2^{k}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right|+2 \varepsilon
\end{aligned}
$$

which means that

$$
\sup _{d \in K} \frac{1}{n} \sum_{k \in n^{*}} 2^{k}\left|g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right| \rightarrow 0 \quad(n \rightarrow \infty)
$$

Now use Lemma 2 to find that

$$
\begin{aligned}
g(d, n)-g(d) & =g(d, n)-g\left(d_{n}, n\right)+g\left(d_{n}, n\right)-g(d) \\
& \geqq g(d, n)-g\left(d_{n}, n\right)+\frac{1}{n} \sum_{k \in n^{*}} 2^{k}\left\{g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right\}
\end{aligned}
$$

and with the results above

$$
\liminf _{n \rightarrow \infty} \inf _{d \in K}\{g(d, n)-g(d)\} \geqq 0
$$

In a similar way we may put $k=\left[\log _{2} n\right]+1$ and decompose $2^{k}-n$ into its binary decomposition

$$
2^{k}-n=\sum_{l \in n^{* *}} 2^{l}
$$

then from Lemma 2

$$
g\left(d_{2^{k}}, 2^{k}\right) \geqq \frac{n}{2^{k}} g\left(d_{n}, n\right)+\frac{2^{k}-n}{2^{k}} g\left(d_{2^{k}-n}, 2^{k}-n\right) .
$$

As in the previous estimation we find that

$$
\begin{aligned}
g(d, n)-g(d)= & g(d, n)-g\left(d_{n}, n\right)+g\left(d_{n}, n\right)-g(d) \\
\leqq & g(d, n)-g\left(d_{n}, n\right)+\frac{2^{k}}{n}\left\{g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right\} \\
& -\frac{2^{k}-n}{n}\left\{g\left(d_{2^{k}-n}, 2^{k}-n\right)-g(d)\right\} \\
\leqq & g(d, n)-g\left(d_{n}, n\right)+\frac{2^{k}}{n}\left\{g\left(d_{2^{k}}, 2^{k}\right)-g(d)\right\} \\
& -\frac{1}{n} \sum_{l \in n^{* *}} 2^{l}\left\{g\left(d_{2^{\prime}}, 2^{l}\right)-g(d)\right\}
\end{aligned}
$$

from which

$$
\limsup _{n \rightarrow \infty} \sup _{d \in K}\{g(d, n)-g(d)\} \leqq 0 .
$$

Hence $g(d, n)$ converges uniformly to $g(d)$ on every compact subset of $(0,1)$.
Let us now relate the function $g$ to the weak limit $F$.
Lemma 4. The limit $g$ of Lemma 3 is differentiable on $(0,1)$ and if

$$
\begin{equation*}
h(x)=-\int_{-A}^{-B} \frac{y}{x-y} d F(y), \quad x>0 \tag{17}
\end{equation*}
$$

then

$$
\begin{equation*}
g(h(x))+(1-h(x)) \log x=\int_{-A}^{-B} \log (x-y) d F(y) \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\prime}(h(x))=\log x . \tag{19}
\end{equation*}
$$

Proof. Since $g$ is a concave function, it will be differentiable except for possibly a denumerable set at points $\Lambda \subset(0,1)$. The derivative of $g$ will be a decreasing function and the left-hand and right-hand derivatives at points in $\Lambda$ exist, call then $g_{-}^{\prime}(d)$ and $g_{+}^{\prime}(d)$, and satisfy $g_{-}^{\prime}(d)>g_{+}^{\prime}(d)$. Define

$$
f(d)=e^{g^{\prime}(d)}, \quad d \in(0,1) \backslash \Lambda
$$

then $f$ is a decreasing function with jumps at $\Lambda$. The inverse function $f^{-1}$ then exists, and we call this function $h$. The function $h$ is increasing and therefore differentiable except for a denumerable set of points $\Lambda^{*}$. If $y \notin \Lambda^{*}$ then $h(y) \in(0,1) \backslash \Lambda$, so that $g$ is differentiable at $h(y)$. The function $g^{\prime}(d)-\log x$ (with $x$ fixed) clearly vanishes for $d=h(x)$ (by the definition of $h$ and $f$ ), hence

$$
\begin{equation*}
\sup _{0<d<1}\{g(d)+(1-d) \log x\}=g(h(x))+(1-h(x)) \log x \tag{20}
\end{equation*}
$$

whenever $x \notin \Lambda^{*}$ (this follows since $g(d)+(1-d) \log x$ can have at most one maximum).

On the other hand, it is clear that for every $j \leqq n$

$$
b_{j, n} x^{n-j} \leqq q_{n}(x)
$$

so that

$$
\frac{1}{n} \log b_{j, n}+\frac{n-j}{n} \log x \leqq \frac{1}{n} \log q_{n}(x) .
$$

Now let $n \rightarrow \infty$ and $j / n \rightarrow d$, then from the uniform convergence of $g(d, n)$ to $g(d)$ we obtain

$$
\sup _{0<d<1}\{g(d)+(1-d) \log x\} \leqq \int_{-A}^{-B} \log (x-y) d F(y)
$$

We also find that

$$
q_{n}(x) \leqq n \max _{0 \leqq j \leqq n} b_{j, n} x^{n-j}
$$

so that

$$
\frac{1}{n} \log q_{n}(x) \leqq \frac{1}{n} \log n+\max _{0 \leqq j \leqq n}\left\{\frac{1}{n} \log b_{j, n}+\frac{n-j}{n} \log x\right\} .
$$

Let $n \rightarrow \infty$ and $j / n \rightarrow d$, then

$$
\int_{-A}^{-B} \log (x-y) d F(y) \leqq \sup _{0<d<1}\{g(d)+(1-d) \log x\}
$$

Combination of these inequalities and (20) obviously leads to (18). Differentiate (18) with respect to $x$, then (remember that (19) holds)

$$
1-h(x)=\int_{-A}^{-B} \frac{x}{x-y} d F(y)
$$

so that $h$ is differentiable for every $x>-B$ and (17) holds. The relations (18) and (19) then hold for all $x>-B$.

Up until now we have proved Theorem $1(6)$ for the special sequence $\left\{q_{n}(x)\right.$, $n=1,2,3, \cdots\}$. For (7) of the theorem for this sequence we need the following lemma.

Lemma 5 ([3, Thm. 2.82]). Let $p_{n}(x)=\sum_{j=0}^{n} a_{j, n} x^{j}$ be a polynomial of degree $n$ with only real zeros $\left(a_{-1, n}=a_{n+1, n}=0\right)$, then

$$
(j+1) a_{j+1, n} a_{j-1, n} \leqq j a_{j, n}^{2}, \quad j=1,2, \cdots, n
$$

Applied to our case, we have $b_{j, n}=a_{n-j, n}$, so that

$$
\frac{b_{j+1, n}}{b_{j, n}} \leqq \frac{n-j}{n-j+1} \frac{b_{j, n}}{b_{j-1, n}} \leqq \frac{b_{j, n}}{b_{j-1, n}} \quad(j=1, \cdots, n) .
$$

From this inequality one easily finds that

$$
\frac{b_{j+k, n}}{b_{j, n}} \leqq\left(\frac{b_{j, n}}{b_{j-1, n}}\right)^{k}, \quad j=1, \cdots, n-k+1 .
$$

Hence

$$
\begin{aligned}
\frac{b_{j, n}}{b_{j-1, n}} & \geqq\left(\frac{b_{j+k, n}}{b_{j, n}}\right)^{1 / k} \\
& =\exp \left\{\frac{n}{k}\left[\frac{1}{n} \log b_{j+k, n}-\frac{1}{n} \log b_{j, n}\right]\right\} .
\end{aligned}
$$

Take $k=[\varepsilon n](\varepsilon>0)$ and let $n \rightarrow \infty(j / n \rightarrow d)$, then

$$
\lim \inf \frac{b_{j, n}}{b_{j-1, n}} \geqq \exp \left\{\frac{1}{\varepsilon}[g(d+\varepsilon)-g(d)]\right\} .
$$

In a similar way, using $b_{j, n} / b_{j-k, n} \geqq\left(b_{j, n} / b_{j-1, n}\right)^{k},(j=k, \cdots, n)$ we obtain

$$
\lim \sup \frac{b_{j, n}}{b_{j-1, n}} \leqq \exp \left\{\frac{1}{\varepsilon}[g(d)-g(d-\varepsilon)]\right\} .
$$

Taking $\varepsilon \rightarrow 0$ we obtain (7). This proves Theorem 1 for the sequence of polynomials $\left\{q_{n}(x), n=1,2, \cdots\right\}$.

In a second step we will prove that the same limits (6) and (7) hold for any sequence of polynomials $\left\{p_{n}(x), n=1,2, \cdots\right\}$ that satisfy the conditions of the theorem. Set

$$
p_{n}(x)=\sum_{j=0}^{n} a_{j, n} x^{n-j}=\prod_{j=1}^{n}\left(x-x_{j, n}\right)
$$

then we want to compare the coefficients $a_{j, n}$ with the coefficients $b_{j, m}$, with $m$ close to $n$. Let $N(n ; \alpha, \beta)$ be the number of zeros of $p_{n}$ in the interval $(\alpha, \beta]$ and $N^{0}(n ; \alpha, \beta)$ the number of zeros of $q_{n}$ in $(\alpha, \beta]$, then

$$
\begin{align*}
& N(n ; \alpha, \beta)=n\{F(\beta)-F(\alpha)\}+c_{n}(\alpha, \beta), \\
& N^{0}(n ; \alpha, \beta)=n\{F(\beta)-F(\alpha)\}+c_{n}^{0}(\alpha, \beta) \tag{21}
\end{align*}
$$

where $(1 / n) c_{n}(\alpha, \beta) \rightarrow 0$ and by construction $\left|c_{n}^{0}(\alpha, \beta)\right| \leqq 1$. Hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{N(n ; \alpha, \beta)}{N^{0}(n ; \alpha, \beta)}=1 . \tag{22}
\end{equation*}
$$

Now let $\quad \delta_{k}=-B e^{k \varepsilon} \quad(\varepsilon>0 \quad$ arbitrary $), \quad$ then $\quad\left\{\left(\delta_{i}, \delta_{i-1}\right], \quad i=1, \cdots, \quad N=\right.$ $[(1 / \varepsilon) \log (A / B)]+1\}$ covers the interval $[-A,-B]$. From this sequence we delete all the intervals for which $F\left(\delta_{i-1}\right)-F\left(\delta_{i}\right)=0$, so that we have a finite number of intervals $\left\{\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right], i=1, \cdots, M\right\}$. Define

$$
m=\left[n\left\{1-\max _{1 \leqq i \leqq M}\left\{\frac{\left|c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right)\right|+1}{n\left\{F\left(\delta_{i-1}^{*}\right)-F\left(\delta_{i}^{*}\right)\right\}}\right\}\right\}\right]
$$

where as usual $[\alpha]$ denotes the integer part of $\alpha$. Clearly we find that

$$
\max _{1 \equiv i \leqq M} \frac{\left|c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right)+1\right|}{n\left\{F\left(\delta_{i-1}^{*}\right)-F\left(\delta_{i}^{*}\right)\right\}} \rightarrow 0 \quad(n \rightarrow \infty)
$$

so that as $n \rightarrow \infty$ the ratio $m / n$ tends to 1 . Also, by (21),

$$
\begin{aligned}
N(n ; & \left.\delta_{i}^{*}, \delta_{i-1}^{*}\right)-N^{0}\left(m ; \delta_{i}^{*}, \delta_{i-1}^{*}\right) \\
& =(n-m)\left\{F\left(\delta_{i-1}^{*}\right)-F\left(\delta_{i}^{*}\right)\right\}+c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right)-c_{m}^{0}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right) \\
& \geqq\left\{\max _{1 \leqq j \leqq M} \frac{\left|c_{n}\left(\delta_{j}^{*}, \delta_{j-1}^{*}\right)\right|+1}{F\left(\delta_{j-1}^{*}\right)-F\left(\delta_{j}^{*}\right)}\right\}\left\{F\left(\delta_{i-1}^{*}\right)-F\left(\delta_{i}^{*}\right)\right\}+c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right)-1 \\
& \geqq\left|c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right)\right|+c_{n}\left(\delta_{i}^{*}, \delta_{i-1}^{*}\right) \geqq 0
\end{aligned}
$$

and if $\left(\delta_{i}, \delta_{i-1}\right]$ is such that $F\left(\delta_{i-1}\right)-F\left(\delta_{i}\right)=0$ then obviously $N^{0}\left(m ; \delta_{i}, \delta_{i-1}\right)=0$ so that the number of zeros of $p_{n}$ in each interval $\left(\delta_{i}, \delta_{i-1}\right](i=1, \cdots, N)$ is greater than or equal to the number of zeros of $q_{m}$ in that interval.

Define $\left\{t_{j, n}, 1 \leqq j \leqq n\right\}=\left\{y_{j, m}, 1 \leqq j \leqq m\right\} \cup\left\{t_{j, n}^{\prime}, 1 \leqq j \leqq n-m\right\}$ where $t_{j, n}^{\prime}$ are points such that the number of points of $\left\{t_{j, n}\right\}$ in every interval ( $\delta_{i}, \delta_{i-1}$ ] is equal to the number of zeros of $p_{n}$ in that interval. If we order the zeros $x_{1, n} \leqq x_{2, n} \leqq \cdots \leqq x_{n, n}$ and $t_{1, n} \leqq$ $t_{2, n} \leqq \cdots \leqq t_{n, n}$ then $x_{j, n}$ and $t_{j, n}$ will belong to the same interval ( $\delta_{i}, \delta_{i-1}$ ] and

$$
e^{-\varepsilon}=\frac{\left|\delta_{i-1}\right|}{\left|\delta_{i}\right|} \leqq \frac{\left|t_{j, n}\right|}{\left|x_{j, n}\right|} \leqq \frac{\left|\delta_{i}\right|}{\left|\delta_{i-1}\right|}=e^{\varepsilon} .
$$

Let $\left\{c_{j, n}, 0 \leqq j \leqq n\right\}$ be the coefficients of the polynomial with $\left\{t_{j, n}, 1 \leqq j \leqq n\right\}$ as zeros,

$$
\sum_{j=0}^{n} c_{j, n} x^{n-j}=\prod_{j=1}^{n}\left(x-t_{j, n}\right)
$$

then

$$
\begin{gathered}
\frac{c_{j, n}}{a_{j, n}}=\frac{\sum_{\alpha_{1} \neq \cdots \neq \alpha_{i}}\left|t_{\alpha_{1}, n} \cdots t_{\alpha_{i}, n}\right|}{\sum_{\alpha_{1} \neq \cdots \neq \alpha_{j}}\left|x_{\alpha_{1}, n} \cdots x_{\alpha_{j}, n}\right|}
\end{gathered} \max _{\alpha_{1} \neq \cdots \neq \alpha_{j}} \frac{\left|t_{\alpha_{1}, n}\right| \cdots\left|t_{\alpha_{j}, n}\right|}{\left|x_{\alpha_{1}, n}\right| \cdots\left|x_{\alpha_{j}, n}\right|}
$$

and similarly $c_{j, n} / a_{j, n} \geqq e^{-j \varepsilon}$, hence

$$
\begin{align*}
-d \varepsilon & \leqq \lim \inf \left\{\frac{1}{n} \log c_{j, n}-\frac{1}{n} \log a_{j, n}\right\} \\
& \leqq \lim \sup \left\{\frac{1}{n} \log c_{j, n}-\frac{1}{n} \log a_{j, n}\right\} \leqq d \varepsilon \tag{23}
\end{align*}
$$

where $n \rightarrow \infty$ and $j / n \rightarrow d$. Denote the polynomial with zeros $\left\{t_{j, n}^{\prime}\right\}$ by

$$
\sum_{j=0}^{n-m} c_{j, n}^{\prime} x^{n-m-j}=\prod_{j=1}^{n-m}\left(x-t_{j, n}^{\prime}\right)
$$

then, since $\sum_{j=0}^{n} c_{j, n} x^{n-j}$ is the product of the polynomials $q_{m}$ and $\sum_{j=0}^{n-m} c_{j, n}^{\prime} x^{n-m-j}$ their coefficients are related by

$$
\begin{equation*}
c_{j, n}=\sum_{i=0}^{n} c_{i, n}^{\prime} b_{j-i, m} . \tag{24}
\end{equation*}
$$

For the coefficients $\left\{c_{j, n}^{\prime}, 0 \leqq j \leqq n-m\right\}$ we have the obvious inequality

$$
\begin{aligned}
c_{j, n}^{\prime} & =\frac{1}{j!} \sum_{\alpha_{1} \neq \cdots \neq \alpha_{j}}\left|t_{\alpha_{1}, n}^{\prime} \cdots t_{\alpha_{j, n}}^{\prime}\right| \\
& \leqq \frac{1}{j!}\left(\sum_{i=1}^{n-m}\left|t_{i, n}^{\prime}\right|\right)^{j} \\
& \leqq \frac{\{(n-m) A\}^{j}}{j!}
\end{aligned}
$$

so that from (24) we have on one hand (for $j \leqq m$ )

$$
\frac{c_{j, n}}{b_{j, m}} \geqq c_{0, n}^{\prime}=1
$$

and on the other hand

$$
\begin{aligned}
\frac{c_{j, n}}{b_{j, m}} & \leqq \sum_{i=0}^{n} \frac{b_{j-i, m}}{b_{j, m}} \frac{\{(n-m) A\}^{i}}{i!} \\
& \leqq \sum_{i=0}^{\infty}\left(\frac{b_{j-1, m}}{b_{j, m}}\right)^{i} \frac{\{(n-m) A\}^{i}}{i!} \\
& =\exp \left\{\frac{b_{j-1, m}}{b_{j, m}}(n-m) A\right\}
\end{aligned}
$$

so that when $n \rightarrow \infty$ and $j / n \rightarrow d$

$$
0 \leqq \lim \sup \left\{\frac{1}{n} \log c_{j, n}-\frac{m}{n} \frac{1}{m} \log b_{j, m}\right\} \leqq \lim \left\{\frac{n-m}{n} A \frac{b_{j-1, m}}{b_{j, m}}\right\}
$$

from which

$$
\lim \frac{1}{n} \log c_{j, n}=\lim \frac{1}{m} \log b_{j, m}=g(d) .
$$

This means that the limit of $(1 / n) \log c_{j, n}$ is independent of $\varepsilon$ and since (23) is valid for every $\varepsilon>0$ we then obtain

$$
\lim \frac{1}{n} \log a_{j, n}=g(d), \quad 0<d<1
$$

which proves (6) of Theorem 1. (7) now follows from Lemma 5 in exactly the same way as for the polynomials $\left\{q_{n}(x), n=1,2, \cdots\right\}$.

We now only have to remove the condition that $B>0$. Define the functions $f_{\varepsilon}$, $f_{\varepsilon}^{-1}$ and $g_{\varepsilon}$ by (8) and (9), where the integration is over $[-A,-\varepsilon](\varepsilon>0)$. It is clear (since $F$ has no jump at 0 ) that $f_{\varepsilon}^{-1}(x)$ converges to $f^{-1}(x)$ for $x>0$ and $f^{-1}(x)$ is a positive, continuous and decreasing function that maps $(0, \infty)$ into ( 0,1 ). Its inverse mapping $f$ is then a positive, continuous and increasing function that maps $(0,1)$ into $(0, \infty)$, and by ( 9 ) we conclude that $g_{\varepsilon}$ converges to $g$, being a continuous function on $(0,1)$. Define the polynomials

$$
\begin{aligned}
& p_{n}^{+}(x)=\prod_{\left|x_{j, n}\right| \equiv \varepsilon}\left(x-x_{j, n}\right)=\sum_{j=0}^{n_{1}} a_{j, n}^{+} x^{n_{1}-j}, \\
& p_{n}^{-}(x)=\prod_{\left|x_{j, n}\right|<\varepsilon}\left(x-x_{j, n}\right)=\sum_{j=0}^{n-n_{1}} a_{j, n}^{-} x^{n-n_{1}-j} .
\end{aligned}
$$

The degree $n_{1}$ of $p_{n}^{+}(x)$ is $N(n ;-A,-\varepsilon)=n F(-\varepsilon)+c_{n}(\varepsilon)$ where $c_{n}(\varepsilon) / n \rightarrow 0$ for every $\varepsilon>0$. Since $p_{n}(x)$ is the product of $p_{n}^{+}$and $p_{n}^{-}$we have the relation

$$
a_{j, n}=\sum_{k=0}^{n} a_{j-k, n}^{+} a_{k, n}^{-}
$$

so that $\left(j \leqq n_{1}\right)$

$$
\begin{aligned}
1 \leqq \frac{a_{j, n}}{a_{j, n}^{+}} & \leqq \sum_{k=0}^{n} \frac{a_{j-k, n}^{+}}{a_{j, n}^{+}} a_{k, n}^{-} \\
& \leqq \sum_{k=0}^{\infty}\left(\frac{a_{j-1, n}^{+}}{a_{j, n}^{+}}\right)^{k} \frac{1}{k!}\left\{\left(n-n_{1}\right)\right\}^{k} \\
& =\exp \left\{\frac{a_{j-1, n}^{+}}{a_{j, n}^{+}}\left(n-n_{1}\right) \varepsilon\right\}
\end{aligned}
$$

where we have used Lemma 5 and a straightforward inequality for $a_{\bar{k}, n}$. When we take logarithms and let $n \rightarrow \infty, j / n \rightarrow d \in(0,1)$ this leads to

$$
0 \leqq \lim \sup \left\{\frac{1}{n} \log a_{j, n}-\frac{1}{n} \log a_{j, n}^{+}\right\} \leqq \varepsilon\{1-F(-\varepsilon)\} / f_{\varepsilon}(d) .
$$

Now if $n \rightarrow \infty$ and $j / n \rightarrow d \in(0,1)$

$$
\begin{aligned}
\frac{1}{n} \log a_{j, n}^{+} & =\frac{n_{1}}{n} \frac{1}{n_{1}} \log a_{j, n}^{+} \\
& \rightarrow F(-\varepsilon) g_{\varepsilon}(d)
\end{aligned}
$$

so that

$$
0 \leqq \lim \sup \frac{1}{n} \log a_{j, n}-F(-\varepsilon) g_{\varepsilon}(d) \leqq \varepsilon\{1-F(-\varepsilon)\} \frac{1}{f_{\varepsilon}(d)}
$$

Letting $\varepsilon$ tend to zero we obtain the result for the general case.
3. Applications. Let us apply Theorem 1 to some relevant cases.

Example 1 (Degenerate case). Consider the sequence of polynomials given by

$$
p_{n}(x)=(x+a)^{n} \quad(a>0) .
$$

Clearly we have

$$
\begin{equation*}
\left\{p_{n}(x)\right\}^{1 / n} \rightarrow x+a=\exp \left\{\int_{-A}^{0} \log (x-y) d F(y)\right\}, \quad x>0 \tag{25}
\end{equation*}
$$

so that the weak limit $F$ is given by

$$
\begin{aligned}
F(t) & =1, & & t \geqq-a, \\
& =0, & & t<-a .
\end{aligned}
$$

By (8) we easily find that

$$
f^{-1}(x)=\frac{a}{x+a}, \quad x>0
$$

from which, by inversion, we obtain

$$
\begin{equation*}
f(d)=a \frac{1-d}{d}, \quad 0<d<1 \tag{26}
\end{equation*}
$$

Formula (9) becomes, using (25) and (26),

$$
g(d)=d \log a-d \log d-(1-d) \log (1-d) .
$$

Applying Theorem 1 to this case we obtain

$$
\frac{1}{n} \log a_{j, n} \rightarrow d \log a-d \log d-(1-d) \log (1-d),
$$

$$
\begin{equation*}
\xrightarrow[a_{j-n}]{a_{j-1}} \rightarrow a \frac{1-d}{d} \tag{27}
\end{equation*}
$$

where $n \rightarrow \infty$ and $j / n \rightarrow d \in(0,1)$. This result could also be obtained by a direct calculation. We have

$$
p_{n}(x)=\sum_{j=0}^{n}\binom{n}{j} a^{j} x^{n-j}
$$

from which $a_{j, n}=\binom{n}{j} a^{j}$ follows. Stirling's formula then leads to the result in (27).
Example 2 (Orthogonal polynomials on a compact set). Consider the sequence of monic polynomials $\left\{p_{n}(x), n=0,1,2, \cdots\right\}$ that satisfies

$$
\begin{equation*}
\int_{E} p_{n}(x) p_{m}(x) d \mu(x)=0, \quad n \neq m \tag{28}
\end{equation*}
$$

where $E$ is a compact set on the negative real axis with positive capacity $C(E)>0$ [16], and $\mu$ is a positive measure on $E$. Let $\mu_{E}$ be the equilibrium measure on $E$ (Frostman measure) [16]. This is the probability measure that minimizes the logarithmic energy

$$
\int_{E} \int_{E} \log \frac{1}{|x-y|} d \mu_{E}(x) d \mu_{E}(y)=\inf _{\mu \in \Omega_{E}} \int_{E} \int_{E} \log \frac{1}{|x-y|} d \mu(x) d \mu(y)
$$

where $\Omega_{E}$ is the set of all probability measures on $E$. Then from a result of Widom [19, Thm. 1] (see also Van Assche [18]) we can obtain the following lemma.

Lemma 6. Suppose $\mu=\mu_{1}+\mu_{2}$, where $\mu_{1}$ is absolutely continuous with respect to $\mu_{E}\left(\mu_{1} \ll \mu_{E}\right)$ and $\mu_{2}$ is singular with respect to $\mu_{E}\left(\mu \perp \mu_{E}\right)$. Denote the Radon-Nikodym derivative $d \mu_{1} / d \mu_{E}$ by $w$, then $\mu_{E}(\{w(x)>0\})=1$ implies the weak convergence of $F_{n}(t)$ to $F(t)=\mu_{E}((-\infty, t])$.
(This follows because $\mu$ is an "admissible" measure, in Widom's terminology.)
If $E$ is a compact set on the negative real axis, we then have

$$
\frac{1}{n} \log p_{n}(x) \rightarrow \int_{E} \log (x-y) d \mu_{E}(y) \quad(x>0)
$$

so that Theorem 1 holds with

$$
\begin{align*}
& f^{-1}(x)=-\int_{E} \frac{y}{x-y} d \mu_{E}(y), \quad x>0,  \tag{29}\\
& g(d)=-(1-d) \log f(d)+\int_{E} \log [f(d)-y] d \mu_{E}(y), \quad 0<d<1 .
\end{align*}
$$

Let us, for example, take $E=[-1,0]$, then

$$
\mu_{E}(A)=\frac{1}{\pi} \int_{A} \frac{d t}{\sqrt{t(1+t)}}, \quad A \subset(0,1)
$$

and

$$
\begin{equation*}
\int_{E} \log (x-y) d \mu_{E}(y)=-2 \log 2+\log \left\{2 x+1+2 \sqrt{x^{2}+x}\right\}, \quad x>0 \tag{30}
\end{equation*}
$$

Simple calculations then yield

$$
f^{-1}(x)=1-x \int_{E} \frac{1}{x-y} d \mu_{E}(y)=1-\frac{x}{\sqrt{x^{2}+x}}, \quad x>0
$$

from which

$$
\begin{equation*}
f(d)=\frac{(1-d)^{2}}{1-(1-d)^{2}}, \quad 0<d<1 \tag{31}
\end{equation*}
$$

By means of (30) and (31) one then computes

$$
g(d)=-2 \log 2-d \log d+(2-d) \log (2-d)-2(1-d) \log (1-d), \quad 0<d<1 .
$$

We therefore obtain the limits

$$
\begin{align*}
& \frac{1}{n} \log a_{j, n} \rightarrow-2 \log 2-d \log d+(2-d) \log (2-d)-2(1-d) \log (1-d) \\
& \frac{a_{j, n}}{a_{j-1, n}} \rightarrow \frac{(1-d)^{2}}{1-(1-d)^{2}} \tag{32}
\end{align*}
$$

when $n \rightarrow \infty$ and $j / n \rightarrow d \in(0,1)$. These results could again have been obtained from a direct computation. We may, for example, take the sequence of polynomials $\left\{P_{n}^{(\alpha, \beta)}(1+\right.$ $2 x), n=0,1,2, \cdots\}$, where $P_{n}^{(\alpha, \beta)}$ is a Jacobi polynomial [15]. This sequence contains orthogonal polynomials with weight function

$$
w(x ; \alpha, \beta)=(-x)^{\alpha}(1+x)^{\beta} \quad(\alpha>-1 ; \beta>-1)
$$

and the monic polynomials are given by

$$
\hat{P}_{n}^{(\alpha, \beta)}(1+2 x)=\frac{\Gamma(\alpha+n+1)}{n!\Gamma(\alpha+\beta+2 n+1)} \sum_{j=0}^{n}\binom{n}{j} \frac{\Gamma(\alpha+\beta+n+j+1)}{\Gamma(\alpha+j+1)} x^{j}
$$

so that

$$
a_{j, n}=\frac{\Gamma(\alpha+n+1)}{\Gamma(\alpha+\beta+2 n+1)}\binom{n}{n-j} \frac{\Gamma(\alpha+\beta+2 n-j+1)}{\Gamma(\alpha+\beta+n-j+1)}
$$

and applying Stirling's formula leads to (32). In Figs. 1 and 2 we have plotted the functions $g$ and $f$ of (32).

Example 3 (Orthogonal polynomials with exponential weights). Let us take a sequence of monic polynomials $\left\{p_{n}(x), n=0,1,2, \cdots\right\}$ for which

$$
\int_{-\infty}^{0} p_{n}(x) p_{m}(x) w(x) d x=0, \quad n \neq m
$$

where $w(x)>0$ almost everywhere on $(-\infty, 0)$ and

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \frac{\log w(x)}{|x|^{\gamma}}=-1, \quad \gamma>0 . \tag{33}
\end{equation*}
$$

Rakhmanov [12] showed that for $\gamma>\frac{1}{2}$

$$
\begin{equation*}
\frac{1}{n} \log \left|k_{n}^{-n} p_{n}\left(k_{n} x\right)\right| \rightarrow \int_{-1}^{0} \log |x-y| d F^{(\gamma)}(y), \tag{34}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{C} \backslash(-\infty, 0]$, where

$$
\begin{equation*}
k_{n}=\left(\frac{2 n}{A(\gamma)}\right)^{1 / \gamma}, \quad A(\gamma)=\frac{\Gamma(2 \gamma)}{2^{2 \gamma-1}\{\Gamma(\gamma)\}^{2}} \tag{35}
\end{equation*}
$$

and the distribution function $F^{(\gamma)}$ is given by

$$
\begin{align*}
& F^{(\gamma)}(t)=\int_{-1}^{t} b_{\gamma}(s) d s, \quad 0 \leqq t \leqq 1, \\
& b_{\gamma}(s)=\frac{\gamma}{\pi}|s|^{\gamma-1} \int_{|s|}^{1} u^{-\gamma-1 / 2} \frac{d u}{\sqrt{1-u}}, \quad-1 \leqq s \leqq 0 . \tag{36}
\end{align*}
$$

Mhaskar and Saff [10] have analysed the weight functions $w(x)=e^{-|x|^{\gamma}}$ and they obtained the same result for these functions, however, also for $0<\gamma \leqq \frac{1}{2}$. The function $b_{\gamma}(s)$ can be written in terms of hypergeometric functions [10], [12], [17] and is sometimes called an Ullman weight (on $[-1,0]$ ). Applying the theorem to this sequence yields the following: If

$$
p_{n}(x)=\sum_{j=0}^{n} a_{j, n} x^{n-j},
$$

then

$$
k_{n}^{-n} p_{n}\left(k_{n} x\right)=\sum_{j=0}^{n} a_{j, n} k_{n}^{-j} x^{n-j}
$$



Fig. 1. The function $g$ for: I-Orthogonal polynomials on $[-1,0]$; II—Laguerre polynomials on $(-\infty, 0]$; III-Iterations of $z^{2}+6 z+1$.


Fig. 2. The function $f$ for: $\mathrm{I}-$ Orthogonal polynomials on $[-1,0]$; $\mathrm{I}-$ Laguerre polynomials on $(-\infty, 0]$; III-Iterations of $z^{2}+6 z+1$.
so that

$$
\begin{array}{lll}
\frac{1}{n} \log a_{j, n}-d \log k_{n} \rightarrow g(d), & \\
1 & a_{j, n} & \underset{n \rightarrow \infty,}{ } \quad \underset{n}{j} d \in(0,1) \tag{37}
\end{array}
$$

where $k_{n}$ is given by (35) and

$$
\begin{align*}
& f^{-1}(x)=-\int_{-1}^{0} \frac{y}{x-y} b_{\gamma}(y) d y, \quad x>0 \\
& g(d)=-(1-d) \log f(d)+\int_{-1}^{0} \log [f(d)-y] b_{\gamma}(y) d y, \quad 0<d<1 \tag{38}
\end{align*}
$$

Let us take $\gamma=1$, then

$$
b_{1}(s)=\frac{2}{\pi} \sqrt{\frac{1+s}{-s}}, \quad-1 \leqq s \leqq 0
$$

and

$$
\begin{aligned}
\int_{-1}^{0} b_{1}(y) \log (x-y) d y= & 2 \log \left[x+\sqrt{x^{2}+x}\right]-\log x \\
& +2\left[-x+\sqrt{x^{2}+x}\right]-2 \log 2-1, \quad x>0 .
\end{aligned}
$$

Straightforward calculus leads to

$$
f^{-1}(x)=1-x \frac{2}{x+\sqrt{x^{2}+x}}=2 x+1-2 \sqrt{x^{2}+x}
$$

and by inversion

$$
f(d)=\frac{(1-d)^{2}}{4 d}
$$

The concave function $g$ is then given by

$$
g(d)=-2(1-d) \log (1-d)-d \log d-2 d \log 2-d
$$

Moreover (35) becomes $k_{n}=4 n$, so that we find

$$
\begin{align*}
& \frac{1}{n} \log a_{j, n}-d \log n \rightarrow-2(1-d) \log (1-d)-d \log d-d, \\
& \frac{1}{4 n} \frac{a_{j, n}}{a_{j-1, n}} \rightarrow \frac{(1-d)^{2}}{4 d} \tag{39}
\end{align*}
$$

where $n \rightarrow \infty$ and $j / n \rightarrow d \in(0,1)$. These results for $\gamma=1$ could also have been obtained by analyzing the sequence of polynomials $\left\{L_{n}^{(\alpha)}(-x), n=0,1,2, \cdots\right\}$, where $L_{n}^{(\alpha)}$ is a Laguerre polynomial [15] for which (33) is valid with $\gamma=1$. The Laguerre polynomial is given by

$$
L_{n}^{(\alpha)}(x)=\sum_{j=0}^{n}\binom{n+\alpha}{n-j} \frac{(-x)^{j}}{j!}
$$

and its asymptotic properties are given in [15], [9].

The coefficients of the monic polynomial are given by

$$
a_{j, n}=n!\binom{n+\alpha}{j} \frac{1}{(n-j)!}
$$

and by means of Stirling's formula one can then easily obtain (39). The limit functions of (39) are plotted in Figs. 1 and 2.

Example 4 (Iterations of polynomials). As a last example we consider a polynomial $T$ of degree $k \geqq 2$ :

$$
T(z)=z^{k}+a_{k-1} z^{k-1}+\cdots+a_{0}
$$

and its iterations $\left\{T^{(n)}(z), \quad n=0,1,2, \cdots\right\}$, where $T^{(0)}(z)=z$ and $T^{(n)}(z)=$ $T^{(n-1)}(T(z))$. The Julia set $J$ for this polynomial $T$ is the set of complex numbers for which the sequence $\left\{T^{(n)}(z), n=0,1,2, \cdots\right\}$ is not normal (in Montel's sense) [1], [2], [4]. It is known [4] that the set $J$ is compact and has capacity one. We suppose that the set $J$ is real and on the negative real axis. The orthogonal polynomials with respect to the equilibrium measure $\mu_{J}$ on the Julia set are denoted by $\left\{p_{n}(x ; J)\right.$, $n=0,1,2, \cdots\}$ and are related to the iterated polynomial sequence $\left\{T^{(n)}(z), n=\right.$ $0,1,2, \cdots\}$ by ([1], [11])

$$
\begin{aligned}
& p_{1}(x ; J)=x+\frac{1}{k} a_{k-1}, \\
& p_{n k}(x ; J)=p_{n}(T(x) ; J), \quad n=0,1,2, \cdots \\
& p_{k^{n}}(x ; J)=T^{(n)}(x)+\frac{1}{k} a_{k-1},
\end{aligned}
$$

If we write

$$
T^{(n)}(x)=\sum_{j=0}^{k^{n}} t_{j, n} x^{k^{n-j}}
$$

then we may apply (29) to obtain

$$
\frac{1}{k^{n}} \log t_{j, n} \rightarrow g(d), \quad \xrightarrow[t_{j, n}]{t_{j-1, n}} \rightarrow f(d)
$$

where $n \rightarrow \infty$ and $j / k^{n} \rightarrow d \in(0,1)$ and $f$ and $g$ are given by

$$
\begin{aligned}
& f^{-1}(x)=-\int_{J} \frac{y}{x-y} d \mu_{J}(y), \quad x>0 \\
& g(d)=-(1-d) \log f(d)+\int_{J} \log [f(d)-y] d \mu_{J}(y), \quad 0<d<1
\end{aligned}
$$

As an example one may consider the polynomial

$$
\begin{equation*}
T(z)=z^{2}+2 b z+c . \tag{40}
\end{equation*}
$$

By the Möbius transformation $L(z)=z-b$, we find that

$$
\tilde{T}(z)=L^{-1} \circ T \circ L(z)=z^{2}-p \quad\left(p=b^{2}-b-c\right)
$$

It is well known that for $p \geqq 2$ the Julia set $\tilde{J}$ for $\tilde{T}$ is real and contained in [ $-q, q$ ], $\left(q=\frac{1}{2}+\sqrt{\frac{1}{4}+p}\right)([4$, Thm. 12.1]) and for $p>2$ the Julia set is a Cantor set. The Julia set for the polynomial $T$ is given by $L(J)$, so that $J$ is contained in [ $-q-b, q-b$ ] whenever $b^{2}-b-c \geqq 2$. If we choose the parameters $b$ and $c$ in (40) such that

$$
b \geqq-\frac{1}{2}, \quad c \geqq 0, \quad b^{2}-b-c \geqq 2
$$

then $J$ will be a Cantor set on the negative real axis, contained in $\left[-b-\frac{1}{2}-\sqrt{\frac{1}{4}+b^{2}-b-c}\right.$, $\left.-b+\frac{1}{2}+\sqrt{\frac{1}{4}+b^{2}-b-c}\right]$. In Figs. 1 and 2 we have plotted the functions $f$ and $g$ for $T(z)=z^{2}+6 z+1$.

Theorem 1 is not valid for the iterations of the polynomial $T(z)=z^{2}-p(p \geqq 2)$ since every function $T^{(n)}(x)$ is an even function and the coefficients of odd powers of $x$ vanish. If $\left\{p_{n}(x ; J), n=0,1,2, \cdots\right\}$ are the monic orthogonal polynomials with respect to the equilibrium measure on the Julia set $J$ of $z^{2}-p(p \geqq 2)$, then $\left\{p_{n}^{-}(x) ; n=\right.$ $0,1, \cdots\}$ with

$$
p_{n}^{-}(-x)=(-1)^{n} p_{2 n}(\sqrt{x} ; J)
$$

will be orthogonal on a set $J^{+}$in $\left[-q^{2}, 0\right]\left(q=\frac{1}{2}+\sqrt{\frac{1}{4}+p}\right)$. If we put

$$
T^{(n)}(x)=\sum_{j=0}^{2^{n-1}}(-1)^{j} t_{j, n} x^{2^{n}-2 j}
$$

then

$$
p_{2^{n-1}}^{-\overline{1}}(x)=T^{(n)}(i \sqrt{x})=\sum_{j=0}^{2^{n-1}} t_{j, n} 2^{2^{n-1}-j}
$$

and since Theorem 1 is valid for $\left\{p_{n}^{-}(x) ; n=1,2, \cdots\right\}$ we have

$$
\frac{1}{2^{n-1}} \log t_{j, n} \rightarrow g(d), \quad \underset{t_{j-1, n}}{t_{j, n}} \rightarrow f(d)
$$

whenever $n \rightarrow \infty$ and $j 2^{-n+1} \rightarrow d \in(0,1)$, with

$$
\begin{aligned}
& f^{-1}(x)=-\int_{J^{+}} \frac{y}{x-y} d \mu_{J^{+}}(y), \quad x>0, \\
& g(d)=-(1-d) \log f(d)+\int_{J^{+}} \log [f(d)-y] d \mu_{J^{+}}(y), \quad 0<d<1 .
\end{aligned}
$$

The case where $p=2$ gives essentially the Chebyshev polynomials of the first kind on [ $-2,2$ ] and, up to some constant, the formula (32) holds.
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# ON A SIMPLIFIED ASYMPTOTIC FORMULA FOR THE MATHIEU FUNCTION OF THE THIRD KIND* 
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#### Abstract

This paper considers the asymptotic form of solutions of the equation $y_{x x}=\left(u^{2}-2 h^{2} \cosh 2 x\right) y$ for fixed real values of $x$ and $h$ and large complex values of $u$. Attention is focused on that solution known as the Mathieu function of the third kind, $M_{\nu}^{(3)}(x)$, and for values of $u$ in the half plane $\operatorname{Re}(u) \geqq 0$. The basic asymptotic formulas require the determination of an elliptic integral but, when $u$ is large, it is shown how this integral can be approximated by elementary functions.
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1. Introduction. The solution of wave propagation problems involving infinite domains bounded internally by cylinders of elliptic cross section requires the consideration of the functions $M_{\nu}^{(j)}(x) j=1,2,3,4$, which satisfy the modified form of Mathieu's differential equation:

$$
\begin{equation*}
w_{x x}=\left(u^{2}-2 h^{2} \cosh 2 x\right) w, \quad a \leqq x<\infty . \tag{1.1}
\end{equation*}
$$

The constants $h, a$ are supposed real and positive but the parameter $u$ may take both real and complex values. The quantity $\nu$ (the characteristic exponent) used in the standard notation of the Mathieu functions is connected with the parameter $u$ by a complicated relation which for large values of $u$ can be approximated by the following equation [2, p. 125]:

$$
\begin{equation*}
u^{2}=\nu^{2}+O\left(\frac{h^{2}}{\nu^{2}}\right) . \tag{1.2}
\end{equation*}
$$

In this paper attention is focussed on the solution of (1) that is associated with outgoing waves. This solution is the function $M_{\nu}^{(3)}(x)$ which behaves [2, p. 170] for fixed $\nu$ and large $x$ according to the formula

$$
\begin{equation*}
M_{\nu}^{(3)}(x)=H_{\nu}^{(1)}(2 h \cosh x)[1+O(\operatorname{sech} x)] \tag{1.3}
\end{equation*}
$$

as $x \rightarrow+\infty$, where $H_{\nu}^{(1)}$ denotes the Hankel function of the first kind. The object is to obtain an asymptotic formula describing the behaviour of $\boldsymbol{M}_{\nu}^{(3)}(x)$ for large values of $u$ in the half plane $\operatorname{Re}(u) \geqq 0$. It is clear that, if $x$ is confined to some bounded interval of values, solutions $w^{(1)}$ and $w^{(2)}$ of (1.1) exist possessing the asymptotic forms

$$
w^{(1)} \sim e^{u x}, \quad w^{(2)} \sim e^{-u x}
$$

as $u \rightarrow \infty$. Since any solution of (1.1) is expressible as a linear combination of $w^{(1)}$ and $w^{(2)}$ it follows that

$$
\begin{equation*}
M_{\nu}^{(3)}(x) \sim c_{1} e^{u x}+c_{2} e^{-u x} \tag{1.4}
\end{equation*}
$$

where the coefficients $c_{1}, c_{2}$ may depend on $u$ but not on $x$. The precise form of the relation (1.4), which will be determined by following a procedure developed by Olver [4], is given by the following equation:

$$
\begin{equation*}
M_{\nu}^{(3)}(x)=\sqrt{\frac{2}{\pi u}} e^{i(u-\nu)(\pi / 2)}\left[e^{u x-u \log (2 u / h e)}-i e^{-u x+u \log (2 u / h e)}\right]\left[1+O\left(\frac{1}{u}\right)\right] \tag{1.5}
\end{equation*}
$$

[^135]Olver's method requires the consideration of basic solutions of (1.1) for complex values of the independent variable and matching combinations of these solutions in different domains. We therefore replace $x$ by the complex variable $z$ and consider the differential equation

$$
\begin{equation*}
w_{z z}=\left(u^{2}-2 h^{2} \cosh 2 z\right) w . \tag{1.6}
\end{equation*}
$$

A standard discussion of the asymptotic form of solutions of this equation when both $z$ and $u$ are large may be affected by means of a Liouville transformation. The asymptotic expressions for the solutions of (1.6) obtained by this method involve a variable $\xi(z, u)$ defined by an integral of the form

$$
\begin{equation*}
\xi(z, u)=\int_{c}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t \tag{1.7}
\end{equation*}
$$

in which $c$ is independent of $z$. Since (1.7) is an elliptic integral it is desirable to obtain an asymptotic expression for it in terms of simpler functions. This problem was considered, for real values of $z$, in [3] where it was shown how to approximate the value of such an integral for large values of $u$ by means of elementary functions. In the next section of this paper it is shown how similar asymptotic expressions may be obtained for the value of the relevant elliptic integral when the variable $z$ is complex. The actual construction of the formula (1.5) is carried out in § 3.
2. Asymptotic formulas for $\zeta(\boldsymbol{z}, \boldsymbol{u})$. In this section asymptotic formulas are constructed for the function $\zeta(z, u)$ defined by the elliptic integral

$$
\begin{equation*}
\zeta(z, u)=\int_{z_{0}}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t \tag{2.1}
\end{equation*}
$$

where $z_{0}=x_{0}+i y_{0}$ is that solution of the equation $2 h^{2} \cosh 2 z_{0}=u^{2}$ that is given for large values of $u$ by the approximate formula $z_{0} \sim \log (u / h)$ the principal value of the logarithm being taken. Because attention is confined to values of $u$ such that $|\arg u| \leqq$ $\pi / 2$, the point $z_{0}$ is located in the strip $\left|\operatorname{Im} z_{0}\right| \leqq \pi / 2$. Since the modified Mathieu functions are periodic in $z$ we could consider the effect of the mapping (2.1) on the strip $0 \leqq \operatorname{Im} z \leqq \pi$ but in applying Olver's technique it is helpful to consider the larger strip $|\operatorname{Im} z| \leqq \pi$. Branch cuts parallel to the real axis are introduced from $z_{0}$ to $z_{0}+\infty$ and from $-z_{0}$ to $-z_{0}-\infty$ and the branch of the radical chosen is that which is asymptotically equal to ihe ${ }^{z}$ as $z \rightarrow \infty$ on the lower side of the first such cut. With this choice the function $\zeta$ is also asymptotically equal to $i{ }^{z}$ as $z \rightarrow \infty$ in the stated manner.

In order to obtain approximate formulas for $\zeta$ in terms of elementary functions it will be necessary to consider separately three different parts of the strip $|\operatorname{Im} z| \leqq \pi$, as defined by the inequalities:
(i) $\operatorname{Re}(z) \geqq \frac{1}{2} x_{0}$,
(ii) $|\operatorname{Re}(z)| \leqq \frac{1}{2} x_{0}$, and
(iii) $\operatorname{Re}(z) \leqq-\frac{1}{2} x_{0}$.

Case (i). To extract the dominant contribution to the integral in (2.1) when $u$ is large, the integrand is decomposed as the sum of four parts as specified by the following equation:

$$
\begin{aligned}
\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}= & -\frac{2 h^{2} \sinh 2 t}{\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}}+\frac{u^{2} \tanh 2 t}{\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}} \\
& -\frac{2 h^{2} e^{-2 t}}{\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}}+\frac{u^{2} e^{-2 t}}{\cosh 2 t\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}} .
\end{aligned}
$$

Upon integrating the terms on the right-hand side of the preceding equation along a path in the complex $t$-plane connecting the points $z_{0}$ and $z$ we find that

$$
\begin{align*}
\zeta(z, u)=-2 h^{2} & \int_{z_{0}}^{z} \frac{\sinh 2 t d t}{\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}} \\
& +u^{2} \int_{z_{0}}^{z} \frac{\sinh 2 t d t}{\cosh 2 t\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}}-2 h^{2} I_{1}+u^{2} I_{2} \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
I_{1}=\int_{z_{0}}^{z} \frac{e^{-2 t} d t}{\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}}, \quad I_{2}=\int_{z_{0}}^{z} \frac{e^{-2 t} d t}{\cosh 2 t\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2}} . \tag{2.3}
\end{equation*}
$$

It will be shown shortly that $I_{1}=O\left(u^{-2}\right)$ and $I_{2}=O\left(u^{-3}\right)$. Since the first two integrals present on the right-hand side of (2.2) may be evaluated explicitly, we find the equation

$$
\begin{aligned}
\zeta(z, u)= & \left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}-u \log \left[u+\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}\right] \\
& +\frac{u}{2} \log \left(2 h^{2} \cosh 2 z\right)+O\left(u^{-1}\right)
\end{aligned}
$$

which applies for sufficiently large $u$ and $\operatorname{Re}(z) \geqq \frac{1}{2} \log |u / h|$.
To obtain the stated bounds on $I_{1}$ and $I_{2}$ the path of integration connecting $z_{0}$ and $z$ is taken to consist of the straight line from $z_{0}=x_{0}+i y_{0}$ to $x_{0}+i y$ together with the straight line from $x_{0}+i y$ to $z=x+i y$. On writing $t=\tau+i \eta$ we find, since $u^{2}=$ $2 h^{2} \cosh 2 z_{0}$, that

$$
\begin{align*}
\left|u^{2}-2 h^{2} \cosh 2 t\right|= & 2 h^{2}\left|\cosh 2 z_{0}-\cosh 2 t\right| \\
= & 4 h^{2}\left|\sinh \left(z_{0}+t\right) \sinh \left(z_{0}-t\right)\right| \\
= & 4 h^{2}\left[\sinh ^{2}\left(x_{0}+\tau\right)+\sin ^{2}\left(y_{0}+\eta\right)\right]^{1 / 2}  \tag{2.5}\\
& \cdot\left[\sinh ^{2}\left(x_{0}-\tau\right)+\sin ^{2}\left(y_{0}-\eta\right)\right]^{1 / 2} \\
\geqq & 2 \sqrt{2} h^{2} \sinh \left(x_{0}+\tau\right)\left[\sinh \left|x_{0}-\tau\right|+\left|\sin \left(y_{0}-\eta\right)\right|\right]
\end{align*}
$$

after using the inequality $\left(a^{2}+b^{2}\right)^{1 / 2} \geqq(a+b) / \sqrt{2}$ which holds for any two positive numbers $a$ and $b$. On the line joining $z_{0}$ and $x_{0}+i y$ we have $t=x_{0}+i \eta$ so that, by (2.5), the contribution of this part of the path of integration to the value of $I_{1}$ does not exceed the quantity

$$
\begin{equation*}
\frac{C e^{-2 x_{0}}}{\left(\sinh 2 x_{0}\right)^{1 / 2}}\left|\int_{y_{0}}^{y} \frac{d \eta}{\left|\sin \left(y_{0}-\eta\right)\right|^{1 / 2}}\right| \tag{2.6}
\end{equation*}
$$

where $C$ is a constant. This expression is $O\left(e^{-3 x_{0}}\right)=O\left(u^{-3}\right)$, since $x_{0} \sim \log |u / h|$, the integral in (2.6) being bounded independently of $u$ because $|y|<\pi$ and $0<y_{0}<\pi / 2$. On the part of the path of integration that connects $z$ with $\left(x_{0}+i y\right)$ we use the following simplified form of the inequality (2.5):

$$
\left|u^{2}-2 h^{2} \cosh 2 t\right| \geqq 2 \sqrt{2} h^{2} \sinh \left(x_{0}+\tau\right) \sinh \left|x_{0}-\tau\right| .
$$

The contribution to $I_{1}$ of this part of the path is bounded by the quantity

$$
\begin{equation*}
C\left|\int_{x}^{x_{0}} \frac{e^{-2 \tau} d \tau}{\left[\sinh \left(x_{0}+\tau\right) \sinh \left|x_{0}-\tau\right|\right]^{1 / 2}}\right| . \tag{2.7}
\end{equation*}
$$

If $x_{0} \leqq x<\infty$ this expression is less than the integral

$$
\frac{C e^{-2 x_{0}}}{\left(\sinh 2 x_{0}\right)^{1 / 2}} \int_{x_{0}}^{\infty} \frac{d \tau}{\left[\sinh \left(\tau-x_{0}\right)\right]^{1 / 2}}
$$

This expression is $O\left(e^{-3 x_{0}}\right)$ which is again $O\left(u^{-3}\right)$. If $x_{0} / 2 \leqq x \leqq x_{0}$ we note that $\sinh \left(x_{0}+\tau\right) \geqq \sinh \left(3 x_{0} / 2\right)$ so that the expression (2.7) does not exceed the quantity

$$
\begin{gather*}
\frac{C}{\left[\sinh \left(3 x_{0} / 2\right)\right]^{1 / 2}} \int_{x}^{x_{0}} \frac{e^{-2 \tau} d \tau}{\left[\sinh \left(x_{0}-\tau\right)\right]^{1 / 2}}=\frac{C e^{-2 x_{0}}}{\left[\sinh \left(3 x_{0} / 2\right)\right]^{1 / 2}} \int_{0}^{x_{0}-x} \frac{e^{2 \xi} d \xi}{(\sinh \xi)^{1 / 2}}  \tag{2.8}\\
\leqq \frac{2 C e^{-x_{0}-x}}{\left[\sinh \left(3 x_{0} / 2\right)\right]^{1 / 2}} \int_{0}^{x_{0}-x} \frac{\cosh \xi d \xi}{(\sinh \xi)^{1 / 2}}=\frac{4 C e^{-x_{0}-x}\left[\sinh \left(x_{0}-x\right)\right]^{1 / 2}}{\left[\sinh \left(3 x_{0} / 2\right)\right]^{1 / 2}}
\end{gather*}
$$

after setting $\xi=x_{0}-\tau$ and using the fact that $e^{2 \xi} \leqq 2 e^{\xi} \cosh \xi \leqq 2 e^{x_{0}-x} \cosh \xi$. Since $x \geqq x_{0} / 2$ the final expression in (2.8) is $O\left(e^{-2 x_{0}}\right)$ which is $O\left(u^{-2}\right)$. On combining the above bounds we can see that $I_{1}=O\left(u^{-2}\right)$, as stated.

The treatment of $I_{2}$ is similar, except that since $|\cosh 2(\tau+i \eta)| \geqq \sinh 2 \tau \geqq \sinh x_{0}$ on the entire path of integration, the extra factor $\cosh 2 t$ present in the integrand of $I_{2}$ gives rise to an additional factor of $\operatorname{cosech} x_{0}=O\left(e^{-x_{0}}\right)=O\left(u^{-1}\right)$ in the final result so that $I_{2}=O\left(u^{-3}\right)$. This establishes the validity of (2.4).

If $e^{z}$ is large compared with $u^{2}$, the formula (2.4) can be simplified by expanding the terms on the right-hand side of this equation in powers of $u^{2} \operatorname{sech}^{2} z$ and this leads to the formula

$$
\begin{equation*}
\zeta(z, u)=i h e^{z}-\frac{i u \pi}{2}+O\left(u^{2} e^{-z}\right)+O\left(u^{-1}\right) \tag{2.9}
\end{equation*}
$$

Case (ii). The bounds on $I_{1}$ and $I_{2}$ stated in the preceding section do not apply when $\operatorname{Re}(z)$ is large and negative or when $|\operatorname{Re}(z)|<\frac{1}{2} x_{0}$. To obtain an approximate formula for $\zeta(z, u)$ in the latter case we introduce the quantity $z_{1}=\frac{1}{2} \log (u / h)$, whose real part is intermediate between 0 and $x_{0}$, and write

$$
\zeta(z, u)=\int_{z_{0}}^{z_{1}}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t+\int_{z_{1}}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t .
$$

The first integral appearing on the right-hand side of the preceding equation equals $\zeta\left(z_{1}, u\right)$ and can be estimated for large values of $u$ by applying the formula (2.4) just proved. On setting $z=z_{1}$ in (2.4) and simplifying the resulting expression, we find that

$$
\begin{equation*}
\zeta(z, u)=u-\frac{h}{4}-\frac{u}{2} \log \left(\frac{4 u}{h}\right)+\int_{z_{1}}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t+O\left(u^{-1}\right) . \tag{2.10}
\end{equation*}
$$

The integral remaining in this equation may be estimated by expanding the integrand in powers of $u^{-2} \cosh 2 t$ and integrating term by term, since $\left|u^{-2} \cosh 2 t\right| \leqq$ $\left|u^{-2} \cosh 2 \tau\right| \leqq\left|u^{-2} \cosh 2 x_{1}\right|=O\left(u^{-1}\right)$ therein. This leads to the formula

$$
\begin{equation*}
\int_{z_{1}}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t=u z-\frac{h^{2}}{2 u} \sinh 2 z-\frac{u}{2} \log \left(\frac{u}{h}\right)+\frac{h}{4}+O\left(u^{-1}\right) \tag{2.11}
\end{equation*}
$$

which holds whenever $u$ is large and $|\operatorname{Re}(z)| \leqq \operatorname{Re}\left(z_{1}\right)$, where $z_{1}=\frac{1}{2} \log (u / h)$. Upon inserting the result (2.11) into (2.10), we obtain the formula

$$
\begin{equation*}
\zeta(z, u)=u z-\frac{h^{2}}{2 u} \sinh 2 z-u \log (2 u / h e)+O\left(u^{-1}\right) \tag{2.12}
\end{equation*}
$$

for $|\operatorname{Re}(z)| \leqq \operatorname{Re}\left(z_{1}\right)$. This formula applies in particular for $z=a$ when it reduces to the following formula, which we record for future use,

$$
\begin{equation*}
\zeta(a, u)=-u \log \left(\frac{2 u}{h e^{a+1}}\right)+O\left(u^{-1}\right) \tag{2.13}
\end{equation*}
$$

Case (iii). The formula (2.4) ceases to apply in the domain $\operatorname{Re}(z)<-\frac{1}{2} x_{0}$ where however $\zeta(z, u)$ may be calculated from the equation:

$$
\begin{equation*}
\zeta(z, u)=-g_{0}(u)-\zeta(-z, u) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{0}(u)=2 u \log \left(\frac{2 u}{h e}\right)+O\left(u^{-1}\right) \tag{2.15}
\end{equation*}
$$

If $\operatorname{Re}(z)<-\frac{1}{2} x_{0}$ then $\operatorname{Re}(-z)>\frac{1}{2} x_{0}$ and the second term on the right-hand side of (2.14) may be estimated from the formula (2.4) already established. Therefore, for such values of $z$, equation (2.14) can be employed to determine $\zeta(z, u)$. To verify (2.14) we note from the definition (2.1) that

$$
\zeta(z, u)+\zeta(-z, u)=\int_{z_{0}}^{z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t+\int_{z_{0}}^{-z}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t
$$

On reversing the sign of the integration variable in the second integral it becomes one along a path connecting $z$ to $-z_{0}$ and on combining the two integrals we find the formula

$$
\begin{aligned}
\zeta(z, u)+\zeta(-z, u) & =\int_{z_{0}}^{-z_{0}}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t \\
& =-2 \int_{0}^{z_{0}}\left(u^{2}-2 h^{2} \cosh 2 t\right)^{1 / 2} d t=2 \zeta(0, u)
\end{aligned}
$$

On calculating $\zeta(0, u)$ from (2.12) by inserting the value $z=0$ therein we deduce the relation (2.14) stated above.
3. Determination of the asymptotic form of $\boldsymbol{M}_{\boldsymbol{\nu}}^{(\mathbf{3 )}}(\boldsymbol{x})$. The determination of the coefficients $c_{1}, c_{2}$ in the relation (1.4) is regarded as a connection formula problem which will be solved by applying the method used by Olver [4]. This method requires a consideration of the mapping of the $z$-plane onto the $\zeta$-plane defined by the equation (2.1). Properties of this mapping have been investigated by Sharples [6]. For real values of $u$, Sharples reduces (2.1) to a Schwarz-Christoffel transformation by means of a change of the variable of integration, but this approach is not effective if $u$ is complex. Alternatively, when $u$ is large, a discussion of the mapping may be carried out with the aid of equations (2.4) and (2.12) and the intermediate variable $\tau=u^{-1} w^{1 / 2}$ where $w=2 h^{2} \cosh 2 z$. In terms of this variable, equation (2.4) reduces to

$$
\begin{equation*}
u^{-1} \zeta=\left(1-\tau^{2}\right)^{1 / 2}-\log \left[\frac{1+\left(1-\tau^{2}\right)^{1 / 2}}{\tau}\right]+O\left(u^{-2}\right) \tag{3.1}
\end{equation*}
$$

This decomposition of the mapping is applicable to large values of $u$, both real and complex, but like Sharples, it is helpful to consider real values of $u$ first. Properties of the mapping of the $\tau$-plane onto the plane of the function of $\tau$ appearing on the right-hand side of (3.1) are considered on p. 420 of [5]. Cuts are placed in the $z$-plane along the segments $\left(x_{0}, \infty\right)$ and $\left(-\infty,-x_{0}\right)$ of the real axis, where $x_{0}$ denotes the positive root of the equation $2 h^{2} \cosh 2 x_{0}=u^{2}$. In Figs. 1 and 2 corresponding points are


Fig. 1. $z$-plane, $\theta=0$.


Fig. 2(a). $u^{-1} \zeta$-plane, $\theta=0$.


Fig. 2(b). $u^{-1} \zeta$-plane, $\theta=0$.
indicated by the same letters. The distant points $G_{1}, F_{1}$ of the $z$-plane have ordinates $\pi / 2, \pi$, respectively. The right-hand side of Fig. 2(a) illustrates the $u^{-1} \zeta$-map of the strip $\operatorname{Re}(z)>0,0<\operatorname{Im}(z)<\pi$. The point $B_{1}$ denotes $\zeta=0$ and the point $E_{1}$ is situated at $\zeta=i u \pi$. The left-hand side of Fig. 2(a) is constructed from the right-hand side of the same figure by appealing to formula (2.14) together with the reflection principle, which, since $u^{-1} \zeta$ is real when $z$ is real and between the points $\pm x_{0}$, implies that $u^{-1} \zeta(x-i y)$ is the conjugate of $u^{-1} \zeta(x+i y)$. On setting $z=-x+i y$ in (2.14) we find, for positive values of $u$, the necessary formula

$$
\begin{aligned}
u^{-1} \zeta(-x+i y) & =-u^{-1} \zeta(x-i y)-u^{-1} g_{0}(u) \\
& =-u^{-1} \overline{\zeta(x+i y)}-u^{-1} g_{0}(u) .
\end{aligned}
$$

This equation relates the value of $\zeta$ at the point $x+i y$ with its value at the image point $-x+i y$ so that, for instance, $\zeta\left(A_{2}\right)=-\bar{\zeta}\left(F_{1}\right)-g_{0}(u)$, and similarly for the values of $\zeta$ at other points on the left-hand side of Fig. 1. In this way the left-hand side of Fig. 2(a) is obtained. The points $K, L, Q, L^{\prime}, K^{\prime}$ lie outside the domain of validity of (2.4)
and their $\zeta$-values are given instead by (2.12) which after division by $u$ reduces to the formula

$$
\begin{equation*}
u^{-1} \zeta=z-\log \left(\frac{2 u}{h e}\right)+O\left(u^{-1}\right) \tag{3.2}
\end{equation*}
$$

The strip $-\pi<y<\pi$ is divided into domains $D_{1}, D_{2}, D_{3}$ by the curves $C_{1}, C_{2}, C_{3}$ which emanate from the point $B_{1}$ and along each of which $\operatorname{Re} \zeta=0$. The curve $C_{1}$ coincides with the segment $\left(x_{0}, \infty\right)$ of the real axis and corresponds to the part $B_{1} A_{1}$ of the imaginary axis of the $u^{-1} \zeta$-plane, whilst $C_{2}$ corresponds to the segment $B_{1} E_{1}$ of that axis. Figure 2(a) gives the $u^{-1} \zeta$-map of the strip $0<\operatorname{Im}(z)<\pi$, for real values of $u$. For such values of $u$ the $\zeta$-map of the adjoining strip $-\pi<\operatorname{Im}(z)<0$, Fig. 2(b), is readily constructed from Fig. 2(a) by means of the reflection principle.

If $u$ is complex we set $u=\operatorname{Re}^{i \theta}$ where $0 \leqq \theta \leqq \pi / 2$ and regard the points $A_{i}, G_{i}$, $F_{i}$, for $i=1,4$ as being fixed in the $u^{-1} \zeta$-plane, that is they correspond to values of $\tau$ independent of $u$ as shown in Figs. 3(a) and 3(b).

Since $u^{2} \tau^{2}=2 h^{2} \cosh 2 z \sim h^{2} e^{2 z}$ the corresponding (distant) points $A_{1}, G_{1}, F_{1}$ of the $z$-plane will now have ordinates $\theta, \theta+\pi / 2, \theta+\pi$, respectively. The remote points $A_{2}, G_{2}, F_{2}$ on the left-hand side of the $z$-plane will be displaced a distance $\theta$ in the downwards direction. The points $Q, L, L^{\prime}, K, K^{\prime}$ are taken to be fixed in the $z$-plane, and their associated $\zeta$-values are given by (3.2), which for complex values of $u$, can be written in the form

$$
u^{-1} \zeta=z-\log \left(\frac{2 R}{h e}\right)-i \theta+O\left(R^{-1}\right)
$$



FIG. 3(a). $u^{-1} \zeta$-plane, $0<\theta<\pi / 2$.


Fig. 3(b). $u^{-1} \zeta$-plane, $0<\theta<\pi / 2$.

This equation shows that the points $Q, L, L^{\prime}, K, K^{\prime}$ of the $u^{-1} \zeta$-plane move downwards through a distance equal to $\theta$. The turning point $B_{1}$ is given for large values of $u$ by the equation $z_{0} \sim \log (u / h)$ and the curves $C_{1}, C_{2}, C_{3}$ through $B_{1}$ correspond to rays for which $\arg \left(u^{-1} \zeta\right)= \pm \pi / 2-\theta$ in the $u^{-1} \zeta$-plane. The images of these curves in the $z$-plane are depicted in Fig. 4. For complex values of $u$ the cut emanating from $B_{1}$ is taken to coincide with the curve $C_{1}$ and that emanating from $E_{1}$ is taken to be the curve $C_{0}$ congruent to $C_{1}$ and orientated as shown in Fig. 4. In constructing the curves $C_{1}, C_{2}, C_{3}$ appearing in Figs. 1, 4 and 5 it is helpful to set $\tau=\operatorname{sech} \sigma, \sigma=\alpha+i \beta$, $u=\operatorname{Re}^{i \theta}$ in the formula (3.1) which then yields the equation

$$
\begin{equation*}
R^{-1} \operatorname{Re} \zeta=\left(\frac{\sinh 2 \alpha}{\cosh 2 \alpha+\cos 2 \beta}-\alpha\right) \cos \theta-\left(\frac{\sin 2 \beta}{\cosh 2 \alpha+\cos 2 \beta}-\beta\right) \sin \theta \tag{3.3}
\end{equation*}
$$

Since $2 h^{2} \cosh 2 z=u^{2} \tau^{2}=u^{2} \operatorname{sech}^{2} \sigma$ we also find, for large positive values of $x$, the relations

$$
\begin{align*}
& 1+\cosh 2 \alpha \cos 2 \beta=e^{2\left(x_{0}-x\right)} \cos 2(\theta-y),  \tag{3.4}\\
& \sinh 2 \alpha \sin 2 \beta=e^{2\left(x_{0}-x\right)} \sin 2(\theta-y),  \tag{3.5}\\
& \cosh 2 \alpha \cos 2 \beta=e^{2\left(x_{0}-x\right)} \tag{3.6}
\end{align*}
$$

where $x_{0} \sim \log (R / h)$. The curves $C_{1}, C_{2}, C_{3}$ leave $z_{0}$ in directions making angles equal to $-\frac{2}{3} \theta, \frac{2}{3}(\pi-\theta)$ and $\frac{2}{3}(2 \pi-\theta)$ with the positive real axis, respectively. When $\theta=0$ the equation (3.3) shows that the curves along which $\operatorname{Re} \zeta$ vanishes are given by either $\alpha=0$ or $\cosh 2 \alpha+\cos 2 \beta=\alpha^{-1} \sinh 2 \alpha$. The equation $\alpha=0$ gives the curve $C_{1}$ which coincides with the part of the $x$-axis to the right of the branch point $B_{1}$ (Fig. 1). The other condition, when used in conjunction with (3.4) and (3.5) to eliminate the variable $\beta$, leads to the following equations:

$$
\cos 2 y=\cosh 2 \alpha-\alpha \sinh 2 \alpha, \quad e^{2\left(x_{0}-x\right)}=\alpha^{-1} \sinh 2 \alpha .
$$



FIG. 4. z-plane, $0<\theta<\pi / 2$.


Fig. 5. $z$-plane, $\theta=\pi / 2$.

These are the parametric equations of the two remaining curves $C_{2}$ and $C_{3}$ (for the value $\theta=0$ ), which are shown along with $C_{1}$ in Fig. 1. The corresponding curves associated with the value $\theta=\pi / 2$ are shown in Fig. 5. In this case it follows from (3.3) that $\operatorname{Re} \zeta$ vanishes when either $\beta=0$ or $\cosh 2 \alpha+\cos 2 \beta=\beta^{-1} \sin 2 \beta$. The curve $C_{3}$ now comprises the line joining the points $\pm x_{0}+i \pi / 2$ and the condition $\beta=0$ gives the part of this line for which (3.3) holds, viz: $x \geqq \frac{1}{2} x_{0}$. The alternative condition $\cosh 2 \alpha+$ $\cos 2 \beta=\beta^{-1} \sin 2 \beta$, when combined with (3.4) and (3.6) to eliminate the variable $\alpha$, yields the parametric equations of the curves $C_{2}$ and $C_{1}$ in the following form:

$$
\cos 2 y=-\cos 2 \beta-\beta \sin 2 \beta, \quad e^{2\left(x_{0}-x\right)}=\beta^{-1} \sin 2 \beta .
$$

It should be noted that, for large values of $R$, the curves $C_{1}, C_{2}, C_{3}$ originating at $z_{0}$ can only extend into the left-hand side of the fundamental strip of the $z$-plane if the angle $\theta$ is sufficiently close to $\pm \pi / 2$, so that $\cos \theta=O\left[(\log R)^{-1}\right]$. To verify this result we note that to reach the left-hand region such a curve must traverse the domain (ii) of $\S 2$ in which the formula (2.12) applies. Upon setting $z=x+i y, u=\operatorname{Re}^{i \theta}$ in this formula we find that

$$
\begin{equation*}
R^{-1} \operatorname{Re} \zeta=\left[x-\log \left(\frac{2 R}{h e}\right)\right] \cos \theta-(y-\theta) \sin \theta+O\left(R^{-1}\right) \tag{3.7}
\end{equation*}
$$

This formula applies for $|x| \leqq \frac{1}{2} \log (R / h)$. Since $y, \theta$ are bounded it follows that a $\operatorname{Re} \zeta=0$ curve cannot enter or traverse this domain unless $\cos \theta=O\left[(\log R)^{-1}\right]$ as stipulated.

If $\theta \neq 0, \pi / 2$ explicit parametric equations for $C_{1}, C_{2}, C_{3}$ in terms of one or other of the variables $\alpha, \beta$ are not obtainable, for then the condition $\operatorname{Re} \zeta=0$ retains the more intricate form

$$
(\alpha \cos \theta-\beta \sin \theta)(\cosh 2 \alpha+\cos 2 \beta)=\sinh 2 \alpha \cos \theta-\sin 2 \beta \sin \theta .
$$

In this case the curves may best be sketched by following the variation of the slope $d y / d x$ as the point $z$, starting at $z_{0}$, moves along such a curve. For this purpose appeal is made to the differential equation of the curves. If we write $\tan \phi=d y / d x$ and use the equation (2.1), it can be shown that this differential equation can be written in the following form:

$$
\cot 2(\theta+\phi)=\left[\cos 2(\theta-y)-e^{2\left(x_{0}-x\right)}\right] \operatorname{cosec} 2(\theta-y) .
$$

The connection formula, in the form stated by Olver, will now be outlined. This formula relates three solutions $w_{1}, w_{2}, w_{3}$ of the differential equation (1.5). Let $D$ be the domain $-\pi<\operatorname{Im} z<\pi$, then the solution $w_{j}$ is defined in $D$ cut along the corresponding curve $C_{j}$ and along the branch line $C_{0}$ through $-z_{0}$ and possesses the property such that

$$
\begin{equation*}
w_{j}(z)=\phi_{j}(z) e^{-\zeta_{j}(z)}\left[1+\varepsilon_{j}(z)\right] \tag{3.8}
\end{equation*}
$$

where $\zeta_{j}(z)$ denotes the branch of $\zeta(z)$ that is continuous in $D$ cut along $C_{0}$ and $C_{j}$ and is such that $\operatorname{Re} \zeta_{j}>0$ in $D_{j}$ whilst $\operatorname{Re} \zeta_{j} \leqq 0$ elsewhere. The function $\phi_{3}(z)$ may be defined to be that branch of $\left(u^{2}-2 h^{2} \cosh 2 z\right)^{-1 / 4}$ that is continuous in $D$ cut along $C_{1}$ and $C_{0}$, except at $\pm z_{0}$, and which is asymptotically equal to $h^{-1 / 2} \exp (-x / 2+i \pi / 4)$
as $x \rightarrow+\infty$. The remaining functions $\phi_{1}$ and $\phi_{2}$ are defined by the equations $\phi_{j}=$ $e^{i \pi / 6} \phi_{j-1}$ for $z \in D_{j} \cup D_{j-1}$. The quantity $\varepsilon_{j}(z)$ appearing in (3.8) is subject to the bound

$$
\begin{equation*}
\left.\left|e_{j}(z)\right| \leqq \exp \left\{\left|\int_{a_{j}}^{z}\right| R(z)|\cdot| d z \mid\right\}\right\}-1 \tag{3.9}
\end{equation*}
$$

where
(3.10) $R(z)=2 h^{2} \cosh 2 z\left(u^{2}-2 h^{2} \cosh 2 z\right)^{-3 / 2}+5 h^{4} \sinh ^{2} 2 z\left(u^{2}-2 h^{2} \cosh 2 z\right)^{-5 / 2}$.

The integral appearing in (3.9) is taken along a path connecting $z$ and an arbitrary reference point $a_{j}$, the path being one along which $\operatorname{Re} \zeta_{j}(z)$ is nondecreasing and tends to $+\infty$ as $z \rightarrow a_{j}$. It follows that

$$
\begin{equation*}
\left|\varepsilon_{j}\left(a_{i}\right)\right| \leqq \exp \left|\int_{a_{i}}^{a_{j}}\right| R(z)|\cdot| d z| |-1 \tag{3.11}
\end{equation*}
$$

where the integral is taken along a path connecting $a_{i}$ and $a_{j}$ along which $\operatorname{Re} \zeta_{j}$ is monotone. It is assumed that such a path exists for each pair of reference points. The connection formula is then

$$
\begin{equation*}
-\left[1+\varepsilon_{2}\left(a_{3}\right)\right] w_{1}+\left[1+\varepsilon_{1}\left(a_{3}\right)\right] e^{i \pi / 3} w_{2}+\left[1+\varepsilon_{1}\left(a_{2}\right)\right] e^{-i \pi / 3} w_{3}=0 . \tag{3.12}
\end{equation*}
$$

To fix the solutions $w_{1}, w_{2}, w_{3}$ we let $a_{1}=-\infty+i \pi / 2, a_{2}=\infty-i \pi / 2$ and $a_{3}=\infty+i \pi / 2$. The resulting domains of definitions of $w_{1}, w_{2}, w_{3}$ are adequate for the intended applications. The function $\zeta_{1}(z)$ is the branch of $\zeta(z)$ that has positive real part in $D_{1}$ and $\operatorname{Re} \zeta_{1} \rightarrow \infty$ as $\operatorname{Re}(z) \rightarrow-\infty$ in $D_{1}$ whilst $\operatorname{Re} \zeta_{1} \rightarrow-\infty$ as $\operatorname{Re}(z) \rightarrow+\infty$ in $D_{2}$ and $D_{3}$. On referring to (2.9) we see that, for large $z$ in $D_{2}$ and $D_{3}$,

$$
\zeta_{1}= \pm\left[i h e^{x}(\cos y+i \sin y)-\frac{i u \pi}{2}+O\left(u^{2} e^{-x}\right)+O\left(u^{-1}\right)\right] .
$$

The stipulated asymptotic behaviour of $\zeta_{1}$ requires that the positive sign be chosen for $z \in D_{3}$ and the negative sign chosen for $z \in D_{2}$. This leads to the relations

$$
\begin{equation*}
\zeta_{1}=i h e^{z}-\frac{i u \pi}{2}+O\left(u^{2} e^{-x}\right)+O\left(u^{-1}\right) \tag{3.13}
\end{equation*}
$$

for $\operatorname{Re}(z) \rightarrow+\infty$ in $D_{3}$, and

$$
\begin{equation*}
\zeta_{1}=-\left[i h e^{z}-\frac{i u \pi}{2}+O\left(u^{2} e^{-x}\right)+O\left(u^{-1}\right)\right] \tag{3.14}
\end{equation*}
$$

for $\operatorname{Re}(z) \rightarrow+\infty$ in $D_{2}$. The corresponding equations giving the behaviour of $\zeta_{1}$ as $\operatorname{Re}(z) \rightarrow-\infty$ (in $D_{1}$ ) are obtained by applying the relation (2.14) to (3.12) or (3.13), as the case may be. Thus we obtain the equations

$$
\begin{equation*}
\zeta_{1}=-2 u \log \left(\frac{2 u}{h e}\right)+i h e^{-z}-\frac{i u \pi}{2}+O\left(u^{2} e^{x}\right)+O\left(u^{-1}\right) \tag{3.15}
\end{equation*}
$$

for $\operatorname{Re}(z) \rightarrow-\infty$ in the part of $D_{1}$ above the cut $C_{0}$, and

$$
\begin{equation*}
\zeta_{1}=-2 u \log \left(\frac{2 u}{h e}\right)-i h e^{-z}+\frac{i u \pi}{2}+O\left(u^{2} e^{x}\right)+O\left(u^{-1}\right) \tag{3.16}
\end{equation*}
$$

as $\operatorname{Re}(z) \rightarrow-\infty$ in the part of $D_{1}$ below $C_{0}$. The asymptotic forms of the functions $\zeta_{2}$ and $\zeta_{3}$ can be obtained from the appropriate formulae (3.13)-(3.16) by using the relations (i) $\zeta_{2}=\zeta_{3}=-\zeta_{1}$ for $z \in D_{1}$ (ii) $\zeta_{2}=-\zeta_{3}=-\zeta_{1}$ for $z \in D_{2}$, and (iii) $\zeta_{2}=-\zeta_{3}=\zeta_{1}$
for $z \in D_{3}$. It will be shown that the quantities $\varepsilon_{i}\left(a_{j}\right)$ appearing in the formula (3.12) are such that $\varepsilon_{2}\left(a_{3}\right)=0$ whilst $\varepsilon_{2}\left(a_{1}\right)$ and $\varepsilon_{3}\left(a_{1}\right)$ are each $O\left(u^{-1}\right)$. We consider $\varepsilon_{3}\left(a_{1}\right)$ first and apply the inequality (3.11) in which the path of integration connecting $a_{1}$ and $a_{3}$ is the straight line $\operatorname{Im} z=\pi / 2$. On this line we set $z=x+i \pi / 2$ and obtain

$$
\begin{align*}
\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2} & =\left(R^{2} e^{2 i \theta}+2 h^{2} \cosh 2 x\right)^{1 / 2} \\
& =\left(R^{2} \cos 2 \theta+2 h^{2} \cosh 2 x+i R^{2} \sin 2 \theta\right)^{1 / 2} \tag{3.17}
\end{align*}
$$

Since $\operatorname{Re} \zeta_{3} \rightarrow+\infty$ as $x \rightarrow+\infty$ it is necessary to select the branch of (3.17) whose real part is positive as $x \rightarrow+\infty$. It is then readily verified that $\operatorname{Re}\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}>0$ for all real values of $x$.

Since $\mathrm{d} \zeta_{3}=\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2} d x$, along the chosen path, it also follows that $(d / d x)\left(\operatorname{Re} \zeta_{3}\right)>0$ so that $\operatorname{Re} \zeta_{3}$ is nondecreasing along this path. Furthermore it is proved in the Appendix that

$$
\begin{equation*}
\left|\left(u^{2}+2 h^{2} \cosh 2 x\right)^{1 / 2}\right| \geqq\left(R^{2}+2 h^{2} \cosh 2 x\right)^{1 / 2} \sin \delta \geqq\left(R^{2}+h^{2} e^{|2 x|}\right)^{1 / 2} \sin \delta \tag{3.18}
\end{equation*}
$$

for $u$ in the sector $0 \leqq \theta \leqq \pi / 2-\delta$. On using this inequality in the definition (3.10) of the function $R(x)$ it is seen that this function is $O\left[e^{|2 x|}\left(R^{2}+h^{2} e^{|2 x|}\right)^{-3 / 2}\right]$ on the line joining $a_{1}$ and $a_{3}$ and that the integral present in (3.11) is $O\left(u^{-1}\right)$ so that $\varepsilon_{13}$ is itself $O\left(u^{-1}\right)$.

To prove that $\varepsilon_{2}\left(a_{3}\right)=0$ we connect $a_{2}$ and $a_{3}$ by means of the three straight lines from $a_{2}$ to $\sigma-i \pi / 2$, then to $\sigma+i \pi / 2$ and finally to $a_{3}$, where $\sigma$ is an arbitrarily large positive number. It follows from (2.9) that, on all three parts of the chosen path, $\zeta_{3} \sim-i h e^{z}+i u \pi / 2$, the signs of (2.9) being reversed since $\operatorname{Re} \zeta_{3} \rightarrow+\infty$ as $x \rightarrow+\infty$ in $D_{3}$. Therefore $\operatorname{Re} \zeta_{3} \sim h e^{x} \sin y+$ constant, which verifies that $\operatorname{Re} \zeta_{3}$ increases steadily from $-\infty$ at $a_{2}$ to $+\infty$ at $a_{3}$. In addition since $\left|\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}\right| \sim h e^{x}$ we see that $R(x)=O\left(e^{-x}\right)$ and that

$$
\int_{a_{2}}^{a_{3}}|R| \cdot|d z| \leqq 2 C \int_{\sigma}^{\infty} e^{-x} d x+C e^{-\sigma} \int_{-\pi / 2}^{\pi / 2} d y=2 C e^{-\sigma}+\pi C e^{-\sigma} .
$$

It follows that $\left|\varepsilon_{3}\left(a_{2}\right)\right| \leqq \exp \left[(\pi+2) C e^{-\sigma}\right]-1$ where $\sigma$ is arbitrarily large, so that, on letting $\sigma \rightarrow+\infty$ we see that $\varepsilon_{3}\left(a_{2}\right)$ is actually zero.

To show that $\varepsilon_{2}\left(a_{1}\right)=O\left(u^{-1}\right)$ we again apply the inequality (3.11) in which the path of integration connecting $a_{1}$ and $a_{2}$ consists of the three straight lines from $a_{1}$ to $i \pi / 2$, then to $-i \pi / 2$ and finally to $a_{2}=\infty-i \pi / 2$. On the line joining the points $\pm i \pi / 2$ the formula (2.12) applies, with all signs on the right-hand side reversed, since the dominant term is the logarithmic one and we require $\operatorname{Re} \zeta_{1}>0$ in $D_{1}$. Therefore, on this segment

$$
\begin{aligned}
\zeta_{1} & =-u z+u \log \left(\frac{2 u}{h e}\right)+O(1) \\
& =-i u y+u \log \left(\frac{2 u}{h e}\right)+O(1)
\end{aligned}
$$

so that $\operatorname{Re} \zeta_{1}=y R \sin \theta+\operatorname{Re}[u \log (2 u / h e)]$ which decreases when the segment is described in the stated direction, and on this segment,

$$
\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}=\left(R^{2} e^{2 i \theta}-2 h^{2} \cos 2 y\right)^{1 / 2}=-\mathrm{Re}^{i \theta}+O\left(R^{-1}\right)
$$

uniformly for $|y| \leqq \pi / 2$. On the infinite parts of the path the formula (3.17) applies, except that it is now necessary to choose the value whose real part is negative as $x \rightarrow+\infty$, since then we require that $\operatorname{Re} \zeta_{1} \rightarrow-\infty$. It follows that $\operatorname{Re}\left(u^{2}-2 h^{2} \cosh 2 z\right)^{1 / 2}<0$,
and that $\operatorname{Re} \zeta_{1}$ is decreasing, on the whole path. In addition the inequality (3.18) applies on the infinite parts so that $R(x)=O\left[e^{|2 x|}\left(R^{2}+h^{2} e^{|2 x|}\right)^{-3 / 2}\right]$ on the entire path and therefore

$$
\int_{a_{1}}^{a_{2}}|R| \cdot|d z|=O\left(u^{-1}\right)
$$

Finally we see that $\left|\varepsilon_{2}\left(a_{1}\right)\right| \leqq \exp \left[0\left(u^{-1}\right)\right]-1$ and this implies that $\varepsilon_{2}\left(a_{1}\right)$ is itself $O\left(u^{-1}\right)$ as claimed. Since $\varepsilon_{2}\left(a_{3}\right)=0$ and $\varepsilon_{1}\left(a_{3}\right)$ and $\varepsilon_{1}\left(a_{2}\right)$ are $O\left(u^{-1}\right)$, (3.12) reduces to

$$
\begin{equation*}
w_{1}(z)=\left[e^{i \pi / 3} w_{2}(z)+e^{-i \pi / 3} w_{3}(z)\right]\left[1+O\left(u^{-1}\right)\right] . \tag{3.19}
\end{equation*}
$$

To relate $M_{\nu}^{(3)}(x)$ to the solutions $w_{1}, w_{2}, w_{3}$ we appeal to the property (1.3) and the Hankel asymptotic formula [1]

$$
\begin{equation*}
H_{\nu}^{(1)}(2 h \cosh x)=\frac{1}{\sqrt{\pi h \cosh x}} \exp \left[2 i h \cosh x-i\left(\nu+\frac{1}{2}\right) \frac{\pi}{2}\right]\left[1+O\left(e^{-x}\right)\right] \tag{3.20}
\end{equation*}
$$

as $x \rightarrow+\infty$. It follows on combining (1.3) and (3.20) that

$$
\begin{equation*}
M_{\nu}^{(3)}(x)=\frac{1}{\sqrt{\pi h \cosh x}} \exp \left[2 i h \cosh x-i\left(\nu+\frac{1}{2}\right) \frac{\pi}{2}\right]\left[1+O\left(e^{-x}\right)\right] \tag{3.21}
\end{equation*}
$$

as $x \rightarrow+\infty$.
Since $\zeta_{3} \sim-i h e^{z}+i u \pi / 2$ as $\operatorname{Re}(z) \rightarrow+\infty$ in $D_{2}$ and $D_{3}$ the formula (3.8) applied to $w_{3}$ shows that

$$
\begin{equation*}
w_{3}(z)=\phi_{3}(z) e^{i h e^{2}-i u \pi / 2}\left[1+\varepsilon_{3}(z)\right] . \tag{3.22}
\end{equation*}
$$

The above formula for $w_{3}$ applies for all points $z$ that can be connected to $a_{3}$ by a path along which $\operatorname{Re} \zeta_{3}$ is nondecreasing. If $z=\sigma$ is positive, and large compared with $u^{2}$, a suitable path can be composed of the straight line from $\sigma$ to ( $\sigma+i \pi / 2$ ) together with the straight line from $\sigma+i \pi / 2$ to $a_{3}$. This path is the upper half of that introduced in the preceding proof that $\varepsilon_{2}\left(a_{3}\right)=0$ and on it $R=O\left(e^{-x}\right)$ and $\operatorname{Re} \zeta_{3}$ is nondecreasing so that

$$
\int_{\sigma}^{a_{3}}|R| \cdot|d z|=O\left(e^{-\sigma}\right)
$$

Therefore $\varepsilon_{3}(\sigma) \rightarrow 0$ as $\sigma \rightarrow-\infty$. Hence, since $\phi_{3} \sim h^{-1 / 2} e^{-x / 2+i \pi / 4}$ as $x \rightarrow \infty$, it follows from (3.21) that

$$
\begin{equation*}
w_{3}(x)=h^{-1 / 2} e^{-x / 2+i h e^{x}-i u \pi / 2+i \pi / 4}\left[1+\varepsilon_{3}(x)\right] \tag{3.23}
\end{equation*}
$$

where $\varepsilon_{3}(x) \rightarrow 0$ as $x \rightarrow+\infty$.
Upon comparing (3.21) with (3.23) we see that

$$
\begin{align*}
M_{\nu}^{(3)}(x) & =\sqrt{\frac{2}{\pi}} e^{i(u-\nu)(\pi / 2)-i \pi / 2} w_{3}(x)  \tag{3.24}\\
& =\sqrt{\frac{2}{\pi}} e^{i(u-\nu)(\pi / 2)}\left[e^{-i \pi / 6} w_{1}(x)-e^{i \pi / 6} w_{2}(x)\right]\left[1+O\left(u^{-1}\right)\right] \tag{3.25}
\end{align*}
$$

by (3.19).
We now obtain the desired formula for $M_{\nu}^{(3)}(x)$. Since this is to be applicable to sufficiently large values of $u$ but bounded values of $x$, the latter variable will be located in the domain $D_{1}$. In this domain $\operatorname{Re}\left(\zeta_{1}\right)>0$ so that $\zeta_{1}$ is given by (2.12) with the signs of the terms on the right-hand side of this equation reversed. For the values of
$x$ in question, the second term on the right-hand side of the same equation is $O\left(u^{-1}\right)$ and can be absorbed into the last term so that $\zeta_{1}(x, u)=-u x+\frac{1}{2} g_{0}(u)$ and

$$
w_{1}(x)=\phi_{1}(x) e^{u x-(1 / 2) g_{0}(u)}\left[1+\varepsilon_{1}(x)\right]
$$

where $g_{0}(u)$ is defined by equation (2.15). Since $\zeta_{2}=-\zeta_{1}$ in $D_{1}$ we also have the equation

$$
w_{2}(x)=\phi_{2}(x) e^{-u x+(1 / 2) g_{0}(u)}\left[1+\varepsilon_{2}(x)\right] .
$$

It is clear from the reasoning followed in discussing $\varepsilon_{1}\left(a_{2}\right)$ that $\varepsilon_{1}(x)$ and $\varepsilon_{2}(x)$ are $O\left(u^{-1}\right)$. On inserting the above expressions for $w_{1}$ and $w_{2}$ into (3.25) and using the facts that $\phi_{1} e^{-i \pi / 6}=\phi_{2} e^{-i \pi / 3}=\phi_{3} \sim u^{-1 / 2}$ in $D_{1}$, we find the formula (1.5) already stated.

If $-\pi / 2<\theta<0$ the desired formula for $M_{\nu}^{(3)}(x)$ is obtainable at once from (3.24) where $w_{3}(z)$ is given by (3.22), the connection formula (3.19) being now unnecessary. The formula (3.22) itself now applies for fixed real values of $z$ and, for such values, $\varepsilon_{3}(z)=O\left(u^{-1}\right)$. To establish this result it is first verified that points representing fixed real values of $z$ can be connected to $a_{3}$ by a path satisfying the monotonic property. If $x$ is positive and small compared with $\log (2 u / h e)$, a suitable path consists of the straight line from $x$ to $x+i \pi / 2$ followed by the line from $x+i \pi / 2$ to $a_{3}$. In the domain $D_{1}, \operatorname{Re} \zeta_{3}$ is negative and equal to the expression on the right-hand side of (3.7) which, since $\sin \theta$ is negative, confirms that $\operatorname{Re} \zeta_{3}$ increases along the first part of the stated path. The remainder of the path is positioned on the line $\operatorname{Im} z=\pi / 2$ on which (3.17) holds. Since $\operatorname{Re} \zeta_{3} \rightarrow+\infty$ as $z \rightarrow a_{3}$ along this line it follows as before that $\operatorname{Re} \zeta_{3}$ is nondecreasing on this section of the path as well. Since $R(z)=O\left(u^{-1}\right)$ on the first part of the path and $R(z)=O\left[e^{2 x}\left(|u|^{2}+h^{2} e^{2 x}\right)^{-3 / 2}\right]$ on the second part it follows, as in the earlier discussion of $\varepsilon_{2}\left(a_{1}\right)$, that $\varepsilon_{3}(x)=O\left(u^{-1}\right)$ for positive values of $x$ small compared with $\log (2 u / h e)$. On combining (3.24) and (3.22) we find since $\phi_{3} \sim u^{-1 / 2}$ in $D_{1}$ that

$$
\begin{aligned}
M_{\nu}^{(3)}(x) & =\sqrt{\frac{2}{\pi u}} e^{i(u-\nu) \pi / 2-i \pi / 2-\zeta_{3}}\left[1+O\left(u^{-1}\right)\right] \\
& =-i \sqrt{\frac{2}{\pi u}} e^{i(u-\nu) \pi / 2-u x+u \log (2 u / h e)}\left[1+O\left(u^{-1}\right)\right]
\end{aligned}
$$

for $-\pi / 2<\theta<0$.
Appendix. It remains to establish the inequality (3.18). We write

$$
\begin{equation*}
\left(u^{2}+2 h^{2} \cosh 2 x\right)^{1 / 2}=A+i B . \tag{A.1}
\end{equation*}
$$

On setting $u=t+i s$, squaring both sides and equating real and imaginary parts, we find the equations

$$
\begin{equation*}
t^{2}-s^{2}+2 h^{2} \cosh 2 x=A^{2}-B^{2}, \quad s t=A B . \tag{A.2}
\end{equation*}
$$

Upon eliminating $s$ from the last two equations and rearranging the result we find that

$$
\begin{equation*}
A^{2}=t^{2}\left[1+\frac{2 h^{2} \cosh 2 x}{B^{2}+t^{2}}\right] . \tag{A.3}
\end{equation*}
$$

It follows from this equation that $|A| \geqq|t|$, and therefore from (A.2) that $|B| \leqq|s|$. On using the latter inequality in (A.3), we find that

$$
A^{2} \geqq t^{2}\left[1+\frac{2 h^{2} \cosh 2 x}{s^{2}+t^{2}}\right]
$$

so that, since $u=t+i s=\operatorname{Re}^{i \theta}$,

$$
|A| \geqq\left(R^{2}+2 h^{2} \cosh 2 x\right)^{1 / 2}|\cos \theta| .
$$

Since

$$
\left|u^{2}+2 h^{2} \cosh 2 x\right|^{1 / 2}=\left(A^{2}+B^{2}\right)^{1 / 2} \geqq|A| \geqq\left(R^{2}+2 h^{2} \cosh 2 x\right)^{1 / 2}|\cos \theta|
$$

the result (3.18) follows for all values of $u$ in the sector

$$
0 \leqq \theta \leqq \frac{\pi}{2}-\delta .
$$
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# ASYMPTOTIC EXPANSION OF A MULTIPLE INTEGRAL* 
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#### Abstract

An alternative derivation is given for the asymptotic expansion, as $s \rightarrow 0^{+}$, of the multiple integral $$
J(s)=\int_{[0,1]^{n}} g\left(x^{\alpha} / s\right) x^{\beta} f(x) d x
$$ where $g \in \mathscr{S}(\mathbb{R})$ and $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$. The integral $J(s)$ is first expressed as a contour integral, in which the integrand is a meromorphic function in the complex plane. The asymptotic expansion is then obtained by moving the contour to the left, the terms of the expansion being the residues of the integrand.
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1. Let $g \in \mathscr{Y}(\mathbb{R})$, the Schwarz space, $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $K_{n}=[0,1]^{n}$. Recently, Brüning [4] has derived an asymptotic expansion, as $s \rightarrow 0^{+}$, for the multi-dimensional integral

$$
\begin{equation*}
J(s)=\int_{K_{n}} g\left(\frac{x^{\alpha}}{s}\right) x^{\beta} \log ^{\gamma} x f(x) d x, \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, \alpha$ and $\beta \in \mathbb{R}_{+}^{n}, \gamma \in \mathbb{Z}_{+}^{n}, x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$ and

$$
\log ^{\gamma} x=\log ^{\gamma_{1}} x_{1} \cdots \log ^{\gamma_{n}} x_{n}
$$

Here, $\mathbb{R}_{+}=[0, \infty)$. To avoid triviality, we assume that the components $\alpha_{1}, \cdots, \alpha_{n}$ of $\alpha$ are all positive. According to Brüning, integrals of this type play an important role in the asymptotic expansion of the trace of the equivariant heat kernel [3]. A related integral has been treated by Barlet [1] in the analysis of complex spaces. The main result of Brüning is the following.

Theorem. As $s \rightarrow 0^{+}$, we have that

$$
\begin{equation*}
J(s) \sim \sum I_{j k l}(f) s^{\left(\beta_{l}+j+1\right) / \alpha_{l}} \log ^{k} s, \tag{2}
\end{equation*}
$$

where the summation is over all $j \geqq 0,0 \leqq k \leqq|\gamma|+n-1$ and $1 \leqq l \leqq n$. The $I_{j k l}$ are distributions with support in the set $\left\{x \in K_{n}: x^{\alpha}=0\right\}$.

Brüning uses an inductive argument, and bases his analysis on real-variable techniques. However, his proof is difficult to follow; in particular, we believe that the argument of $\S \S 5,6$ and 7 , which involves passing back and forth between one- and two-variable expansions, is more subtle than is indicated. Moreover, the combination of the inductive method and the reduction to various special cases makes the calculation of the coefficients of the expansion (2) impossible in any practical sense.

[^136]In the present note, we give a quite different and more straightforward method for deriving the expansion (2). A discussion of this method, but in the case of one-dimensional integrals, is given in [2]. This method involves some elementary complex-variable techniques and has two major advantages over Brüning's argument. First, the method remains the same, whatever the number of dimensions, so that no induction is necessary on the dimension of the integral. Second, our method leads to explicit formulas for the coefficients in (2).
2. For simplicity of presentation, we shall consider only the case $n=2$, and assume that $\gamma=0$ in (1). The logarithmic factors can always be introduced subsequently by differentiating both sides of the resulting expansion for $J(s)$ with respect to the exponents of $x$; see the last statement in $\S 4$. The formulas, of course, become more complicated as the dimension increases. However, the method itself remains unchanged. Thus we are concerned with only the integral

$$
\begin{equation*}
J(s)=\int_{0}^{1} \int_{0}^{1} g\left(x^{a} y^{b} / s\right) x^{\alpha} y^{\beta} f(x, y) d x d y \tag{3}
\end{equation*}
$$

where $a$ and $b$ are positive, $\alpha$ and $\beta$ are nonnegative, $g \in \mathscr{S}(\mathbb{R})$ and $f \in C^{\infty}\left(\mathbb{R}^{2}\right)$.
Our approach is based on some properties of Mellin transforms. We recall that the Mellin transform of a locally integrable function $h$ on $(0, \infty)$ is defined by the integral

$$
\begin{equation*}
M[h ; z]=\int_{0}^{\infty} t^{z-1} h(t) d t \tag{4}
\end{equation*}
$$

when it exists. If (4) holds, then the inverse Mellin transform is given by

$$
\begin{equation*}
h(t)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} t^{-z} M[h ; z] d z, \tag{5}
\end{equation*}
$$

where the path of integration is a suitably chosen vertical line in the domain of analyticity of $M[h ; z]$. For conditions and proofs of (4) and (5), see [5, p. 46, § 1.29].

Since $g \in \mathscr{S}$, it is straightforward to show that the Mellin transform $M[J ; z]$ exists and is analytic in the strip $-d_{11}<\operatorname{Re} z<0$, where

$$
\begin{equation*}
d_{11}=\min \left\{\frac{1+\alpha}{a}, \frac{1+\beta}{b}\right\} . \tag{6}
\end{equation*}
$$

Furthermore, in this strip,

$$
\begin{align*}
M[J ; z] & =\int_{0}^{\infty} s^{z-1} J(s) d s \\
& =\int_{0}^{1} \int_{0}^{1} x^{\alpha} y^{\beta} f(x, y)\left[\int_{0}^{\infty} s^{z-1} g\left(x^{a} y^{b} / s\right) d s\right] d x d y  \tag{7}\\
& =M[g ;-z] \int_{0}^{1} \int_{0}^{1} x^{\alpha+a z} y^{\beta+b z} f(x, y) d x d y
\end{align*}
$$

Put

$$
\begin{equation*}
F(z)=\int_{0}^{1} \int_{0}^{1} x^{\alpha+a z} y^{\beta+b z} f(x, y) d x d y \tag{8}
\end{equation*}
$$

Then, by the inversion formula, we have

$$
\begin{equation*}
J(s)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} s^{-z} F(z) M[g ;-z] d z \tag{9}
\end{equation*}
$$

where $-d_{11}<c<0$; cf. [5, Thm. 28]. Note that the Mellin transform $M[g ;-z]$ is analytic in the half-plane $\operatorname{Re} z<0$ and is bounded in $\operatorname{Re} z \leqq c$ for any $c<0$. Also, the double integral $F(z)$ is analytic in the half-plane $-d_{11}<\operatorname{Re} z$. In the following section, we shall show that $F(z)$ can be analytically continued to a meromorphic function in the entire $z$-plane.
3. For $-d_{11}<\operatorname{Re} z<0$, integration by parts gives

$$
\begin{align*}
F(z)= & \frac{1}{\alpha+a z+1}\left[\int_{0}^{1} y^{\beta+b z} f(1, y) d y-\int_{0}^{1} \int_{0}^{1} x^{\alpha+a z+1} y^{\beta+b z} f_{1,0}(x, y) d x d y\right] \\
= & \frac{1}{(\alpha+a z+1)(\beta+b z+1)}\left[f(1,1)-\int_{0}^{1} y^{\beta+b z+1} f_{0,1}(1, y) d y\right. \\
& -\int_{0}^{1} x^{\alpha+a z+1} f_{1,0}(x, 1) d x  \tag{10}\\
& \left.+\int_{0}^{1} \int_{0}^{1} x^{\alpha+a z+1} y^{\beta+b z+1} f_{1,1}(x, y) d x d y\right]
\end{align*}
$$

The double integral on the extreme right is analytic for $\operatorname{Re} z>-d_{22}$, where

$$
d_{22}=\min \left\{\frac{\alpha+2}{a}, \frac{\beta+2}{b}\right\}
$$

Thus, through (10), $F(z)$ is extended to a meromorphic function in the half-plane $\operatorname{Re} z>-d_{22}$ with at least one pole at $z=-d_{11}$ and possibly two poles, one at $z=-(\alpha+1) / a$ and one at $z=-(\beta+1) / b$, depending on whether $d_{22}>$ $\max \{(\alpha+1) / a,(\beta+1) / b\}$. Equation (10) also shows that $F(z)=O\left((\operatorname{Im} z)^{-2}\right)$ as $z \rightarrow \infty$ along vertical lines in $\operatorname{Re} z>-d_{22}$. Now observe that the last double integral in (10) is in exactly the same form as $F(z)$. Hence, the procedure in (10) can be repeated, and $n$-applications of this give

$$
\begin{aligned}
F(z)= & \sum_{k=1}^{n}\left[\prod_{j=1}^{k}(\alpha+a z+j)(\beta+b z+j)\right]^{-1} \\
& \cdot\left\{f_{k-1, k-1}(1,1)-\int_{0}^{1} y^{\beta+b z+k} f_{k-1, k}(1, y) d y-\int_{0}^{1} x^{\alpha+a z+k} f_{k, k-1}(x, 1) d x\right\} \\
& +\left[\prod_{j=1}^{n}(\alpha+a z+j)(\beta+b z+j)\right]^{-1} \int_{0}^{1} \int_{0}^{1} x^{\alpha+a z+n} y^{\beta+b z+n} f_{n, n}(x, y) d x d y
\end{aligned}
$$

Further integration by parts shows that for any positive integer $n$,

$$
\begin{aligned}
& F(z)=\sum_{k, l=1}^{n}(-1)^{k+1} f_{k-1, l-1}(1,1)\left[\prod_{j=1}^{k}(\alpha+a z+j) \prod_{i=1}^{l}(\beta+b z+i)\right]^{-1} \\
&+\sum_{k=1}^{n}(-1)^{k+n-1}\left[\prod_{j=1}^{k}(\alpha+a z+j) \prod_{i=1}^{n}(\beta+b z+i)\right]^{-1} \\
& \cdot \int_{0}^{1} y^{\beta+b z+n} f_{k-1, n}(1, y) d y
\end{aligned}
$$

$$
+\sum_{l=1}^{n}(-1)^{l+n-1}\left[\prod_{j=1}^{n}(\alpha+a z+j) \prod_{i=1}^{l}(\beta+b z+i)\right]^{-1}
$$

$$
\cdot \int_{0}^{1} x^{\alpha+a z+n} f_{n, l-1}(x, 1) d x+\left[\prod_{j=1}^{n}(\alpha+a z+j) \prod_{i=1}^{n}(\beta+b z+i)\right]^{-1}
$$

$$
\cdot \int_{0}^{1} \int_{0}^{1} x^{\alpha+a z+n} y^{\beta+b z+n} f_{n, n}(x, y) d x d y
$$

From (11) it is evident that $F(z)$ is meromorphic for $\operatorname{Re} z>-d_{n+1, n+1}$, where

$$
d_{n n}=\min \left\{\frac{\alpha+n}{a}, \frac{\beta+n}{b}\right\} .
$$

Since $d_{n n} \rightarrow \infty$ as $n \rightarrow \infty$, we have proved the following result.
Lemma. The function $F(z)$, defined by (8), can be analytically continued to a meromorphic function in the entire $z$-plane, with poles at $-(\alpha+n) / a,-(\beta+n) / b(n=$ $1,2, \cdots)$. Furthermore, $F(z)=O\left((\operatorname{Im} z)^{-2}\right)$, as $|z| \rightarrow \infty$, uniformly in any strip $-\infty<d \leqq$ $\operatorname{Re} z \leqq c<0$.

To facilitate the calculation of the residues of $F(z)$, we state the following variant of (11), which is obtained by varying the number of integrations by parts. For any positive integers $n$ and $m$, we have

$$
\begin{align*}
F(z)=\sum_{k=1}^{n} & \sum_{l=1}^{m}(-1)^{k+l} f_{k-1, l-1}(1,1)\left[\prod_{j=1}^{k}(a z+\alpha+j) \prod_{i=1}^{l}(b z+\beta+i)\right]^{-1} \\
& +\sum_{k=1}^{n}(-1)^{k+m-1}\left[\prod_{j=1}^{k}(a z+\alpha+j) \prod_{i=1}^{m}(b z+\beta+i)\right]^{-1} \\
& \cdot \int_{0}^{1} y^{\beta+b z+m} f_{k-1, m}(1, y) d y \\
& \quad+\sum_{l=1}^{m}(-1)^{l+n-1}\left[\prod_{j=1}^{n}(a z+\alpha+j) \prod_{i=1}^{l}(b z+\beta+i)\right]^{-1}  \tag{12}\\
& \cdot \int_{0}^{1} x^{\alpha+a z+n} f_{n, l-1}(x, 1) d x \\
& +(-1)^{n+m}\left[\prod_{j=1}^{n}(a z+\alpha+j) \prod_{i=1}^{m}(b z+\beta+i)\right]^{-1} \\
& \cdot \int_{0}^{1} \int_{0}^{1} x^{\alpha+a z+n} y^{\beta+b z+m} f_{n, m}(x, y) d x d y
\end{align*}
$$

Note that each integral on the right-hand side of (12) is analytic in $\operatorname{Re} z>-d_{n+1 m+1}$, where

$$
d_{n m}=\min \left\{\frac{\alpha+n}{a}, \frac{\beta+m}{b}\right\},
$$

and that the sequence $d_{n m}$ is monotonically increasing with respect to each of $n$ and $m$. Moreover, $d_{n m} \rightarrow \infty$ as $n, m \rightarrow \infty$.

Now let $w$ be a pole of $F(z)$, and let $n$ and $m$ be the smallest positive integers such that $w>-d_{n+1 m+1}$. To be more specific, we suppose that $w=-(\alpha+n) / a$, and that $-(\alpha+n) / a \neq-(\beta+m) / b$ for all positive integers $m$. Thus $w$ is a simple pole. From (12) we have
$\operatorname{Res}\left[F ;-\frac{\alpha+n}{a}\right]=\frac{1}{a(n-1)!}$

$$
\begin{gathered}
\left\{\sum_{l=1}^{m}(-1)^{l-1} f_{n-1, l-1}(1,1) \prod_{i=1}^{l}\left(\beta+i-b \frac{\alpha+n}{a}\right)^{-1}\right. \\
+(-1)^{m} \prod_{i=1}^{m}\left(\beta+i-b \frac{\alpha+n}{a}\right)^{-1} \\
\cdot \int_{0}^{1} y^{\beta+m-b(n+\alpha) / a} f_{n-1, m}(1, y) d y
\end{gathered}
$$

$$
+\sum_{l=1}^{m}(-1)^{l} \prod_{i=1}^{l}\left(\beta+i-b \frac{\alpha+n}{a}\right)^{-1}
$$

$$
\cdot \int_{0}^{1} f_{n, l-1}(x, 1) d x+(-1)^{m-1} \prod_{i=1}^{m}\left(\beta+i-b \frac{\alpha+n}{a}\right)^{-1}
$$

$$
\left.\cdot \int_{0}^{1} \int_{0}^{1} y^{\beta+m-b(n+\alpha) / a} f_{n, m}(x, y) d x d y\right\} .
$$

Performing the obvious integration with respect to $x$ in the second sum and the last term on the right simplifies (13) to

$$
\begin{aligned}
\operatorname{Res}\left[F ;-\frac{\alpha+n}{a}\right]=\frac{1}{a(n-1)!}\left\{\sum_{l=1}^{m}(-1)^{l+1}\right. & \prod_{i=1}^{l}\left(\beta+i-b \frac{\alpha+n}{a}\right)^{-1} f_{n-1, l-1}(0,1) \\
+(-1)^{m} & \prod_{i=1}^{m}\left(\beta+i-b \frac{n+\alpha}{a}\right)^{-1} \\
& \left.\cdot \int_{0}^{1} y^{\beta+m-b(n+\alpha) / a} f_{n-1, m}(0, y) d y\right\} .
\end{aligned}
$$

Similarly, if $w=-(\beta+m) / b$ is a simple pole, and if $n, m$ are chosen as before, then we have

$$
\operatorname{Res}\left[F ;-\frac{\beta+m}{b}\right]=\frac{1}{b(m-1)!}\left\{\sum_{k=1}^{n}(-1)^{k+1} \prod_{j=1}^{k}\left(\alpha+j-a \frac{\beta+m}{b}\right)^{-1} f_{k-1, m-1}(1,0)\right.
$$

$$
\begin{align*}
+(-1)^{n} \prod_{j=1}^{n}(\alpha & \left.\alpha-j-a \frac{\beta+m}{b}\right)^{-1}  \tag{15}\\
& \left.\cdot \int_{0}^{1} x^{\alpha+n-a(\beta+m) / b} f_{n, m-1}(x, 0) d x\right\} .
\end{align*}
$$

Finally, suppose that for some integers $n$ and $m$, we have $(\alpha+n) / a=(\beta+m) / b$. Then $F(z)$ has a double pole at $-(\alpha+n) / a$. The principal part of $F(z)$ can be calculated from (12), and is given by

$$
\begin{aligned}
& \frac{1}{a b(n-1)!(m-1)!}\left\{f_{n-1, m-1}(1,1)-\int_{0}^{1} f_{n-1, m}(1, y) d y\right. \\
&-\int_{0}^{1}\left.f_{n, m-1}(x, 1) d x+\int_{0}^{1} \int_{0}^{1} f_{n, m}(x, y) d x d y\right\}\left(z+\frac{\alpha+n}{a}\right)^{-2} \\
&+\frac{1}{a b(n-1)!(m-1)!}\{ {\left[f_{n-1, m-1}(1,1)-\int_{0}^{1} f_{n-1, m}(1, y) d y\right.} \\
&\left.-\int_{0}^{1} f_{n, m-1}(x, 1) d x+\int_{0}^{1} \int_{0}^{1} f_{n, m}(x, y) d x d y\right]\left(a H_{n-1}+b H_{m-1}\right) \\
&-b \int_{0}^{1} \log y f_{n-1, m}(1, y) d y \\
&-a \int_{0}^{1} \log x f_{n, m-1}(x, 1) d x \\
&+\int_{0}^{1} \int_{0}^{1}(a \log x+b \log y) f_{n, m}(x, y) d x d y \\
&-a \sum_{k=1}^{n-1}(n-k-1)!f_{k-1, m-1}(1,1) \\
&-b \sum_{l=1}^{m-1}(m-l-1)!f_{n-1, l-1}(1,1) \\
&+a \sum_{k=1}^{n-1}(n-k-1)!\int_{0}^{1} f_{k-1, m}(1, y) d y \\
&\left.+b \sum_{l=1}^{m-1}(m-l-1)!\int_{0}^{1} f_{n, l-1}(x, 1) d x\right\}\left(z+\frac{\alpha+n}{a}\right)^{-1},
\end{aligned}
$$

where $H_{n}=\sum_{k=1}^{n}(1 / k)$. Upon simplification, the above expression reduces to
$\operatorname{Prin}\left[F ;-\frac{\alpha+n}{a}\right]=\frac{1}{a b(n-1)!(m-1)!} f_{n-1, m-1}(0,0)\left(z+\frac{\alpha+n}{a}\right)^{-2}$

$$
\begin{aligned}
& +\frac{1}{a b(n-1)!(m-1)!} \\
& \cdot\left\{f_{n-1, m-1}(0,0)\left(a H_{n-1}+b H_{m-1}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& -b \int_{0}^{1} \log y f_{n-1, m}(0, y) d y-a \int_{0}^{1} \log x f_{n, m-1}(x, 0) d x  \tag{16}\\
& -a \sum_{k=1}^{n-1}(n-k-1)!f_{k-1, m-1}(1,0) \\
& \left.\quad-b \sum_{l=1}^{m-1}(m-l-1)!f_{n-1, l-1}(0,1)\right\}\left(z+\frac{\alpha+n}{a}\right)^{-1} .
\end{align*}
$$

Observe that the right-hand side of (14) can be regarded as the result of a distribution acting on the $C^{\infty}$-function $f(x, y)$ and supported on the coordinate axes. The same remark applies to (15) and (16).
4. We are now ready to derive the asymptotic expansion of $J(s)$. First we return to the contour integral representation in (9). For any positive number $d>-c$ we can choose an arbitrarily small $\varepsilon$ such that $F(z)$ has no pole in the strip $-d<\operatorname{Re} z \leqq-d+\varepsilon$. Since $M[g ;-z]$ is analytic and bounded for $\operatorname{Re} z \leqq c<0$, by the lemma above we can shift the contour in (9) to the left and obtain

$$
\begin{align*}
J(s)= & \sum_{-d+\varepsilon<\operatorname{Re} z<c} \operatorname{Res}\left\{s^{-z} F(z) M[g ;-z]\right\} \\
& +\frac{1}{2 \pi i} \int_{-d+\varepsilon-i \infty}^{-d+\varepsilon+i \infty} s^{-z} F(z) M[g ;-z] d z . \tag{17}
\end{align*}
$$

The last integral is clearly bounded by a constant multiple of $s^{d-\varepsilon}$. Thus we have

$$
\begin{equation*}
J(s)=\sum_{-d<\operatorname{Re} z<c} \operatorname{Res}\left\{s^{-z} F(z) M[g ;-z]\right\}+O\left(s^{d-\varepsilon}\right), \tag{18}
\end{equation*}
$$

as $s \rightarrow 0^{+}$. Each simple pole $w=-(\alpha+n) / a$ of $F(z)$ contributes a term of the form

$$
\begin{equation*}
s^{(\alpha+n) / a} M\left[g ; \frac{\alpha+n}{a}\right] \operatorname{Res}\left[F ;-\frac{\alpha+n}{a}\right] \tag{19}
\end{equation*}
$$

to the asymptotic expansion of $J(s)$. Similarly, each simple pole $w=-(\beta+m) / b$ contributes a term of the form

$$
\begin{equation*}
s^{(\beta+m) / b} M\left[g ; \frac{\beta+m}{b}\right] \operatorname{Res}\left[F ;-\frac{\beta+m}{b}\right] . \tag{20}
\end{equation*}
$$

If $w=-(\alpha+n) / a=-(\beta+m) / b$ is a double pole of $F(z)$, then the residue of

$$
s^{-z} F(z) M[g ;-z]=\exp (-z \log s) F(z) M[g ;-z]
$$

at $w$ can be calculated from (16), and to the expansion of $J(s)$ the point contributes the term

$$
\begin{equation*}
a_{n}(f) s^{(\alpha+n) / a} \log s+b_{n}(f) s^{(\alpha+n) / a} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}(f)=-\frac{f_{n-1, m-1}(0,0)}{a b(n-1)!(m-1)!} M\left[g ; \frac{\alpha+n}{a}\right] \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
b_{n}(f)= & -\frac{f_{n-1, m-1}(0,0)}{a b(n-1)!(m-1)!} M^{\prime}\left[g ; \frac{\alpha+n}{a}\right]+\frac{1}{a b(n-1)!(m-1)!} \\
& \cdot\left\{f_{n-1, m-1}(0,0)\left(a H_{n-1}+b H_{m-1}\right)\right.
\end{aligned} \quad \begin{aligned}
& -b \int_{0}^{1} \log y f_{n-1, m}(0, y) d y-a \int_{0}^{1} \log x f_{n, m-1}(x, 0) d x \\
& -a \sum_{k=1}^{n-1}(n-k-1)!f_{k-1, m-1}(1,0)  \tag{23}\\
& \left.\quad-b \sum_{l=1}^{m-1}(m-l-1)!f_{n-1, l-1}(0,1)\right\} M\left[g ; \frac{\alpha+n}{a}\right] .
\end{align*}
$$

Inserting (19), (20) and (21) into (18), we obtain an asymptotic expansion for $J(s)$ in terms of powers and logarithms of $s$. In view of the statement following (16), the theorem in $\S 1$ is proved for the case $n=2$ and $\gamma=0$.

As remarked before, the above method can easily be extended to integrals of higher dimensions. The formulas for the coefficients in the expansion, however, will become overwhelmingly complicated, and hence will not be given. The case $\gamma \neq 0$ in (1) can be included by employing a frequently used device in asymptotics, namely, we first replace each term in the sum in (17) by its corresponding value given in (19), (20) or (21), and then differentiate both sides of (17) with respect to $\alpha$ and $\beta$ an appropriate number of times.
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# INCOMPLETE LAPLACE INTEGRALS: UNIFORM ASYMPTOTIC EXPANSION WITH APPLICATION TO THE INCOMPLETE BETA FUNCTION* 

N. M. TEMME $\dagger$

Abstract. The incomplete Laplace integral

$$
\frac{1}{\Gamma(\lambda)} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t} f(t) d t
$$

is considered for large values of $z$. Both $\lambda$ and $\alpha$ are uniformity parameters in $[0, \infty)$. The basic approximant is an incomplete gamma function, that is, the above integral with $f=1$. Also, a loop integral in the complex plane is considered with the same asymptotic features. The asymptotic expansions are furnished with error bounds for the remainders in the expansions. The results of the paper combine four kinds of asymptotic problems considered earlier. An application is given for the incomplete beta function. The present investigations are a continuation of earlier works of the author for the above integral with $\alpha=0$. The new results are significantly based on the previous case.

Key words. uniform asymptotic expansion of integrals, incomplete gamma function, incomplete beta function, incomplete Laplace integral, construction of error bounds

AMS(MOS) subject classification. 41 A60, 30 F15, 33 A15, 44 A10

1. Introduction. This paper is the third in a set dealing with uniform asymptotic expansions of Laplace type integrals. The previous papers are [11] and [12]. In the present paper, we consider the integral

$$
\begin{equation*}
F_{\lambda}(z, \alpha)=\frac{1}{\Gamma(\lambda)} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t} f(t) d t \tag{1.1}
\end{equation*}
$$

where $z$ is a large parameter and $f$ is holomorphic in a domain $\Omega$ that contains the nonnegative reals; $\lambda, \alpha$ and $z$ are real variables for which the integral is properly defined. Say, $\alpha \geqq 0, \lambda \geqq 0$ and $z>0$. An interpretation of $F_{0}(z, 0)$ follows from

$$
\lim _{\lambda \rightarrow 0} F_{\lambda}(z, \alpha)= \begin{cases}0 & \text { if } \alpha>0 \\ f(0) & \text { if } \alpha=0 .\end{cases}
$$

The second case follows from integration by parts.
We are interested in the asymptotic expansion of (1.1) for $z \rightarrow \infty$ which is uniformly valid with respect to both $\lambda$ and $\alpha$ in $[0, \infty)$. The parameters $\lambda$ and $\alpha$ may be coupled with the large parameter $z$, or they may range independently through the uniformity interval. For a description of the various asymptotic features, four different cases with their own asymptotic phenomena can be distinguished.
(i) $\alpha$ fixed, $\lambda$ fixed. For this classical case Watson's lemma gives an expansion. When $\alpha=0, f(t)$ is expanded in powers of $t$, when $\alpha>0, t^{\lambda-1} f(t)$ is expanded in powers of $t-\alpha$. See [6, p. 113].
(ii) $\alpha \geqq 0$, $\lambda$ fixed. An incomplete gamma function (i.e., (1.1) with $f=1$ ) is needed to describe the uniform transition of $\alpha=0$ to $\alpha>0$; [4], [8], [9] and [14] are appropriate references. The asymptotic feature is the possible coalescence of two critical points: $t=0$ (an algebraic singularity) and $t=\alpha$ (end-point of integration).

[^137](iii) $\alpha=0, \lambda \geqq 0$. The saddle point of $t^{\lambda} e^{-z t}$, which occurs at $t=\mu:=\lambda / z$, may coalesce with $t=0$, the end-point of integration. In that event (i.e., when $\mu \rightarrow 0$ ) the saddle point disappears, since $e^{-z t}$ does not have a saddle point. No extra special function is needed to describe this feature; in fact the (complete) gamma function, which is incorporated in (1.1) for normalization, can handle this case. See [11] and [12].
(iv) $\alpha>0$ (fixed), $\lambda \geqq 0$. When $\mu:=\lambda / z$ is larger than $\alpha$, the saddle point is inside the interval of integration; otherwise it is outside. This transition can be described by using an error function. A transformation gives an integral of the form
$$
\int_{\eta}^{\infty} e^{-z u^{2}} g(u) d u,
$$
and here the transition occurs at $\eta=0$. See [10]; similar cases are considered in [2] and [13].

These four cases are combined in our approach, where $\alpha \geqq 0, \lambda \geqq 0$. As in case (ii), the basic approximant is the incomplete gamma function. However, in case (ii) the full ranges of both parameters of this approximant are not completely exploited. As discussed in [7], it is expected that a two-variable approximant is needed to handle a three-variable case as in (1.1).

Apart from combining four existing methods, our results are interesting in view of applications. We consider the well-known incomplete beta function $I_{x}(p, q)$, and we give an expansion for large values of $p$, valid uniformly with respect to both $x$ and $q ; x \in[0,1], q \geqq 0$. Since $I_{x}(p, q)=1-I_{1-x}(q, p)$, the parameters $p$ and $q$ are interchangeable. So we solve an open problem mentioned in [10], where the incomplete beta function is considered as belonging to case (ii), as well as to case (iv). A transition from one case to another was not available at that moment.

The plan of the paper is as follows. In § 2 we give the formal expansion of (1.1). It appears that an essential part of the expansion is that of the complete integral (1.1) with $\alpha=0$. Subsequent sections give representations of the remainders, conditions on $f$, the asymptotic nature of the expansions and the construction of error bounds. In $\S 8$ we consider analogous results for loop integrals in the complex plane. A loop integral with essentially the same asymptotic features as (1.1) has the form

$$
\int t^{-\lambda} e^{z t} \frac{f(t)}{t-\alpha} d t
$$

For $\alpha=0$ it reduces, just as (1.1), to a form that we considered earlier. Section 9 gives two new expansions for the incomplete beta function

Terminology. We call a variable fixed when it is independent of $z, \lambda$ and $\alpha$. A sequence of functions $\left\{\psi_{s}\right\}$ is called an asymptotic scale when, for $s=0,1, \cdots, \psi_{s+1}=$ $o\left(\psi_{s}\right)$ as $z \rightarrow \infty$. The formal series $\sum_{s=0}^{\infty} f_{s}(z)$ is said to be an asymptotic expansion of $F(z)$ with respect to the scale $\left\{\psi_{s}\right\}$, if for $n=0,1,2, \cdots$

$$
\begin{equation*}
F(z)-\sum_{s=0}^{n} f_{n}(z)=o\left(\psi_{n}\right) \quad \text { as } z \rightarrow \infty \tag{1.2}
\end{equation*}
$$

In this case we write

$$
\begin{equation*}
F(z) \sim \sum_{s=0}^{\infty} f_{s}(z), \quad\left\{\psi_{s}\right\} \quad \text { as } z \rightarrow \infty \tag{1.3}
\end{equation*}
$$

In uniform expansions it is required that the " $o$ " symbols in (1.2) and in the definition of the scale hold uniformly (with respect to $\alpha, \lambda$ or $\mu=\lambda / z$ in certain domains, say). See [3].
2. Uniform expansions: construction of the formal series. Before considering the general case (1.1), we repeat the procedure for $F_{\lambda}(z, 0)$, which will be denoted by

$$
\begin{equation*}
F_{\lambda}(z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} f(t) d t . \tag{2.1}
\end{equation*}
$$

This function and its expansion play an essential role in the expansion of (1.1). The following integration by parts procedure takes into account the role of the critical point: the saddle point of $t^{\lambda} e^{-z t}$, i.e., the point $t=\mu$, where

$$
\begin{equation*}
\mu=\lambda / z \tag{2.2}
\end{equation*}
$$

We write

$$
\begin{equation*}
f(t)=f(\mu)+(t-\mu) g(t), \tag{2.3}
\end{equation*}
$$

and we obtain

$$
\begin{aligned}
F_{\lambda}(z) & =f(\mu) z^{-\lambda}+\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t}(t-\mu) g(t) d t \\
& =f(\mu) z^{-\lambda}-\frac{1}{z \Gamma(\lambda)} \int_{0}^{\infty} g(t) d\left(t^{\lambda} e^{-z t}\right) \\
& =f(\mu) z^{-\lambda}+\frac{1}{z \Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} f_{1}(t) d t,
\end{aligned}
$$

where we assume that integrated terms at $t=0, t=\infty$ vanish, and

$$
f_{1}(t)=t \frac{d}{d t} g(t)=t \frac{d}{d t} \frac{f(t)-f(\mu)}{t-\mu} .
$$

Repeating this process, we obtain the formal expansion

$$
\begin{equation*}
F_{\lambda}(z) \sim z^{-\lambda} \sum_{s=0}^{\infty} f_{s}(\mu) z^{-s}, \quad z \rightarrow \infty, \tag{2.4}
\end{equation*}
$$

where $f_{0}(t)=f(t)$ and

$$
\begin{equation*}
f_{s+1}(t)=t \frac{d}{d t} \frac{f_{s}(t)-f_{s}(\mu)}{t-\mu}, \quad s=0,1, \cdots \tag{2.5}
\end{equation*}
$$

For the general case (1.1) we again take (2.3) as the first step. Now we have an integrated term at $t=\alpha$. It is not difficult to see that we obtain the formal expansion

$$
\begin{equation*}
F_{\lambda}(z, \alpha) \sim z^{-\lambda} Q(\lambda, \alpha z) \sum_{s=0}^{\infty} f_{s}(\mu) z^{-s}+\frac{\alpha^{\lambda} e^{-\alpha z}}{z \Gamma(\lambda)} \sum_{s=0}^{\infty} B_{s}(\alpha) z^{-s}, \quad z \rightarrow \infty, \tag{2.6}
\end{equation*}
$$

where $f_{s}(\mu)$ are the same as in (2.4), $B_{s}(\alpha)$ are defined by

$$
\begin{equation*}
B_{s}(\alpha)=\frac{f_{s}(\alpha)-f_{s}(\mu)}{\alpha-\mu}, \quad s=0,1, \cdots \tag{2.7}
\end{equation*}
$$

and $Q(a, x)$ is the incomplete gamma function ratio

$$
\begin{equation*}
Q(a, x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty} t^{a-1} e^{-t} d t \tag{2.8}
\end{equation*}
$$

We observe that the first series in (2.6) does not depend on $\alpha$; in fact we recognize the expansion given in (2.4). Furthermore, the integrated terms at $t=\alpha$, which generate the second series, all vanish when $\alpha \rightarrow 0$.

These observations lead us to the representation, including the definition of a new function $B_{\lambda}$,

$$
\begin{equation*}
F_{\lambda}(z, \alpha)=Q(\lambda, \alpha z) F_{\lambda}(z)+\frac{\alpha^{\lambda} e^{-\alpha z}}{z \Gamma(\lambda)} B_{\lambda}(z, \alpha), \tag{2.9}
\end{equation*}
$$

which should not be interpreted as an asymptotic relation, but as an exact identity. We consider the incomplete gamma ratio as a known function, of which the asymptotic features are well known (see [10]). For numerical aspects concerning this function see [5]. As mentioned above, the asymptotic expansion of $F_{\lambda}(z)$, i.e., (2.4), is also settled earlier. More details on this point will be given below. So we are left with the function $B_{\lambda}(z, \alpha)$, of which the asymptotic expansion formally follows from the second series in (2.6).

A somewhat different method used to obtain the expansion for $B_{\lambda}(z, \alpha)$ is based on a differential equation for this function. By differentiating (2.9) with respect to $\alpha$, we easily obtain

$$
\begin{equation*}
\frac{\alpha}{z} B_{\lambda}^{\prime}(z, \alpha)+(\mu-\alpha) B_{\lambda}(z, \alpha)=z^{\lambda} F_{\lambda}(z)-f(\alpha) . \tag{2.10}
\end{equation*}
$$

Substitution of (2.4) and of the formal series

$$
\begin{equation*}
B_{\lambda}(z, \alpha) \sim \sum_{s=0}^{\infty} \frac{B_{s}(\alpha)}{z^{s}} \tag{2.11}
\end{equation*}
$$

into (2.10) shows that this equation is formally satisfied if

$$
\begin{align*}
& (\mu-\alpha) B_{s}(\alpha)=f_{s}(\mu)-\alpha B_{s-1}^{\prime}(\alpha), \quad s=1,2, \cdots,  \tag{2.12}\\
& B_{0}(\alpha)=[f(\alpha)-f(\mu)] /(\alpha-\mu)
\end{align*}
$$

Here, and in (2.10), the prime denotes differentiation with respect to $\alpha$. It easily follows that (2.12) generates the same coefficients $B_{s}(\alpha)$ as those defined in (2.7). Therefore, by using (2.9), we again arrive at (2.6).

The following integral

$$
\begin{equation*}
E_{\lambda}(z, \alpha)=\frac{1}{\Gamma(\lambda)} \int_{0}^{\alpha} t^{\lambda-1} e^{-z t} f(t) d t \tag{2.13}
\end{equation*}
$$

is strongly related to (1.1). It has a similar representation as (2.9). When we use the following complementary relations

$$
\begin{equation*}
E_{\lambda}(z, \alpha)+F_{\lambda}(z, \alpha)=F_{\lambda}(z), \quad Q(\lambda, \alpha z)+P(\lambda, \alpha z)=1, \tag{2.14}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
E_{\lambda}(z, \alpha)=P(\lambda, \alpha z) F_{\lambda}(z)-\frac{\alpha^{\lambda} e^{-\alpha z}}{z \Gamma(\lambda)} B_{\lambda}(z, \alpha) . \tag{2.15}
\end{equation*}
$$

Consequently, when we give expansions for $F_{\lambda}(a)$ and $B_{\lambda}(z, \alpha)$, the results can be used for both integrals (1.1) and (2.13). The function $P(a, x)$ again is an incomplete gamma function, with representation

$$
\begin{equation*}
P(a, x)=\frac{1}{\Gamma(a)} \int_{0}^{x} t^{a-1} e^{-t} d t \tag{2.16}
\end{equation*}
$$

3. Representations for the remainders. We introduce remainders for (2.4) and (2.11) by writing

$$
\begin{align*}
& z^{\lambda} F_{\lambda}(z)=\sum_{s=0}^{n-1} f_{s}(\mu) z^{-s}+z^{-n} \bar{f}_{n}  \tag{3.1}\\
& B_{\lambda}(z, \alpha)=\sum_{s=0}^{n-1} B_{s}(\alpha) z^{-s}+z^{-n} \bar{B}_{n} \tag{3.2}
\end{align*}
$$

where $n=0,1,2, \cdots$. When $n=0$ the sums are empty and they have to be replaced by 0 .

The procedure leading to (2.4) yields for $\bar{f}_{n}$ the representation

$$
\begin{equation*}
\bar{f}_{n}=\frac{z^{\lambda}}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} f_{n}(t) d t . \tag{3.3}
\end{equation*}
$$

To obtain a representation for $\bar{B}_{n}$, we write (2.9) in the form

$$
\begin{equation*}
B_{\lambda}(z, \alpha)=z e^{\alpha z} \alpha^{-\lambda} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t}\left[f(t)-z^{\lambda} F_{\lambda}(z)\right] d t \tag{3.4}
\end{equation*}
$$

Writing

$$
B_{\lambda}(z, \alpha)=B_{0}(\alpha)+z^{-1} \bar{B}_{1}, \quad z^{\lambda} F_{\lambda}(z)=f(\mu)+z^{-1} \bar{f}_{1},
$$

and using integration by parts in the form

$$
t^{\lambda-1} e^{-z t} d t=\frac{-1}{z(t-\mu)} d\left(t^{\lambda} e^{-z t}\right)
$$

we obtain

$$
\bar{B}_{1}=z \alpha^{-\lambda} e^{\alpha z} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t}\left[f_{1}(t)-\bar{f}_{1}\right] d t
$$

Repeating this, and using the recursions

$$
\bar{B}_{n}=B_{n}(\alpha)+z^{-1} \bar{B}_{n+1}, \quad \bar{f}_{n}=f_{n}(\mu)+z^{-1} \bar{f}_{n+1},
$$

we finally have

$$
\begin{equation*}
\bar{B}_{n}=z \alpha^{-\lambda} e^{\alpha z} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t}\left[f_{n}(t)-\bar{f}_{n}\right] d t \tag{3.5}
\end{equation*}
$$

where $n=0,1,2, \cdots$. For $n=0$ this equals the starting point (3.4). An equivalent representation is

$$
\begin{equation*}
\bar{B}_{n}=-z \alpha^{-\lambda} e^{\alpha z} \int_{0}^{\alpha} t^{\lambda-1} e^{-z t}\left[f_{n}(t)-\bar{f}_{n}\right] d t, \tag{3.6}
\end{equation*}
$$

which easily follows by writing $\int_{\alpha}^{\infty}=\int_{0}^{\infty}-\int_{0}^{\alpha}$ and using (3.3).
The availability of both forms (3.5) and (3.6) is important in the analysis to be given below. Namely, for bounding $\bar{B}_{n}$ we always have an integral in which the saddle point $\mu$ is not an interior point of the interval of integration.

The above representations for $\bar{f}_{n}$ and $\bar{B}_{n}$ are formally obtained. In the next section we give the conditions on $f$ to justify the above results, and to discuss the asymptotic nature of the expansions.
4. Assumptions on $\boldsymbol{f}$. We consider real values of $\alpha, \lambda$ and $z$, with $\alpha, \lambda \geqq 0, z>0$. We accept that $f$ depends on the uniformity parameter $\mu$ defined in (2.2). The reason is that in applications usually a transformation to the standard form is needed, which yields a function $f$ depending on $\mu$. In [12] a detailed discussion of such a transformation is given. By means of several examples, it is shown that the assumption $f$ depends on $\mu$ may be relevant and quite acceptable. The parameter $\alpha$ plays a completely different role, and we do not suppose that $f$ depends on it. The example in $\S 9$ on the incomplete beta function shows more details on the transformation to the standard form (1.1), and on the role of $\alpha$ and $\mu$.

The analysis is based on the assumption that $f$ is holomorphic in a domain of the complex plane. Again, for applications in the theory of special functions, this condition is quite natural. Another point is that part of the analysis runs rather elegantly when using complex function theory. However, the construction of the expansions, the representations of the remainders in (3.3), (3.5), and the construction of error bounds can also be given for functions $f$ belonging to continuity classes $C^{k}([0, \infty))$. When $k<\infty$ we cannot, of course, define the complete expansions (2.4), (2.11).

We assume that $f$ is holomorphic in a simply connected domain $\Omega$ of the complex plane; $\Omega$ may depend on $\mu$ and $\Omega$ should contain $\mathbb{R}^{+}$. We suppose that the distance $d(t)$ from $t \in \mathbb{R}^{+}$to the boundary $\partial \Omega$ of $\Omega$ is increasing according to the following requirement:

$$
\begin{equation*}
d(t) \geqq d_{0}(\delta+t)^{\kappa}, \quad t \geqq 0 . \tag{4.1}
\end{equation*}
$$

where $\delta, d_{0}$ and $\kappa$ are fixed, $\delta, d_{0}>0$, and $\frac{1}{2} \leqq \kappa \leqq 1$.
It follows that, for large $\mu$, the singularities of $f$ are rather far from the saddle point $t=\mu$, this distance being $\mathcal{O}\left(\mu^{\kappa}\right)$. This condition is important for investigating the asymptotic nature of the expansion (2.4). The requirement that (4.1) holds for any positive $t$, and not only for $t=\mu$, is important for expansion (2.11).

A geometrical interpretation of (4.1) is as follows. Let $D_{t}$ be the disc around $t \in \mathbb{R}^{+}$ with radius $d_{0}(\delta+t)^{\kappa}$. Then the above condition implies that $\Omega$ contains the subset

$$
\begin{equation*}
\Omega_{0}=\bigcup_{t \geqq 0} D_{t} . \tag{4.2}
\end{equation*}
$$

When $\kappa=\frac{1}{2}$ the boundary $\partial \Omega_{0}$ of $\Omega_{0}$ is a parabola; that is,

$$
\begin{equation*}
\partial \Omega_{0}=\left\{t=u+i \nu \left\lvert\, \nu^{2}=d_{0}^{2}\left(u+\delta+\frac{1}{4} d_{0}^{2}\right)\right.\right\} . \tag{4.3}
\end{equation*}
$$

When $\kappa=1$ we have two possibilities depending on $d_{0}$ :
(i) $0<d_{0} \leqq 1, \Omega_{0}$ is a sector with vertex at $t=-\delta$ such that $|\arg (t+\delta)| \leqq$ $\arcsin \left(d_{0}\right)$; when $d_{0}=1$ this sector is the half-plane $\operatorname{Re} t \geqq-\delta$.
(ii) $d_{0}>1, \Omega_{0}=\mathbb{C}$.

It is clear that for $\frac{1}{2}<\kappa<1$ the set $\Omega_{0}$ is something "between" a parabola-shaped domain and a sector. Geometrically, values of $\kappa$ larger than unity make no sense, although the analysis will accept such values.

We also need a growth condition on $f$ in $\Omega_{0}$. We assume that, when $\mu$ is fixed, $f$ is of algebraic growth at infinity. That is,

$$
\begin{equation*}
M(\mu)=\sup _{t \in \Omega}\left(1+|t|^{-p}\right)|f(t)| \tag{4.4}
\end{equation*}
$$

should exist for all finite values of $\mu$ in $[0, \infty)$. Condition (4.4) will not exclude functions in (1.1) that can be written as

$$
f(t)=e^{\sigma \tau} \tilde{f}(t), \quad \sigma \text { fixed in } \mathbb{C} .
$$

When in such a decomposition $\tilde{f}$ meets the above conditions, we absorb the exponential
part of this splitting into $\exp (-z t)$ of (1.1), just by a shift in the large parameter $z$. Afterwards, we proceed with $\tilde{f}$.
5. Estimates for $\boldsymbol{f}_{s}(\boldsymbol{t}), \boldsymbol{f}_{s}(\boldsymbol{\mu})$ and $\boldsymbol{B}_{s}(\boldsymbol{\alpha})$. The conditions on $f$ yield estimates for the functions $f_{s}(t)$ defined in (2.5) and for the coefficients $f_{s}(\mu)$. With the help of these estimates, the asymptotic scales for the expansions (3.1), (3.2) are chosen.

Let $\Omega_{r}$ be the subset of $\Omega_{0}$ defined by

$$
\begin{equation*}
\Omega_{r}=\bigcup_{t \geqq 0} \tilde{D}_{t}, \tag{5.1}
\end{equation*}
$$

where $\tilde{D}_{t}$ is a disc around $t$ with radius $r(\tilde{\delta}+t)^{\kappa}$, with $0<\tilde{\delta}<\delta, 0<r<d_{0}, \tilde{\delta}$ and $r$ fixed. Then the derivatives of $f$ at $t$ can be written as

$$
\begin{equation*}
f^{(s)}(t)=\frac{s!}{2 \pi i} \int_{C_{r}} \frac{f(\tau)}{(\tau-t)^{s+1}} d \tau \tag{5.2}
\end{equation*}
$$

where $C_{r}$ is the boundary of $\tilde{D}_{t}$.
It follows that we can assign numbers $K_{s}$, not depending on $t$ and $\mu$, such that

$$
\left|f^{(s)}(t)\right| \leqq K_{s} M(\mu)(1+|t|)^{p-s \kappa}, \quad s=0,1,2, \cdots,
$$

for all $t \in \Omega_{r}$, and all $\mu \in[0, \infty)$. That is,

$$
\begin{equation*}
f^{(s)}(t)=M(\mu)(1+|t|)^{p-s \kappa} \mathcal{O}(1), \quad s=0,1,2, \cdots, \tag{5.3}
\end{equation*}
$$

with $t \in \Omega_{r}$, uniformly with respect to $\mu$ in $[0, \infty)$.
The functions $f_{s}(t)$ defined in (2.5) are analytic in $\Omega$. They can be expressed in terms of the derivatives of $f$, as follows from their definition. For $t$-values near $\mu$, the functions cannot be estimated by repeated application of (2.5), owing to the factors $1 /(t-\mu)$ and powers of it. Another approach is using the mean value theorem on

$$
\begin{aligned}
f_{s}(t) & =t \frac{d}{d t} \int_{0}^{1} f_{s-1}^{\prime}[\mu+\tau(t-\mu)] d \tau \\
& =t \int_{0}^{1} \tau f_{s-1}^{\prime \prime}[\mu+\tau(t-\mu)] d \tau
\end{aligned}
$$

which gives $f_{s}(t)=\frac{1}{2} t f_{s-1}^{\prime \prime}\left(\tau_{s}\right)$, where $\tau_{s}$ is a value between $t$ and $\mu$. By repeating this, we obtain

$$
\begin{equation*}
f_{s}(t)=t \sum_{j=0}^{s-1} p_{j} f^{(s+j+1)}\left(\tau_{j}\right), \quad s \geqq 1 \tag{5.4}
\end{equation*}
$$

where $\tau_{j}$ are between $t$ and $\mu$, and $p_{j}$ is a homogeneous polynomial of degree $j$ of $j$ variables, all between $t$ and $\mu$. The coefficients of $p_{j}$ do not depend on $\mu$ and $t$. Therefore, we have

$$
\begin{aligned}
& p_{j}=(1+\mu+t)^{j} \mathcal{O}(1), \\
& f^{(s+j+1)}\left(\tau_{j}\right)=M(\mu)(1+\mu+t)^{p-(s+j+1) \kappa} \mathscr{O}(1),
\end{aligned}
$$

with $\mu \geqq 0, t \geqq 0$. It follows that (5.4) can be written as

$$
\begin{equation*}
f_{s}(t)=t M(\mu)(1+\mu+t)^{p-1-s \bar{\kappa}} \mathcal{O}(1), \quad \bar{\kappa}=2 \kappa-1, \quad s=1,2, \cdots, \tag{5.5}
\end{equation*}
$$

for all $t \in \Omega_{r}$, uniformly with respect to $\mu \in[0, \infty)$.

The values $f_{s}(\mu)$, which are the coefficients of the expansion (2.4), can be written as

$$
f_{s}(\mu)=\mu \sum_{j=0}^{s-1} q_{j} \mu^{j} f^{(s+j+1)}(\mu), \quad s=1,2, \cdots,
$$

where $q_{j}$ are fixed numbers. An estimate as in (5.5) reads

$$
\begin{equation*}
f_{s}(\mu)=\mu M(\mu)(1+\mu)^{p-1-s \bar{\kappa}} \mathcal{O}(1), \quad \bar{\kappa}=2 \kappa-1, \quad s=1,2, \cdots, \quad \mu \geqq 0 . \tag{5.6}
\end{equation*}
$$

The coefficients $B_{s}(\alpha)$ defined in (2.7) can be estimated by means of

$$
B_{s}(\alpha)=\int_{0}^{1} f_{s}^{\prime}[\mu+\tau(\alpha-\mu)] d \tau=f_{s}^{\prime}\left(\tau_{s}\right)
$$

where $\tau_{s}$ is between $\mu$ and $\alpha$. Therefore,

$$
B_{s}(\alpha)=\frac{1}{2 \pi_{i}} \int_{C_{r}} \frac{f_{s}^{\prime}(\tau)}{\left(\tau-\tau_{s}\right)^{2}} d \tau,
$$

where $C_{r}$ is a circle in $\Omega_{r}$ around $\tau_{s}$ with radius $\mathcal{O}\left(1+\tau_{s}\right)^{\kappa}=\mathscr{O}(1+\mu+\alpha)^{\kappa}$. By using (5.5), it follows that

$$
\begin{equation*}
B_{s}(\alpha)=M(\mu)(1+\mu+\alpha)^{p-s \bar{k}-\kappa} \mathcal{O}(1), \quad s=0,1, \cdots, \tag{5.7}
\end{equation*}
$$

with $\alpha, \mu \geqq 0$.
Example 5.1. When $f(t)=1 /(1+t)$, we have $p=\kappa=1$, and $M$ slightly larger than 1. The first coefficients $B_{0}, B_{1}$ are

$$
B_{0}(\alpha)=-1 /[(\alpha+1)(\mu+1)], \quad B_{1}(\alpha)=(1-\alpha \mu) /\left[(\alpha+1)^{2}(\mu+1)^{3}\right],
$$

which confirms (5.7).
To conclude this section we consider limiting values of $\bar{B}_{n}$ at $\alpha=0$ and $\alpha=\infty$. For $\alpha \rightarrow 0$ we write $t=\alpha \tau$ in (3.6). We obtain

$$
\begin{equation*}
\bar{B}_{n}=\frac{\bar{f}_{n}-f_{n}(0)}{\mu} \quad \text { at } \alpha=0 \tag{5.8}
\end{equation*}
$$

This expression is regular at $\mu=0$. To see this, replace (5.8) by

$$
\bar{B}_{n}=\frac{f_{n}(\mu)-f_{n}(0)}{\mu}+\frac{1}{\lambda} \bar{f}_{n+1} .
$$

From (2.5) we see that $f_{n}(t) / t$ is regular at $t=0$, when $n \geqq 1$. Hence, using (3.3), we obtain

$$
\begin{equation*}
\bar{B}_{n}=f_{n}^{\prime}(0)+\int_{0}^{\infty} e^{-z t} f_{n+1}(t) t^{-1} d t \quad \text { at } \alpha=0, \mu=0, \text { and } n=0,1, \cdots \tag{5.9}
\end{equation*}
$$

For the limiting value of $\bar{B}_{n}$ at $\alpha=\infty$, consider (3.5) in the following form:

$$
\begin{equation*}
\bar{B}_{n}=z \int_{0}^{\infty}(1+t)^{\lambda-1} e^{-\alpha z t}\left[f_{n}(\alpha(1+t))-\bar{f}_{n}\right] d t . \tag{5.10}
\end{equation*}
$$

Using (5.5), and considering $\alpha \gg \mu$, we can easily estimate $\bar{B}_{n}$ as $\alpha \rightarrow \infty$. For instance, when $p-n \bar{\kappa}=1$ and $\lim _{t \rightarrow \infty} f_{n}(t) / t$ exists (and is $L$ ), we have

$$
\begin{equation*}
\bar{B}_{n}=L \quad \text { at } \alpha=\infty, \quad \mu \text { finite } . \tag{5.11}
\end{equation*}
$$

6. The asymptotic nature of the expansions. First we discuss the expansions (2.4), (3.1), although the complete integral (2.1) is considered in the previous paper [12]. However, there we mainly investigated an expansion somewhat different from (2.4) and, therefore, it is appropriate to consider (2.4), (3.1) in the present set-up once again.
6.1. The asymptotic nature of (3.1). We introduce the asymptotic scale $\left\{\psi_{s} z^{-s}\right\}$ by writing

$$
\begin{align*}
& \psi_{0}=M(\mu)(1+\mu)^{p},  \tag{6.1}\\
& \psi_{s}=\mu M(\mu)(1+\mu)^{p-1-s \bar{\kappa}}, \quad s=1,2, \cdots
\end{align*}
$$

which is suggested by (5.6). Since we allow $f$ to depend on $\mu$, we have to use a scale that reflects the possible growth of $f$ when $\mu$ ranges in the domain $[0, \infty)$. With the above scale we are able to control the behaviour of the remainder $\bar{f}_{n}$ defined in (3.3).

It is easily verified that $\left\{\psi_{s} z^{-s}\right\}$ is a uniform asymptotic scale with $z$ as large parameter and $\mu$ as uniformity parameter in $[0, \infty)$. Moreover, when $\kappa>\frac{1}{2}$ (i.e., $\bar{\kappa}>0$ ) it also is an asymptotic scale for $\mu \rightarrow \infty$, uniformity with respect to $z \in\left[z_{0}, \infty\right)$, $z_{0}$ being a fixed positive number. Observe that for $\kappa<\frac{1}{2}$ the scale fails to be uniform with respect to $\mu$ on $[0, \infty)$, but it still is on compact subsets of $[0, \infty)$.

Theorem 6.1. For the expansions (2.4), (3.1) we can write

$$
\begin{equation*}
z^{\lambda} F_{\lambda}(z) \sim \sum_{s=0}^{\infty} f_{s}(\mu) z^{-s}, \quad\left\{\psi_{s} z^{-s}\right\} \quad \text { as } z \rightarrow \infty, \tag{6.2}
\end{equation*}
$$

uniformly with respect to $\mu=\lambda / z$ in $[0, \infty)$.
Proof. It is sufficient to show that $\bar{f}_{n}=\mathscr{O}\left(\psi_{n}\right)$, where $\bar{f}_{n}$ is defined in (3.3). The interval of integration in (3.3) is split up as follows:

$$
\begin{equation*}
[0, \infty)=\Delta_{-} \cup\left[t_{-}, t_{+}\right] \cup \Delta_{+}, \tag{6.3}
\end{equation*}
$$

where

$$
\Delta_{-}=\left[0, t_{-}\right], \quad \Delta_{+}=\left[t_{+}, \infty\right), \quad t_{ \pm}=\mu \pm \varepsilon(\mu+1)^{\kappa},
$$

with $\varepsilon$ fixed, and small enough such that $\left[t_{-}, t_{+}\right]$lies inside $\Omega_{r}$ of (5.1). When $t_{-}$ happens to be negative, we replace it by 0 . For $t \in\left[t_{-}, t_{+}\right]$we have $t=\mathcal{O}(\mu)$. Therefore, (5.5) yields

$$
f_{s}(t)=\mu M(\mu)(1+\mu)^{p-1-s \bar{\kappa}} \mathcal{O}(1), \quad s=1,2, \cdots
$$

Hence, (3.3) can be written as

$$
\begin{equation*}
\bar{f}_{n}=I_{-}+I_{+}+\mathcal{O}\left(\psi_{n}\right) \quad \text { as } z \rightarrow \infty, \tag{6.4}
\end{equation*}
$$

where $I_{ \pm}$are the contributions to (3.3) from $\Delta_{ \pm}$. They are of order $\mathcal{O}\left(\psi_{n}\right)$, also. It is possible to show more: they are asymptotically equal to 0 with respect to the scale $\left\{\psi_{s}\right\}$. That is, $I_{ \pm}=\mathcal{O}\left(\psi_{m}\right)$ for any $m$ as $z \rightarrow \infty$, uniformly with respect to $\mu \in[0, \infty)$.

Again, the proof can be based on the estimates given in (5.5). In [12, § 3.4] a detailed analysis is given for proving that contributions from $\Delta_{ \pm}$for similar integrals are asymptotically negligible. This analysis will not be repeated here.
6.2. Two lemmas for (3.2). The next step is to consider (3.2), and to estimate the remainder defined in (3.5), (3.6). The analysis boils down to the following two lemmas, the results of which are formulated in terms of strict inequalities. So we are able to use them once again in $\S 7$ for deriving strict error bounds.

## Lemma 6.1. Consider the function

$$
\begin{equation*}
g(\alpha, \lambda, z)=\alpha^{-\lambda} e^{\alpha z} \int_{0}^{\alpha} t^{\lambda} e^{-z t} d t \tag{6.5}
\end{equation*}
$$

where $0 \leqq \alpha \leqq \mu, \mu=\lambda / z$. Let $\zeta$ be defined by $\frac{1}{2} \zeta^{2}=\alpha-\mu+\mu \log (\mu / \alpha), \zeta \geqq 0$. Then for $z>0$

$$
\begin{equation*}
g(\alpha, \lambda, z) \leqq \min \left\{\frac{\alpha}{(\mu-\alpha) z}, \frac{\alpha \zeta}{\mu-\alpha} \sqrt{\frac{\pi}{2 \zeta}}\right\} . \tag{6.6}
\end{equation*}
$$

Proof. Write $g$ in the form

$$
g(\alpha, \lambda, z)=\int_{0}^{\alpha} e^{-z \phi(t)} d t, \quad \phi(t)=t-\mu \log t-\alpha+\mu \log \alpha .
$$

Integrating with respect to $\phi$, we have for $0 \leqq \alpha<\mu$

$$
g(\alpha, \lambda, z)=\int_{0}^{\infty} e^{-z \phi} \frac{t}{\mu-t} d \phi \leqq \frac{\alpha}{(\mu-\alpha) z},
$$

which gives the first possibility in (6.6). To obtain the second one we write

$$
\phi(t)=\frac{1}{2} w^{2}+\zeta w, \quad w \geqq-\zeta,
$$

with the corresponding relations

$$
t=0 \leftrightarrow w=+\infty, \quad t=\alpha \leftrightarrow w=0, \quad t=\mu \leftrightarrow w=-\zeta,
$$

where $\zeta$ is defined above. Now we obtain

$$
g(\alpha, \lambda, z)=\int_{0}^{\infty} e^{-z\left[w^{2} / 2+\zeta w\right]} f(w) d w, \quad f(w)=\frac{t(w+\zeta)}{\mu-t}
$$

We have $0 \leqq f(w) \leqq f(0), w \geqq 0$. To verify the upper bound, we write

$$
f^{2}(w)=2 t \frac{1-x+x \log x}{(x-1)^{2}}, \quad x=\frac{\mu}{t} .
$$

The $x$-part of this is monotonically decreasing on the $x$-interval $[1, \infty) ; x=\mu / \alpha$ corresponds to $w=0$. Hence we obtain $f(w) \leqq \alpha \zeta /(\mu-\alpha)$. It follows that

$$
g(\alpha, \lambda, z) \leqq \frac{\alpha \zeta}{\mu-\alpha} \int_{0}^{\infty} e^{-z w^{2} / 2} d w
$$

which gives the second possibility in (6.6). This proves the lemma.
Lemma 6.2. Consider the function

$$
\begin{equation*}
G_{q}(\alpha, \lambda, z)=\alpha^{-\lambda} e^{\alpha z}(1+\alpha)^{-q} \int_{\alpha}^{\infty} t^{\lambda-1} e^{-z t}(1+t)^{q} d t, \tag{6.7}
\end{equation*}
$$

where $\alpha \geqq 0, \mu \leqq \alpha, \mu=\lambda / z, q$ fixed, $q \in \mathbb{R}$. Let $\zeta$ be defined by

$$
\zeta= \begin{cases}+\infty, & \mu<0 \\ +\left[2\left(\alpha-\mu+\mu \log \frac{\mu}{\alpha}\right)\right]^{1 / 2}, & 0 \leqq \mu \leqq \alpha\end{cases}
$$

Then for $z>0$

$$
\begin{equation*}
G_{0}(\alpha, \lambda, z) \leqq \min \left\{\frac{1}{(\alpha-\mu) z}, \frac{\zeta}{\alpha-\mu} \sqrt{\frac{\pi}{2 z}}\right\} . \tag{6.8}
\end{equation*}
$$

Furthermore, when $0 \leqq \mu \leqq \alpha$,

$$
\begin{equation*}
G_{q}(\alpha, \lambda, z)=\mathscr{O}\left[G_{0}(\alpha, \lambda, z)\right] \quad \text { as } z \rightarrow \infty, \tag{6.9}
\end{equation*}
$$

uniformly with respect to $\alpha, \mu$.
Proof. We first consider $G_{0}$, for which we obtain

$$
G_{0}(\alpha, \lambda, z)=\int_{\alpha}^{\infty} e^{-z \phi(t)} \frac{d t}{t}=\int_{0}^{\infty} e^{-z \phi} \frac{d \phi}{t-\mu} \leqq \frac{1}{(\alpha-\mu) z},
$$

where $\phi(t)$ is the same as in Lemma 6.1. Observe that this result also holds for negative values of $\mu$. For the second possibility in (6.8), we proceed with $\mu \geqq 0$. We again write $\frac{1}{2} w^{2}+\zeta w=\phi(t), w \geqq-\zeta$, now with the correspondences

$$
t=\infty \leftrightarrow w=\infty, \quad t=\alpha \leftrightarrow w=0, \quad t=\mu \leftrightarrow w=-\zeta .
$$

It follows that

$$
G_{0}(\alpha, \lambda, z)=\int_{0}^{\infty} e^{-z\left[w^{2} / 2+\zeta w\right]} f(w) d w,
$$

with $f(w)=(w+\zeta) /(t-\mu)$. Using

$$
f^{2}(w)=\frac{2}{\mu} \frac{x-\log x-1}{(x-1)^{2}} \leqq f^{2}(0), \quad x=\frac{t}{\mu} \geqq 1,
$$

we obtain the second choice in (6.8).
When $q \leqq 0$ the proposition (6.9) is trivial. Writing

$$
G_{q+1}=\frac{1+\mu}{1+\alpha} G_{q}+\frac{\alpha^{-\lambda} e^{\alpha z}(1+\alpha)^{-q-1}}{-z} \int_{\alpha}^{\infty}(1+t)^{q} d\left(e^{-z t} t^{\lambda}\right),
$$

we obtain by performing integration by parts

$$
G_{q+1}=\frac{1+\mu}{1+\alpha} G_{q}+\frac{1}{z(1+\alpha)}-\frac{q}{z(1+\alpha)^{2}} G_{q-1}+\frac{q}{z(1+\alpha)} G_{q} .
$$

Since $q$ is fixed and $0 \leqq \mu \leqq \alpha$, the result (6.9) follows by recursion, say from negative $q$-values.

Remark 6.1. The first alternatives in both (6.6) and (6.8) grow indefinitely when $\alpha \rightarrow \mu$, whereas the other ones remain finite. We have

$$
\zeta /(\mu-\alpha) \rightarrow 1, \quad \zeta /(\alpha-\mu) \rightarrow 1,
$$

for (6.6), (6.8), respectively. Therefore, the second alternatives give a bound for $g$ and $G_{0}$ valid for the whole range of parameters given in the lemmas. The first bound is given since it is sharp when $z$ is large and $\alpha$ and $\mu$ are bounded away from each other. A more uniform description, which includes both alternatives in (6.6), (6.8), is possible, by using a bound in terms of an error function. That is, in fact, $g$ and $G_{0}$ can be estimated by

$$
f(0) \int_{0}^{\infty} e^{-z\left[w^{2} / 2+\zeta w\right]} d w=f(0) \sqrt{\frac{\pi}{2 z}} e^{z \zeta^{2} / 2} \operatorname{erf} c(\zeta \sqrt{z / 2})
$$

We take $\zeta=0$ because it gives a very simple and manageable result.
6.3. The asymptotic nature of (3.2). We proceed with (3.2), and we estimate the remainder $\bar{B}_{n}$ defined in (3.5), (3.6). We use the asymptotic scale $\left\{\chi_{s} z^{-s}\right\}$ defined by

$$
\begin{equation*}
\chi_{s}=M(\mu)(1+\mu+\alpha)^{p-s \bar{\kappa}-\kappa}, \quad s=0,1,2, \cdots, \tag{6.10}
\end{equation*}
$$

$z$ is the large parameter, $\alpha$ and $\mu$ are uniformity parameters. The choice of scale is suggested by (5.7).

Theorem 6.2. For the expansions (2.11) and (3.2) we can write

$$
\begin{equation*}
B_{\lambda}(z, \alpha) \sim \sum_{s=0}^{\infty} B_{s}(\alpha) z^{-s}, \quad\left\{\chi_{s} z^{-s}\right\} \quad \text { as } z \rightarrow \infty \tag{6.11}
\end{equation*}
$$

uniformly with respect to $\mu, \alpha$ in $[0, \infty)$.
Proof. All $\mathcal{O}$-symbols in the proof hold uniformly with respect to $\mu$ and $\alpha$ in $[0, \infty)$; the large parameter is not needed in some results.

It is sufficient to show that $\bar{B}_{n}$ of (3.5) or (3.6) is $\mathcal{O}\left(\chi_{n}\right)$. Write

$$
\begin{equation*}
\bar{B}_{n}=B_{n}(\alpha)+z^{-1} \bar{B}_{n+1}, \quad n=0,1,2, \cdots . \tag{6.12}
\end{equation*}
$$

Since $B_{n}(\alpha)=\mathscr{O}\left(\chi_{n}\right)$, we proceed with $\bar{B}_{n+1}$. That is, we consider (3.5), (3.6) for $n \geqq 1$. We have two cases.
(i) $0 \leqq \alpha \leqq \mu$. In (3.6) we use

$$
\begin{aligned}
& \bar{f}_{n}=\mathcal{O}\left(\psi_{n}\right)=\mu M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}} \mathcal{O}(1), \\
& f_{n}(t)=t M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}} \mathcal{O}(1),
\end{aligned}
$$

where the first line follows from Theorem 6.1 and the second one from (5.5). The estimate for $f_{n}(t)$ gives in (3.6) a contribution

$$
\begin{equation*}
z M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}} g(\alpha, \lambda, z) \mathscr{O}(1), \tag{6.13}
\end{equation*}
$$

where $g$ is defined in (6.5). The above estimate for $\bar{f}_{n}$ gives in (3.6) a contribution

$$
\begin{align*}
& z \mu M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}} \alpha^{-\lambda} e^{\alpha z} \mathscr{O}(1) \int_{0}^{\alpha} t^{\lambda-1} e^{-z t} d t \\
& =M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}} \alpha^{-\lambda} e^{\alpha z} \mathcal{O}(1) \int_{0}^{\alpha} e^{-z t} d t^{\lambda}  \tag{6.14}\\
& =z M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}}\left[g(\alpha, \lambda, z) \mathcal{O}(1)+\mathcal{O}\left(z^{-1}\right)\right] .
\end{align*}
$$

From Lemma 6.1 it follows that

$$
g(\alpha, \lambda, z)=\mathscr{O}(\sqrt{\alpha / z})=\mathscr{O}\left[(1+\mu+\alpha)^{\kappa} / \sqrt{z}\right] .
$$

Neglecting the term $\mathscr{O}\left(z^{-1}\right)$ in the last line of (6.14), we conclude that both (6.13) and (6.14) are estimated by

$$
\sqrt{z} M(\mu)(1+\mu+\alpha)^{p-1-n \bar{\kappa}+\kappa} \mathscr{O}(1) .
$$

Taking into account that in (6.12) $z^{-1} \bar{B}_{n+1}$ has to be considered, we obtain

$$
\bar{B}_{n}=\mathcal{O}\left(\chi_{n}\right)+M(\mu)(1+\mu+\alpha)^{p-1-(n+1) \bar{\kappa}+\kappa} \mathcal{O}\left(z^{-1 / 2}\right)=\mathcal{O}\left(\chi_{n}\right) .
$$

This finishes the first part of the proof.
(ii) $0 \leqq \mu \leqq \alpha$. In this case the starting point for $\bar{B}_{n}$ is (3.5). For $\bar{f}_{n}$ we take the representation as in the previous case, for $f_{n}(t)$ we consider (5.5). We integrate by parts in the contribution from $\bar{f}_{n}$. Starting with (6.12) and using Lemma 6.2 twice, with $q=0$ and with $q=p-1-(n+1) \bar{\kappa}$, we obtain the required estimate $\bar{B}_{n}=\mathscr{O}\left(\chi_{n}\right)$.

As remarked after the introduction of the scale functions $\psi_{s}$ in (6.1), the large parameter $z$ and the uniformity parameter $\mu$ are interchangeable, only if $\kappa>\frac{1}{2}$. It is important enough to formulate this property as a theorem.

Theorem 6.3. Let $\frac{1}{2}<\kappa \leqq 1$. Then in (6.2) $\mu$ may act as the large parameter and $z$ as the uniformity parameter. In (6.9), $\alpha$ (or $\mu$ ) may act as large parameter, $\mu$ (or $\alpha$ ) and $z$ as uniformity parameters. The uniformity domain for $\mu$ and $\alpha$ is $[0, \infty)$, for $z$ it is $\left[z_{0}, \infty\right), z_{0}$ being a fixed positive number.

Proof. The proof follows easily from the properties of the asymptotic scales used in (6.2) and (6.11), and from the proofs of the earlier theorems.

Remark 6.2. The above theorems are formulated and proved for real values of the parameters. By slight adaptation of the scales they hold for complex values of $\alpha$ and $\mu$, as long as these values are restricted to $\Omega_{r}$ introduced in (5.1). Some care in the interpretation of (1.1) is needed when $\alpha$ assumes complex values around the origin, since $t^{\lambda}$ is not single valued. However, the many-valuedness of $F_{\lambda}(z, \alpha)$ is completely described in (2.9) by the known functions $Q(\lambda, \alpha z)$ and $\alpha^{\lambda}$. From (3.6) it easily follows that $B_{\lambda}(z, \alpha)=\bar{B}_{0}$ is regular at $\alpha=0$, and in fact in $\Omega_{r}$. See also (5.8). Another problem is: How do we handle complex values of $z$ ? The holomorphic function $f$ in (1.1) allows the contour of integration to be deformed. When doing so, we can extend the domains for the parameters $z, \alpha$ and $\mu$ considerably. We will not go into further details here for this complicated technical problem.

Remark 6.3. It is tempting to take $\left\{f_{s}(\mu) z^{-s}\right\}$ and $\left\{B_{s}(\alpha) z^{-s}\right\}$ as asymptotic scales in (6.2) and (6.1.1). However, the conditions on $f$ do not imply that they have this property. When they do not the theorems may still be applicable; however, rather useless expansions may arise. It is instructive to consider what is happening in the case $f(t)=1+\exp (-t)$.
7. Error bounds for the remainders. The theorems of the previous section are based on the concept of generalized asymptotic expansions. The estimates for proving the asymptotic properties are given in terms of $\mathfrak{O}$-symbols. So far, no information is available on the sharpness of these estimates, say in terms of exact error bounds. That is, it would be interesting to have available an estimate in the form

$$
\begin{equation*}
\left|\bar{f}_{n}\right| \leqq K_{n}\left|f_{n}(\mu)\right|, \quad \mu \geqq 0, \quad z \geqq z_{0}>0, \tag{7.1}
\end{equation*}
$$

instead of $\bar{f}_{n}=\mathcal{O}\left(\psi_{n}\right)$, used in Theorem 6.1. When $f_{n}(\mu)$ happens to vanish, (7.1) can be modified. $K_{n}$ in (7.1) may depend on $z$ and $\mu$.

The required form of the bound (7.1) reflects the expectation that $\bar{f}_{n}$ will not deviate too much from $f_{n}(\mu)$. For slowly varying functions $f$, say for $f(t)=1 /(1+t)$, this surely will be true, especially when $z$ is large. However, the scale functions $\psi_{n}, \chi_{n}$ are constructed in terms of the global estimate $M(\mu)$, introduced in (4.4). Consequently, the asymptotic scales used in the theorems may be too rough to describe what is really happening in the asymptotic expansions.

To show this by way of a simple example, we consider $f(t)=\exp [\mu /(1+t)]$. It is easily verified that is satisfies the conditions of $\S 4 ; \Omega=\mathbb{C} \backslash\{-1\}, \Omega_{0}$ is the half-plane $\operatorname{Re} t \geqq-\delta$, where $0<\delta<1$. In (4.4), $p=0$ and $M(\mu)=\exp [\mu /(1-\delta)]$, which is exponentially large, when $\mu$ is large. However, we expect that the remainder $\bar{f}_{n}$ in the expansion (3.1) is comparable with $f_{n}(\mu)$, which is only algebraic in $\mu$. Therefore, the theorems of the previous section are applicable, but the chosen asymptotic scales are not able to control the remainders of the expansion in a realistic way. This is especially true for expansion (6.2); for (6.9), which is more global in character due to the second uniformity parameter, the chosen scale may be more suitable. We want to emphasize that in this example only the scales default, whereas the expansions themselves are appropriate and may be of interest. The above noticed imperfections (see also Remark 6.3 ) are inherent in the definition of generalized asymptotic expansions. We have chosen this framework in order to be able to describe precisely the propositions and
what we want to prove. We consider this important in asymptotics, especially when one or more uniformity parameters are involved. On the other hand, we have the need of constructing sharp error bounds for the remainders in the expansions, so that we can interpret the expansions in a realistic way. An ideal procedure would be a combination of both approaches, but in this stage, for lack of a unified approach, we prefer to discuss them separately.
7.1. Error bounds for (3.1). As remarked earlier, the quantities $f_{s}(\mu)$ and $B_{s}(\alpha)$ may be grossly overestimated by the global upper bound $M(\mu)$ introduced in (4.4). A better approach, say for arriving at (7.1), seems to be to give a sharp estimate for $f_{n}(t)$ near $t=\mu$, whereas the estimate "far away" of this saddle point may be rather crude. To be more explicit, we need a comparison function $w(t, \mu), w: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow[1, \infty)$, that satisfies the condition $w(\mu, \mu)=1$, and that may be large outside an interval around $t=\mu$. We suppose that we can assign quantities $M_{n}$, which may depend on $\mu$ and which are strictly larger than unity:

$$
\begin{equation*}
M_{n} \geqq 1+\varepsilon_{n}, \quad \varepsilon_{n} \text { fixed and positive, } \tag{7.2}
\end{equation*}
$$

such that for all $t \geqq 0$ we have

$$
\begin{equation*}
\left|f_{n}(t)\right| \leqq M_{n}\left|f_{n}(\mu)\right| w(t, \mu) . \tag{7.3}
\end{equation*}
$$

Furthermore, we suppose that it is easy to calculate or estimate the integral

$$
\begin{equation*}
\left|\bar{f}_{n}\right| \leqq \frac{M_{n}\left|f_{n}(\mu)\right| z^{\lambda}}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} w(t, \mu) d t \tag{7.4}
\end{equation*}
$$

obtained from (3.3) by bounding $f_{n}(t)$ in this way. When $f_{n}(\mu)$ happens to have zeros on $(0, \infty)$, (7.3) and (7.4) have to be modified, say by replacing $\left|f_{n}(\mu)\right|$ by $\delta_{n}+\left|f_{n}(\mu)\right|$, $\delta_{n}>0$.

Since $f$, and hence all $f_{n}$, have algebraic growth on $[0, \infty$ ) (see (4.4)), it will be sufficient that $w(t, \mu)=\mathscr{O}[\exp (\sigma t)]$ for some positive $\sigma$. This suggests as a possible choice $w(t, \mu)=\cosh [\sigma(t-\mu)]$, which meets all requirements formulated thus far. Substituting this into (7.4), we obtain

$$
\begin{align*}
\frac{z^{\lambda}}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} \cosh [\sigma(t-\mu)] d t & =\frac{1}{2}\left[(1-\sigma / z)^{\lambda} e^{-\sigma \mu}+(1+\sigma / z)^{\lambda} e^{\sigma \mu}\right] \\
& =\mathscr{O}\left[\cosh \left(\frac{1}{2} \lambda \sigma^{2} / z^{2}\right)\right], \tag{7.5}
\end{align*}
$$

as $z \rightarrow \infty$. When $\sigma=\mathscr{O}(1)(\mu \geqq 0)$, this contribution to the right-hand side of (7.4) is quite acceptable, so long as $\lambda=o\left(z^{2}\right)$. But for a uniformity domain $[0, \infty)$ it is unacceptable.

This brings us to a further requirement that

$$
\begin{equation*}
\frac{z^{\lambda}}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} w(t, \mu) d t=\mathscr{O}(1) \tag{7.6}
\end{equation*}
$$

as $z \rightarrow \infty$, uniformly with respect to $\mu \in[0, \infty)$.
For several reasons the following comparison function is very convenient:

$$
\begin{equation*}
w_{\sigma}(t, \mu)=\left[(t / \mu)^{-\mu} e^{t-\mu}\right]^{\sigma}, \quad \sigma \geqq 0, \tag{7.7}
\end{equation*}
$$

where $\sigma$ may depend on $\mu$, but not on $t$. For $\mu=0$ we define $w_{\sigma}(t, 0)=\exp (\sigma t)$. This choice fits better in the dominant part $t^{\lambda} e^{-z t}$ of (7.4) than the cosh-function tried before.

For (7.3) we write

$$
\begin{equation*}
\left|f_{n}(t)\right| \leqq M_{n}\left|f_{n}(\mu)\right| w_{\sigma_{n}}(t, \mu), \tag{7.8}
\end{equation*}
$$

and (7.4) becomes

$$
\begin{equation*}
\left|\bar{f}_{n}\right| \leqq M_{n} Q_{n}\left|f_{n}(\mu)\right|, \quad Q_{n}=\left(1-\sigma_{n} / z\right)^{-1 / 2} \Gamma^{*}\left(\lambda-\mu \sigma_{n}\right) / \Gamma^{*}(\lambda), \tag{7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma^{*}(z)=[z /(2 \pi)]^{1 / 2} e^{z} z^{-z} \Gamma(z)=1+\mathcal{O}\left(z^{-1}\right), \tag{7.10}
\end{equation*}
$$

as $z \rightarrow \infty$. Compared with (7.5), this result is much more acceptable, since now we have

$$
\begin{equation*}
Q_{n}=1+\mathcal{O}\left(z^{-1}\right) \quad \text { as } z \rightarrow \infty, \tag{7.11}
\end{equation*}
$$

uniformly with respect to $\lambda$ or $\mu$ in $[0, \infty)$. Especially, large values of $\lambda$ are in favor in (7.11). The only condition is that $\sigma_{n}$ in (7.8) is fixed or a bounded function of $\mu$ on $[0, \infty)$. In this event $z-\sigma_{n}$ can be viewed as large parameter in $Q_{n}$, although $z>\sigma_{n}$ is enough.

For the construction of error bounds it is sufficient that $f_{n}(t)$ is continuous on $[0, \infty)$, i.e., that $f$ belongs to the continuity class $C^{2 n}([0, \infty))$ (see (5.4)). A different point is that, as remarked earlier, a slight modification is needed when $f_{n}(\mu)=0$. A special case is $\mu=0$, where $f_{n}, \bar{f}_{n}$ vanish for $n \geqq 1$. In that case we can define $\sigma_{n}=0$. When we construct error bounds, the assumption (4.4) on the algebraic growth is only needed for $t \geqq 0$. Another assumption on $f$ may be that $\sigma_{n}$ of (7.8) is a bounded function of $\mu$. A proper choice of $M_{n}$, for instance by making $M_{n}$ a function of $\mu$, will yield a wide class of admissible functions $f$. The construction of error bounds is not enough to investigate the nature of the asymptotic expansion. However, when $\sigma_{n}, M_{n}, f_{n}(\mu) / f(\mu)(f(\mu) \neq 0)$ are bounded functions of $\mu$ on $[0, \infty)$ for each $n \geqq 0$, then we can use the Poincaré-type scale $\left\{z^{-s}\right\}$, and the uniformity with respect to $\mu$ in $[0, \infty)$ easily follows.

A possible approach to compute $M_{n}$ and $\sigma_{n}$ of (7.8) is to start with trial values of $M_{n}$ satisfying (7.2). Then we compute

$$
\begin{equation*}
\sigma_{n}=\sup _{t \geq 0} \tilde{f}_{n}(t), \quad \mu \text { fixed in }[0, \infty), \tag{7.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}_{n}(t)=\frac{\log \left|f_{n}(t) /\left[M_{n} f_{n}(\mu)\right]\right|}{t-\mu-\mu \log (t / \mu)}, \quad t \neq \mu, \quad f_{n}(\mu) \neq 0 \tag{7.13}
\end{equation*}
$$

For two examples we have computed $\sigma$-values. A third example is considered in $\S 9$ for the incomplete beta function.

Example 7.1. $f(t)=1 /(1+t)$. We have

$$
f_{2}(\mu)=\frac{\mu(\mu-2)}{(1+\mu)^{5}}, \quad f_{2}(t)=\frac{t(\mu t-\mu-2)}{(1+\mu)^{3}(1+t)^{3}} .
$$

Since $f_{2}(\mu)$ vanishes at $\mu=2$, we replace it by

$$
f_{2}^{*}(\mu)=\frac{\mu(1+|\mu-2|)}{(1+\mu)^{5}} .
$$

We consider three choices of $M_{2}$ and we obtain $\sigma_{2}$ via (7.12) for several values of $\mu$. We also show corresponding values of $Q_{2}$ of (7.9) for $z=5$. For larger values of $z, Q_{2}$ is closer to unity. The results are shown in Table 7.1. It follows that the remainder $z^{-2} \bar{f}_{2}$ of (3.3) is rather close to the first neglected term $z^{-2} f_{2}(\mu)$ for the values of $\mu$ and $z$ used in the table. Larger values of $\mu$ and $z$ confirm this tendency even better.

TABLE 7.1

|  | $M_{2}=1.1$ |  | $M_{2}=1.5$ |  | $M_{2}=2.0$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{2}$ | $Q_{2}$ | $\sigma_{2}$ | $Q_{2}$ | $\sigma_{2}$ | $Q_{2}$ |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | -0.64 | 0.9397 | -0.87 | 0.9210 | -0.98 | 0.9120 |
| 5 | 0.02 | 1.0023 | -0.01 | 0.9989 | -0.04 | 0.9960 |
| 10 | 0.04 | 1.0038 | 0.00 | 1.0004 | -0.01 | 0.9993 |
| 25 | 0.11 | 1.0108 | 0.03 | 1.0031 | 0.01 | 1.0014 |
| 50 | 0.08 | 1.0079 | 0.02 | 1.0024 | 0.01 | 1.0014 |
| 100 | 0.05 | 1.0047 | 0.01 | 1.0014 | 0.00 | 1.0001 |

Example 7.2. $f(t)=\exp [\mu /(1+t)]$. We use (7.3), (7.7) with $n=0$, which gives a bound (7.8) for $\bar{f}_{0}$ of (3.3), i.e., for $z^{\lambda} F_{\lambda}(z)$ of (2.1). The results are shown in Table 7.2 , again with $z=5$.

Table 7.2

|  | $M_{0}=1.1$ |  | $M_{0}=1.5$ |  | $M_{0}=2.0$ |  |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\sigma_{0}$ | $Q_{0}$ | $\sigma_{0}$ | $Q_{0}$ | $\sigma_{0}$ | $Q_{0}$ |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0.38 | 1.0417 | 0.03 | 1.0027 | -0.02 | 0.9976 |
| 5 | 0.66 | 1.0737 | 0.31 | 1.0329 | 0.26 | 1.0270 |
| 10 | 0.46 | 1.0501 | 0.26 | 1.0276 | 0.25 | 1.0259 |
| 25 | 0.21 | 1.0221 | 0.21 | 1.0216 | 0.21 | 1.0213 |
| 50 | 0.18 | 1.0187 | 0.18 | 1.0185 | 0.18 | 1.0184 |
| 100 | 0.16 | 1.0162 | 0.16 | 1.0161 | 0.16 | 1.0161 |

7.2. Error bounds for (3.2). For the construction of error bounds for the remainder of expansion (3.2), we use as comparison function $w_{\sigma}(t, \alpha)$, with $w_{\sigma}$ defined in (7.7). The comparison function $w_{\sigma}(t, \mu)$ may yield unrealistic bounds, when $\alpha$ and $\mu$ are not of the same size. In Theorem 6.2 we used (6.10) in order to get rid of the factor $z$ in (3.5), (3.6). However, this factor is neutralized by the expression $f_{n}(t)-\bar{f}_{n}$ in the integral (the minus-sign is important here). In the following error analysis this expression will not be replaced by $\left|f_{n}(t)\right|+\left|\bar{f}_{n}\right|$.

We write

$$
\begin{equation*}
g_{n}(t)=f_{n}(t)-\bar{f}_{n}, \quad n=0,1, \cdots . \tag{7.14}
\end{equation*}
$$

When $g_{n}(\alpha) \neq 0$, we estimate $g_{n}$ as follows:

$$
\begin{equation*}
\left|g_{n}(t)\right| \leqq M_{n}\left|g_{n}(\alpha)\right| w_{\tau_{n}}(t, \alpha) \tag{7.15}
\end{equation*}
$$

where $M_{n}$ satisfies (7.2) and $w$ is defined in (7.7). We consider two cases.
(i) $0 \leqq \alpha \leqq \mu$. Starting point is (3.6); (7.15) has to be considered for $t \in[0, \alpha]$.

We obtain

$$
\left|\bar{B}_{n}\right| \leqq z M_{n} \alpha^{\alpha \tau_{n}-\lambda} e^{\alpha\left(z-\tau_{n}\right)}\left|g_{n}(\alpha)\right| \int_{0}^{\alpha} t^{\lambda-\alpha \tau_{n}-1} e^{-\left(z-\tau_{n}\right) t} d t
$$

Integration by parts gives

$$
\left|\bar{B}_{n}\right| \leqq \frac{z M_{n}}{\lambda-\alpha \tau_{n}}\left|g_{n}(\alpha)\right|\left[1+\left(z-\tau_{n}\right) g\left(\alpha, \lambda-\alpha \tau_{n}, z-\tau_{n}\right)\right],
$$

where $g$ is defined in (6.5). In Lemma 6.1 it is supposed that in $g(\alpha, \lambda, z)$ the parameters satisfy $0 \leqq \alpha \leqq \lambda / z$. In the present $g$-function this relation holds as well. The only condition is $z>\tau_{n}$. For a better representation of the above bound for $\bar{B}_{n}$ we write

$$
\frac{z}{\lambda-\alpha \tau_{n}}\left|g_{n}(\alpha)\right|=\frac{\lambda}{\lambda-\alpha \tau_{n}} \frac{\left|g_{n}(\alpha)\right|}{\mu} .
$$

The first factor at the right equals $1 /\left(1-\alpha \tau_{n} / \mu z\right)$ which is $1+\mathscr{O}\left(z^{-1}\right)$ as $z \rightarrow \infty$, uniformly with respect to $\alpha$ and $\mu, 0 \leqq \alpha \leqq \mu$. The second factor $\left|g_{n}(\alpha)\right| / \mu$ is properly defined in the limit $\mu \rightarrow 0$, as follows from a similar argument as used for (5.8). By using Lemma 6.1 we obtain for $z>\tau_{n}$

$$
\begin{equation*}
\left|\bar{B}_{n}\right| \leqq \frac{\lambda M_{n}}{\lambda-\alpha \tau_{n}} \frac{\left|g_{n}(\alpha)\right|}{\mu}\left[1+\frac{\alpha}{\bar{\mu}-\alpha} \min \left\{1, \bar{\zeta} \sqrt{\frac{1}{2} \pi\left(z-\tau_{n}\right)}\right\}\right], \tag{7.16}
\end{equation*}
$$

where $\bar{\mu}$ and $\bar{\zeta}$ are defined by

$$
\begin{equation*}
\frac{1}{2} \bar{\zeta}^{2}=\alpha-\bar{\mu}+\bar{\mu} \log (\bar{\mu} / \alpha), \quad \bar{\zeta} \geqq 0, \quad \bar{\mu}=\left(\lambda-\alpha \tau_{n}\right) /\left(z-\tau_{n}\right) . \tag{7.17}
\end{equation*}
$$

The conditions $0 \leqq \alpha \leqq \mu$ and $z>\tau_{n}$ imply $0 \leqq \alpha \leqq \bar{\mu}$.
(ii) $0 \leqq \mu \leqq \alpha$. We consider (7.15) for $t \geqq \alpha$. Representation (3.5) gives for $z>\tau_{n}$

$$
\left|\bar{B}_{n}\right| \leqq z M_{n}\left|g_{n}(\alpha)\right| G_{0}\left(\alpha, \lambda-\alpha \tau_{n}, z-\tau_{n}\right) .
$$

Using Lemma 6.2, we obtain

$$
\begin{equation*}
\left|\bar{B}_{n}\right| \leqq \frac{M_{n}\left|g_{n}(\alpha)\right|}{(\alpha-\bar{\mu})\left(1-\tau_{n} / z\right)} \min \left\{1, \bar{\zeta} \sqrt{\frac{1}{2} \pi\left(z-\tau_{n}\right)}\right\} . \tag{7.18}
\end{equation*}
$$

When $\lambda-\alpha \tau_{n}<0$ we define $\bar{\zeta}=+\infty$, otherwise it is defined by (7.17), with $0 \leqq \bar{\mu} \leqq \alpha$.
Remark 7.1. The numbers $\bar{\zeta}, M_{n}$ and $\tau_{n}$ in (7.16) and (7.18) need not be the same. When $\alpha \rightarrow \bar{\mu}, \bar{\zeta}$ has to be combined with the factor $1 /(\bar{\mu}-\alpha)$, as explained in Remark 6.1.

Remark 7.2. We can write $g_{n}(t)$ of (7.14) in the form

$$
\begin{equation*}
g_{n}(t)=\tilde{g}_{n}(t)-\frac{1}{z} \bar{f}_{n+1}, \quad \tilde{g}_{n}(t)=f_{n}(t)-f_{n}(\mu) . \tag{7.19}
\end{equation*}
$$

Bounds for $\bar{f}_{n+1}$ follow from (7.8). Contributions owing to $\tilde{g}_{n}(t)$ are as in (7.16), (7.18) with $g_{n}(\alpha)$ replaced by $\tilde{g}_{n}(\alpha)$. Observe that (see (2.7))

$$
\tilde{g}_{n}(\alpha) /(\alpha-\mu)=B_{n}(\alpha),
$$

which shows up in (7.18) when we use (7.19). There is something to recommend about the approach based on (7.19). The point is that $g_{n}$ of (7.14) may be difficult to evaluate without the splitting in (7.19). Furthermore, $M_{n}$ and $\tau_{n}$ of (7.15) may depend on $z$. However, this dependence will be very weak when $z$ is large.
8. A loop integral with analogue asymptotic features. In previous papers [11], [12] we stated the analogy between the following integrals:

$$
\begin{align*}
& F_{\lambda}(z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} t^{\lambda-1} e^{-z t} f(t) d t  \tag{8.1}\\
& G_{\lambda}(z)=\frac{\Gamma(\lambda+1)}{2 \pi i} \int_{-\infty}^{(0+)} t^{-\lambda-1} e^{z t} f(t) d t \tag{8.2}
\end{align*}
$$

where (8.1) is the complete integral given in (2.1). The contour in (8.2) starts and ends at $t=-\infty$ (respectively, with $\arg t=-\pi, \arg t=\pi$ ), and encircles the origin in positive direction. The analogy, from an asymptotic point of view, is that of their asymptotic expansions:

$$
\begin{align*}
& z^{\lambda} F_{\lambda}(z) \sim \sum_{s=0}^{\infty} f_{s}(\mu) z^{-s},  \tag{8.3}\\
& z^{-\lambda} G_{\lambda}(z) \sim \sum_{s=0}^{\infty}(-1)^{s} f_{s}(\mu) z^{-s}, \tag{8.4}
\end{align*}
$$

as $z \rightarrow \infty$; (8.3) is considered in the present paper, for instance in (2.4). The construction of (8.4) is based on the same integration by parts procedure, by using Hankel's integral for the reciprocal gamma function. That is, (8.2) reduces to $z^{\lambda}$, when $f$ is the identity. Conditions on $f$, especially the domain of holomorphy, have to be modified, before we can state that (8.2) has (8.4) as a uniform expansion with $z$ as the large parameter and $\mu=\lambda / z$ as uniformity parameter.

It seems that the following integral

$$
\begin{equation*}
G_{\lambda}(z, \alpha)=\frac{\Gamma(\lambda+1)}{2 \pi i} \int_{-\infty}^{\left(0^{+}\right)} t^{-\lambda} e^{z t} g(t) \frac{d t}{t-\alpha} \tag{8.5}
\end{equation*}
$$

is the relative of $F_{\lambda}(z, \alpha)$ defined in (1.1). That is, (8.5) has four asymptotic phenomena that are in some sense equivalent to the four discussed in § 1 for (1.1). However, the asymptotic expansions show an interesting difference, although the characteristics of both are exactly the same.
8.1. Uniform approximation for loop integrals. We suppose that the contour in (8.5) cuts the positive real axis at the point $t_{0}$. We first give (8.5) for $g=1$. Multiplying by $\exp (-\alpha z)$ and differentiating with respect to $z$, we obtain (8.2) with $f=1$. Integrating with respect to $z$, and taking into account some limiting values, we obtain two forms for (8.5) with $g=1$ :

$$
G_{\lambda}(z, \alpha)=\lambda \alpha^{-\lambda} e^{\alpha z} \begin{cases}\gamma(\lambda, \alpha z), & t_{0}>\alpha,  \tag{8.6}\\ (-1) \Gamma(\lambda, \alpha z), & 0<t_{0}<\alpha\end{cases}
$$

where $\gamma(a, x), \Gamma(a, x)$ are incomplete gamma functions. The transition from one form to the other in (8.6) also follows from (8.5), by shifting the contour across the pole at $t=\alpha$, and using $\gamma(a, x)+\Gamma(a, x)=\Gamma(a)$.

Suppose now that $0<t_{0}<\alpha$. Writing $g(t)=g(\alpha)+[g(t)-g(\alpha)]$, we obtain for (8.5)

$$
\begin{equation*}
G_{\lambda}(z, \alpha)=G_{\lambda}(z)-\lambda g(\alpha) \alpha^{-\lambda} e^{\alpha z} \Gamma(\lambda, \alpha z) \tag{8.7}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{\lambda}(z)=\frac{\Gamma(\lambda+1)}{2 \pi i} \int_{-\infty}^{\left(0^{+}\right)} t^{-\lambda-1} e^{z t} h(t) d t \\
& h(t)=t \frac{g(t)-g(\alpha)}{t-\alpha} \tag{8.8}
\end{align*}
$$

Therefore, assuming appropriate conditions on $g$, and hence on $h$, the asymptotic expansion of $G_{\lambda}(z)$ is given in (8.4) with $f_{s}(\mu)$ replaced by $h_{s}(\mu)$. The latter are generated as $f_{s}(\mu)$ in (2.5), with $f_{0}$ replaced by $h$ and $f_{s}$ by $h_{s}$.

We conclude that, apart from normalization, (8.7) has with (8.4) a similar expansion as $F_{\lambda}(z, \alpha)$ in (2.6). An interesting difference is that now the incomplete gamma function does not multiply a full asymptotic expansion but just one term involving $g(\alpha)$. This gives a simpler asymptotic problem. For instance, the construction of error bounds only applies to $G_{\lambda}(z)$, i.e., for the complete integral (8.2), where $f$ is replaced by $h$ of (8.8).

A representation for the remainders in the expansion of $G_{\lambda}(z)$ in (8.7) follows by writing

$$
\begin{align*}
& z^{-\lambda} G_{\lambda}(z)=\sum_{s=0}^{n-1}(-1)^{s} h_{s}(\mu) z^{-s}+(-1)^{n} z^{-n} \bar{h}_{n},  \tag{8.9}\\
& \bar{h}_{n}=\frac{z^{-\lambda} \Gamma(\lambda+1)}{2 \pi i} \int_{-\infty}^{\left(0^{+}\right)} t^{-\lambda-1} e^{z t} h_{n}(t) d t, \tag{8.10}
\end{align*}
$$

where $h_{n}(t)$ is generated by the recursion (2.5), with starting function $h_{0}=h$ defined in (8.8).
8.2. Error bounds for loop integrals. For the construction of error bounds, we select a special contour in (8.10). Writing

$$
t^{-\lambda} e^{z t}=e^{z\left[\rho e^{i \theta}-\mu \log \rho-i \mu \theta\right]}, \quad t=\rho e^{i \theta},
$$

we see that the imaginary part of the phase function will vanish, when we take

$$
\rho=\rho(\theta)=\mu \theta / \sin \theta, \quad-\pi<\theta<\pi .
$$

This defines the path of steepest descent through the saddle point $t=\mu$. Integrating (8.10) with respect to the parameter $\theta$ along this contour, we use

$$
\frac{1}{t} \frac{d t}{d \theta}=\frac{1}{\rho} \frac{d \rho}{d \theta}+i
$$

giving

$$
\begin{equation*}
\bar{h}_{n}=\frac{\Gamma(\lambda+1) \lambda^{-\lambda} e^{\lambda}}{2 \pi} \int_{-\pi}^{\pi} e^{-\lambda \phi(\theta)} \tilde{h}_{n}(t) d \theta, \tag{8.11}
\end{equation*}
$$

where

$$
\begin{align*}
& t=\rho e^{i \theta}=\mu[\theta \operatorname{cotg} \theta+i \theta], \\
& \tilde{h}_{n}(t)=\frac{1}{i t} \frac{d t}{d \theta} h_{n}(t),  \tag{8.12}\\
& \phi(\theta)=-\theta \operatorname{cotg} \theta+\log \frac{\theta}{\sin \theta}+1 .
\end{align*}
$$

A bound for $\tilde{h}_{n}$ is obtained by writing as in (7.8)

$$
\begin{equation*}
\left|\tilde{h}_{n}(t)\right| \leqq M_{n}\left|h_{n}(\mu)\right| e^{\mu \delta_{n} \phi(\theta)} \tag{8.13}
\end{equation*}
$$

where $M_{n}$ satisfies (7.2), $\delta_{n}<z$, and where it is assumed that $h_{n}(\mu) \neq 0$. We obtain as in (7.9)

$$
\begin{equation*}
\left|\bar{h}_{n}\right| \leqq M_{n} \tilde{Q}_{n}\left|h_{n}(\mu)\right|, \tag{8.14}
\end{equation*}
$$

where $\tilde{Q}_{n}=1 /\left[\left(1-\delta_{n} / z\right) Q_{n}\right]$. We have used that (8.10) reduces to unity when $h_{n}$ equals unity.

Observe that to compute error bounds for the expansion (8.9), exactly the same comparison function is used as in (7.8); the forms are different owing to the mapping $t \rightarrow \theta$.

Remark 8.1. Representation (8.7) is obtained under the condition $0<t_{0}<\alpha$, where $t_{0}$ is the point where the contour of (8.5) cuts the real positive axis. When (8.5) is presented with $t_{0}>\alpha, G_{\lambda}(z, \alpha)$ has representation (8.7), with $\Gamma(\lambda, \alpha z)$ replaced by $-\gamma(\lambda, \alpha z)$. This complementary relation is of the same kind as for the real integrals described in (2.14), (2.15).
9. The incomplete beta function. We use the incomplete beta function in the notation

$$
\begin{equation*}
I_{x}(p, q)=\frac{1}{B(p, q)} \int_{0}^{x} \tau^{p-1}(1-\tau)^{q-1} d \tau \tag{9.1}
\end{equation*}
$$

where $B(p, q)=\Gamma(p) \Gamma(q) / \Gamma(p+q)$ is the complete beta function. The asymptotic problem is to give an expansion of $I_{x}(p, q)$ with $p$ as large parameter and $x \in[0,1]$ and $\mu=q / p \in[0, \infty)$ as uniformity parameters. We can use

$$
\begin{equation*}
I_{x}(p, q)=1-I_{1-x}(q, p) \tag{9.2}
\end{equation*}
$$

to interchange the role of $p$ and $q$. For information on $I_{x}(p, q)$ we refer to [1, p. 944]. In [10] we considered the asymptotic problem for $I_{x}(p, q)$ for more restricted ranges of the parameters. We believe that the expansions of this section are new in the sense that the uniformity domain of $\mu$ or $q$ is the complete interval $[0, \infty)$. Earlier results prescribed $q$ to belong to a compact subset of ( $0, \infty$ ) (case (ii) of $\S 1$ ), or $p / q$ to a compact subset of $(0, \infty)$ (case (iv)). Extension to complex values of the parameters is possible, but will not be considered here.

To describe the asymptotic features of (9.1) in more detail, we compute the saddle point of $\tau^{p}(1-\tau)^{q}$. It occurs at

$$
\begin{equation*}
\tau_{0}=\frac{p}{p+q} . \tag{9.3}
\end{equation*}
$$

When $p+q$ is large, the value $I_{x}(p, q)$ is very small when $x<\tau_{0}$, and it is close to unity when $x>\tau_{0}$. When $\tau_{0}$ is restricted to a compact subset of $(0,1)$, this transition can properly be described by an error function (normal distribution function); when $\tau_{0} \rightarrow 1$ the basic approximant is an incomplete gamma function. We will show that this function can handle the complete uniformity domain for $q$, i.e., $[0, \infty)$. It is essential to transform (9.1) to the standard form (1.1), by means of a rather complicated transformation.
9.1. Transformation to standard form. A first transformation $\tau \rightarrow e^{-\tau}$ gives

$$
\begin{equation*}
I_{x}(p, q)=\frac{1}{B(p, q)} \int_{-\log x}^{\infty}\left(1-e^{-\tau}\right)^{q-1} e^{-p \tau} d \tau \tag{9.4}
\end{equation*}
$$

Comparing this with (1.1), we observe that it has the standard form when $\lambda=q, z=p$ and $f(t)=\left[\left(1-e^{-\tau}\right) / \tau\right]^{q-1}$. However, for several reasons this choice of $f$ will not give a uniform expansion for the $q$-interval $[0, \infty)$. One reason is that large values of $q$ will have much influence on coefficients $f_{s}(\mu), B_{s}(\alpha)$. Observe that for $f$ dependence only on $\mu$ is assumed in $\S 4$, and not on $\lambda$.

A better way for transforming (9.4) in (1.1) is to use the mapping $\tau \rightarrow t(\tau)$ defined by

$$
\begin{equation*}
\tau-\mu \log \left(1-e^{-\tau}\right)=t-\mu \log t+A(\mu) \tag{9.5}
\end{equation*}
$$

where $\mu=q / p$. The left-hand side has a saddle point at

$$
\begin{equation*}
\tau_{1}=\log (\mu+1)=-\log \tau_{0} \tag{9.6}
\end{equation*}
$$

the right-hand side at $t=\mu$. To make the mapping properly defined we require the correspondences

$$
\begin{equation*}
\tau=0 \leftrightarrow t=0, \quad \tau=\tau_{1} \leftrightarrow t=\mu, \quad \tau=+\infty \leftrightarrow t=+\infty . \tag{9.7}
\end{equation*}
$$

The middle one gives

$$
\begin{equation*}
A(\mu)=(1+\mu) \log (1+\mu)-\mu . \tag{9.8}
\end{equation*}
$$

The point $\tau=-\log x$, the lower end point of integration in (9.4), is mapped to $t=\alpha$, which is defined by the implicit relation

$$
\begin{equation*}
-\log x-\mu \log (1-x)=\alpha-\mu \log \alpha+A(\mu) \tag{9.9}
\end{equation*}
$$

with corresponding points

$$
\begin{equation*}
x=0 \leftrightarrow \alpha=+\infty, \quad x=\tau_{0} \leftrightarrow \alpha=\mu, \quad x=1 \leftrightarrow \alpha=0 . \tag{9.10}
\end{equation*}
$$

Observe that the middle one satisfies (9.9) due to the choice (9.8). In fact, the mappings (9.5) and (9.9) are the same, up to parametrization.

The transformed version of (9.4) is

$$
\begin{equation*}
I_{x}(p, q)=\frac{e^{-p A(\mu)}}{B(p, q)} \int_{\alpha}^{\infty} t^{q-1} e^{-p t} f(t) d t \tag{9.11}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t)=\frac{t}{1-e^{-\tau}} \frac{d \tau}{d t}=\frac{t-\mu}{1-(1+\mu) e^{-\tau}} . \tag{9.12}
\end{equation*}
$$

The regularity of the transformation (9.5), and that of $f$, is extensively discussed in [12, §4]. From that analysis it follows that $f$ satisfies the conditions of §4. In (4.1) we have to take $\kappa=\frac{1}{2}$, and $d_{0}$ and $\delta$ both somewhat less than $\sqrt{2 \pi} . \Omega_{0}$ is a parabolashaped domain, and for the number $p$ in (4.4) we take $p=1$ (which follows easily from (9.12)). The function $f$ is positive on $[0, \infty) ; f(0)=1, f(\mu)=\sqrt{1+\mu}$. We verified numerically that

$$
\sup _{\substack{t \geq 0 \\ \mu \geqq 0}} \frac{f(t)}{1+t}=1 .
$$

Therefore, $M(\mu)$ of (4.4) will not deviate very much from unity, especially when $\delta$ and $d_{0}$ are small.
9.2. Uniform expansion of incomplete beta function. In the notation of (1.1), (2.1), (2.9), we can write

$$
\begin{align*}
& I_{x}(p, q)=\frac{e^{-p A(\mu)} \Gamma(p+q)}{\Gamma(p)} F_{q}(p, \alpha), \\
& F_{q}(p, \alpha)=Q(q, \alpha p) F_{q}(p)+\frac{\alpha^{q} e^{-\alpha p}}{p \Gamma(q)} B_{q}(p, \alpha) . \tag{9.13}
\end{align*}
$$

However, the "complete" integral $F_{q}(p)$ can be written in this case in terms of known functions. Since $I_{1}(p, q)=1$, we have

$$
\begin{equation*}
F_{q}(p)=e^{p A(\mu)} \Gamma(p) / \Gamma(p+q)=\left(\frac{p+q}{p}\right)^{p+q} e^{-q} \Gamma(p) / \Gamma(p+q) \tag{9.14}
\end{equation*}
$$

Although it is possible to give for $F_{q}(p)$ an expansion as in (2.4) (see [12, §4] for a related expansion), it is more attractive now to write (9.13) in the form

$$
\begin{equation*}
I_{x}(p, q)=Q(q, \alpha p)+\frac{\alpha^{q} e^{-\alpha p+q}}{p B(p, q)}\left(\frac{p}{p+q}\right)^{p+q} B_{q}(p, \alpha) . \tag{9.15}
\end{equation*}
$$

By using (9.9), and (2.11) we can write

$$
\begin{equation*}
I_{x}(p, q)=Q(q, \alpha p)+\frac{x^{p}(1-x)^{q}}{p B(p, q)} B_{q}(p, \alpha), \quad B_{q}(p, \alpha) \sim \sum_{s=0}^{\infty} \frac{B_{s}(\alpha)}{p^{s}} \quad \text { as } p \rightarrow \infty \tag{9.16}
\end{equation*}
$$

It follows that we have only to consider the asymptotic expansion for $B_{q}(p, \alpha)$, which, however, is not the simpler one of (2.4), (2.11). The first coefficient is

$$
\begin{equation*}
B_{0}(\alpha)=\frac{f(\alpha)-f(\mu)}{\alpha-\mu} \tag{9.17}
\end{equation*}
$$

with

$$
f(\alpha)=\frac{\alpha-\mu}{1-(1+\mu) x}, \quad f(\mu)=\sqrt{1+\mu} .
$$

Special values are

$$
\begin{equation*}
B_{0}(0)=\frac{\sqrt{1+\mu}-1}{\mu}, \quad B_{0}(\mu)=\lim _{\alpha \rightarrow \mu} f^{\prime}(\alpha)=\frac{\mu-1+\sqrt{1+\mu}}{3 \mu}, \quad B_{0}(\infty)=1 \tag{9.18}
\end{equation*}
$$

and they satisfy $0 \leqq B_{0}(0) \leqq B_{0}(\mu) \leqq B_{0}(\infty)$, for $\mu \geqq 0$.
In fact, all $B_{s}(\alpha)$ can be expressed in terms of $\alpha, x$ and $\mu$, and those three are related by (9.9). When $\alpha \neq \mu$, an explicit representation of $B_{s}(\alpha)$ in terms of say $x$ and $\mu=q / p$ is not possible, since (9.9) cannot be solved explicitly for $\alpha$. When $\mu=0$, (9.5) reduces to the identity mapping and $f$ of (9.12) becomes $t /[1-\exp (-t)]$. The latter has singularities at $t= \pm 2 \pi i, \pm 4 \pi i, \cdots$. When $\mu>0$, singular points of $f$ originate from these points, of which $\pm 2 \pi i$ are most important. The singular points of $f$ starting from $\pm 2 \pi i(\mu=0)$ are located in the half-plane $\operatorname{Re} t>0$. For large values of $\mu$ they are approximately near $\mu+2 \sqrt{\pi \mu} \exp ( \pm i \pi / 4)$. The value $\kappa=\frac{1}{2}$ in (4.1) comes from $\sqrt{\mu}$ in this asymptotic value. The coefficients $B_{s}(\alpha)$ have the same domain of regularity as $f(\alpha)$. Since $M(\mu)=\mathscr{O}(1), p=1, \kappa=\frac{1}{2}, \bar{\kappa}=0$, we have for (5.7)

$$
\begin{equation*}
B_{s}(\alpha)=\mathscr{O}(1+\mu+\alpha)^{1 / 2}, \quad s=0,1,2, \cdots, \quad \mu \geqq 0, \quad \alpha \geqq 0 . \tag{9.19}
\end{equation*}
$$

This estimate gives a good impression of the asymptotic nature of the expansion in (9.16), although the estimate for $s=0$ seems to be too large (cf. (9.18)).
9.3. Uniform expansion based on a loop integral. An interesting variant of (9.16) is obtained by using a contour integral for $I_{x}(p, q)$ in the complex plane, and by applying the method of $\S 8$. Consider the integral

$$
I=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} t^{-p}(1-t)^{-q} \frac{d t}{t-x}, \quad 0<c<1,
$$

with $p+q>0$ and $0<x<c$. When $t \in(0,1)$ the phases of $t,(1-t)$ and of the multivalued functions are zero. By deforming the contour around the negative axis, we obtain for $p<1$

$$
\begin{aligned}
I & =x^{-p}(1-x)^{-q}-\frac{\sin \pi p}{\pi} \int_{0}^{\infty} \tau^{-p}(1+\tau)^{-q} \frac{d \tau}{\tau+x} \\
& =x^{-p}(1-x)^{-q} I_{x}(p, q)
\end{aligned}
$$

where we used formulas 6.1.17, 15.3.1, 15.3.3, 15.3.4, 26.5.23 and 26.5.2 of [1]. It follows that

$$
\begin{equation*}
I_{x}(p, q)=\frac{x^{p}(1-x)^{q}}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \tau^{-p}(1-\tau)^{-q} \frac{d \tau}{\tau-x}, \quad 0<c<1, \tag{9.20}
\end{equation*}
$$

with $0<x<c$. The restriction $p<1$, which is needed to evaluate the contour integral for $I$, can be dropped by using the principle of analytic continuation. We still need the condition $p+q>0$ for convergence at infinity.

Representation (9.20) is the analogue of (9.1). To obtain standard form (8.5), we use the transformation $\tau \rightarrow \exp (-\tau)$. This gives

$$
\begin{equation*}
I_{x}(p, q)=\frac{x^{p}(1-x)^{q}}{2 \pi i} \int_{-\infty}^{\left(0^{+}\right)} e^{p t}\left(1-e^{-\tau}\right)^{q} \frac{d \tau}{1-x e^{\tau}}, \tag{9.21}
\end{equation*}
$$

which is the analogue of (9.4). The contour cuts the positive real $\tau$-axis at a point $\tau_{0}$ such that $\tau_{0}<-\log x$. A final transformation

$$
\begin{equation*}
\tau-\mu \log \left(1-e^{-\tau}\right)=t-\mu \log t+A(\mu) \tag{9.22}
\end{equation*}
$$

where $\mu=q / p$ and $A(\mu)$ is given in (9.8), gives

$$
\begin{equation*}
I_{x}(p, q)=x^{p}(1-x)^{q} e^{-q}(1+q / p)^{p+q} \frac{1}{2 \pi i} \int_{-\infty}^{\left(0^{+}\right)} e^{p t} t^{-q} \frac{g(t)}{t-\alpha} d t, \tag{9.23}
\end{equation*}
$$

where $\alpha$ is defined in (9.9), and

$$
\begin{equation*}
g(t)=\frac{t-\alpha}{1-x e^{\tau}} \frac{d \tau}{d t} \tag{9.24}
\end{equation*}
$$

A relation for $d \tau / d t$ is given in (9.12). The contour in (9.23) cuts the positive $t$-axis at a point $t_{0}$ satisfying $t_{0}<\alpha$. Splitting off the pole, we obtain for (9.23)

$$
\begin{equation*}
I_{x}(p, q)=Q(q, \alpha p)+x^{p}(1-x)^{q} e^{-q}(1+q / p)^{p+q} G_{q}(p) / \Gamma(q+1) \tag{9.25}
\end{equation*}
$$

with $G_{q}(p)$ as in (8.8). Here we used $g(\alpha)=-1$, which follows from (9.24) by l'Hôpital's rule (observe that $t=\alpha$ corresponds with $\tau=-\log x$ in (9.22)).

Observe that the transformations (9.5) and (9.22) are exactly the same. The real corresponding points in (9.7) determine the mapping in the complex plane. Therefore, no new correspondences have to be defined for (9.22). In fact, the mapping has a very global character. As remarked earlier, we have investigated the mapping (9.5) in [12], with emphasis on what is happening in a neighbourhood of $\mathbb{R}^{+}$. However, the domain of regularity extends to the full half-plane $\operatorname{Re} t \leqq 0$. To understand the mapping in the complex plane, it is instructive to see that the contours of steepest descent in (9.21), (9.23) are mapped onto each other. On these contours the imaginary parts in the leftand right-hand side of (9.22) vanish.

Comparing (9.15) and (9.25), we conclude that the function $B_{q}(p, \alpha)$ has (in the special case of this section) an asymptotic expansion which corresponds to that of a "complete" integral (8.2). We have

$$
\begin{equation*}
B_{q}(p, \alpha)=\frac{\Gamma(p+1) e^{-q}(1+q / p)^{p+q}}{q \Gamma(p+q)} G_{q}(p), \tag{9.26}
\end{equation*}
$$

where $G_{q}(p)$ is given in (8.8), with expansion as in (8.9); $g$ is defined in (9.24).
By using (7.10) and (8.9) we can write (9.26) in the form

$$
\begin{equation*}
B_{q}(p, \alpha)=\frac{\sqrt{\mu+1}}{\mu} \frac{\Gamma^{*}(p)}{\Gamma^{*}(p+q)} p^{-q} G_{q}(p), \quad p^{-q} G_{q}(p) \sim \sum_{s=0}^{\infty}(-1)^{s} h_{s}(\mu) p^{-s} . \tag{9.27}
\end{equation*}
$$

Therefore, the approach based on a complex contour gives for $I_{x}(p, q)$ a simpler asymptotic expansion and simpler error bounds than the approach based on, say, (9.11). The computation of the coefficients $h_{s}(\mu)$ is not a simple problem. Also, the bound for $\left|h_{n}(t)\right|$ in (8.13) has to be computed on a contour in the complex plane. But the form of the error bound (8.14) is much simpler than those obtained in § 7.

To show some of the steps needed to evaluate the coefficients $h_{s}(\mu)$ in (9.27), we compute $h_{0}(\mu)$ and its limiting form for $\alpha \rightarrow \mu$. We have, using $h$ of (8.8) and $g$ of (9.24),

$$
\begin{equation*}
g(\mu)=\frac{\mu-\alpha}{1-(1+\mu) x} \frac{d \tau}{d t}, \tag{9.28}
\end{equation*}
$$

where the derivative is evaluated at $t=\mu$. From (9.12), we have

$$
\lim _{t \rightarrow \mu} \frac{d \tau}{d t}=\frac{1}{\mu+1} \lim _{t \rightarrow \mu} \frac{t-\mu}{1-(1+\mu) e^{-\tau}}=\frac{1}{\mu+1} \frac{d t}{d \tau},
$$

by using l'Hôpital's rule. Hence

$$
\frac{d \tau}{d t}=\frac{1}{\sqrt{\mu+1}} \quad \text { at } t=\mu
$$

The square root has a $+\operatorname{sign}$, since $\tau$ is an increasing function of $t$ on $[0, \infty)$. Earlier we computed $g(\alpha)=-1$. So we have

$$
\begin{equation*}
h_{0}(\mu)=\frac{\mu}{\mu-\alpha}\left[\frac{(\mu-\alpha) / \sqrt{\mu+1}}{1-(\mu+1) x}+1\right], \quad \mu \neq \alpha . \tag{9.29}
\end{equation*}
$$

To evaluate this at $\alpha=\mu$, we have to investigate the relation between $x$ and $\alpha$ in more detail. From (9.9) it follows that

$$
\alpha[(\mu+1) x-1] \frac{d x}{d \alpha}=x(1-x)(\alpha-\mu) .
$$

Substituting the expansion

$$
x=\frac{1}{\mu+1}+c_{1}(\alpha-\mu)+c_{2}(\alpha-\mu)^{2}+\cdots,
$$

we obtain

$$
c_{1}=-(1+\mu)^{-3 / 2}, \quad c_{1} c_{2}=\frac{1}{3 \mu(1+\mu)^{3}}\left[\frac{1-\mu}{\sqrt{1+\mu}}-1\right] .
$$

When $\alpha \rightarrow \mu, h_{0}(\mu)$ of (9.28) has the expansion

$$
h_{0}(\mu)=-\mu c_{2} / c_{1}+\mathscr{O}(\mu-\alpha) .
$$

Hence

$$
\lim _{\alpha \rightarrow \mu} h_{0}(\mu)=\frac{1}{3}\left[1-\frac{1-\mu}{\sqrt{\mu+1}}\right] .
$$

It follows that $B_{0}(\alpha)$ of (9.17) and $h_{0}(\mu)$ of (9.29) are related by

$$
B_{0}(\alpha)=\frac{\sqrt{\mu+1}}{\mu} h_{0}(\mu) .
$$

A relation between the higher coefficients is obtained as follows. Comparing (9.16) with (9.27), we arrive at the formal identity

$$
\sum_{s=0}^{\infty} B_{s}(\alpha) p^{-s}=\frac{\sqrt{\mu+1}}{\mu} \frac{\Gamma^{*}(p)}{\Gamma^{*}(p+q)} \sum_{s=0}^{\infty}(-1)^{s} h_{s}(\mu) p^{-s} .
$$

We can expand

$$
\frac{\Gamma^{*}(p)}{\Gamma^{*}(p+q)} \sim \sum_{s=0}^{\infty} d_{s}(\mu) p^{-s}, \quad d_{0}(\mu)=1,
$$

by dividing the two expansions for $\Gamma^{*}(p)$ and $\Gamma^{*}(p(1+\mu))$ (see also [12, §4]). Thus we obtain

$$
B_{s}(\alpha)=\frac{\sqrt{\mu+1}}{\mu} \sum_{r=0}^{s}(-1)^{r} h_{r}(\mu) d_{s-r}(\mu),
$$

which is (9.30) for $s=0$.
9.4. Some numerical results. We used the method of $\S 7.2$ to compute an upper bound for $B_{q}(p, \alpha)$. That is, we computed $M_{0}$ and $\tau_{0}$ for (7.16), (7.18), and we evaluated the expression at the right-hand sides of these inequalities. For $z=p=10$ (10) 100 these expressions were evaluated at the $x, \mu$-grid with $x=0.05$ ( 0.05 ) $0.95, \mu=1$ (1) 10. For each $z$ the maximal value occurred at $x=0.05, \mu=1$. The corresponding $\alpha$-value for this $x, \mu$-pair is $4.06254 \cdots$. The upper bounds show an interesting feature. For $z=10$ it is 0.97111 and it steadily increases to 0.97371 for $z=100$. The ratio of this last upper bound and $B_{0}(\alpha)$ of $(9.17)(=0.64933 \cdots)$ equals $1.500 \cdots$, which is the number $M_{0}$ that we used in (7.15), (7.16) and (7.18). We observe that the computed upper bounds are slightly less than $M_{0} B_{0}(\alpha)$, and tend to this value when $z$ increases. The choice $M_{0}=1.1$ showed the same features: the upper bound of $B_{q}(p, \alpha)$ is slightly less than $M_{0} B_{0}(\alpha)$.

The numerical experiments yield the following conclusion:

$$
\sup B_{q}(p, \alpha)=1, \quad p \text { fixed }
$$

where the supremum is taken over $x \in[0,1]$ (or $\alpha \geqq 0$ ) and $\mu=q / p \in[0, \infty$ ). The maximum is assumed at $x=0(\alpha=\infty)$ and $\mu=0$. See also (5.11); for $n=0$ this limit $L$ equals 1 . Incidentally, (5.9) gives for $n=0$

$$
\begin{equation*}
B_{q}(p, \alpha)=p[\log p-\psi(p)] \tag{9.30}
\end{equation*}
$$

at $\alpha=0, \mu=0$, where $\psi(p)$ is the logarithmic derivative of the gamma function. This follows from well-known representations of this function, and from the fact that $f$ of (9.12) equals $t /(1-\exp (-t))$ at $\mu=0$. From (9.13) and the asymptotic expansion of the $\psi$-function, it follows that

$$
B_{0}(p, 0)=\frac{1}{2}+\mathcal{O}\left(p^{-1}\right) \quad \text { as } p \rightarrow \infty .
$$

We conjecture that $\frac{1}{2} \leqq B_{q}(p, \alpha) \leqq 1$ for $\alpha \in[0, \infty)$ (or $x \in[0,1]$ ), and $\mu=q / p \in[0, \infty)$, and for all $p$ sufficiently large (say $p \geqq 10$ ).
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# SOME PROPERTIES OF THE ZEROS OF POLYNOMIAL SOLUTIONS OF STURM-LIOUVILLE EQUATIONS* 
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#### Abstract

In this paper certain equalities holding for the zeros of a polynomial satisfying a linear differential equation of the second order are obtained in terms of the coefficients of this equation using an elementary approach. They are applied to the polynomial solutions of a Sturm-Liouville equation. As an example, a new expression for the zeros of the classical polynomials is presented.
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1. Introduction. In the past few years, a number of remarkable properties of the zeros of the classical polynomials have been obtained mainly as byproducts of the study of certain integrable many-body problems (Ahmed et al. [2] and Calogero [3]). The purpose of this paper is to present certain results of this kind obtained also as a spin-off, but in this case of the developing of a technique to compute the eigenvalues of the Schrödinger Equation (Campos [5]).

The algebraic relations between the zeros of a polynomial that satisfies an ordinary differential equation (ODE) of the second order and the coefficients of this equation are obtained through an elementary method in § 2. These results are applied to a Sturm-Liouville (SL) equation to illustrate some interesting features of its polynomial solutions. An example is given in § 3 and some final remarks are made in § 4.
2. Properties of the zeros. There are various methods for studying the zeros of polynomials. The method that will be followed in this section is based on an approach due to Laguerre (see Szëgo [9, p. 117]).

We begin by defining

$$
\sum_{k=1}^{N}\left(x_{i}-x_{k}\right)^{-l} \equiv S_{N}^{l}\left(x_{i}\right), \quad l=1,2, \cdots
$$

where the prime appended to the sum indicates the omission of the singular term and the points $x_{k}, k=1,2, \cdots, N$, are the $N$ (complex) zeros of a polynomial $f(x)$ of degree $N$ that satisfies the ODE

$$
\begin{equation*}
f^{\prime \prime}(x)+p(x) f^{\prime}(x)+q(x) f(x)=0 . \tag{1}
\end{equation*}
$$

Then we have the following proposition.
Proposition 1. If $p(x)$ and $q(x)$ are analytic at $x_{k}, k=1,2, \cdots, N$, then

$$
\begin{align*}
& S_{N}^{1}\left(x_{i}\right)=-\frac{1}{2} p\left(x_{i}\right),  \tag{2}\\
& S_{N}^{2}\left(x_{i}\right)=\frac{1}{3} p^{\prime}\left(x_{i}\right)+\frac{1}{3} q\left(x_{i}\right)-\frac{1}{12}\left[p\left(x_{i}\right)\right]^{2},  \tag{3}\\
& S_{N}^{3}\left(x_{i}\right)=\frac{1}{8} p\left(x_{i}\right) p^{\prime}\left(x_{i}\right)-\frac{1}{8} p^{\prime \prime}\left(x_{i}\right)-\frac{1}{4} q^{\prime}\left(x_{i}\right)  \tag{4}\\
&= \frac{1}{8}\left\{\frac{1}{2}\left[p\left(x_{i}\right)\right]^{2}-p^{\prime}\left(x_{i}\right)-2 q\left(x_{i}\right)\right\}^{\prime}, \\
& S_{N}^{4}\left(x_{i}\right)=\frac{1}{720}\left[p\left(x_{i}\right)\right]^{4}+\frac{1}{180} p^{\prime}\left(x_{i}\right)\left[p\left(x_{i}\right)\right]^{2}-\frac{1}{90} q\left(x_{i}\right)\left[p\left(x_{i}\right)\right]^{2}  \tag{5}\\
& \quad \quad-\frac{2}{45}\left[p^{\prime}\left(x_{i}\right)\right]^{2}+\frac{1}{45}\left[q\left(x_{i}\right)\right]^{2}-\frac{1}{45} p^{\prime}\left(x_{i}\right) q\left(x_{i}\right) \\
& \quad \quad-\frac{1}{20} p^{\prime \prime}\left(x_{i}\right) p\left(x_{i}\right)+\frac{1}{30} p^{\prime \prime \prime}\left(x_{i}\right)+\frac{1}{10} q^{\prime \prime}\left(x_{i}\right) .
\end{align*}
$$

Proof. The idea that we will follow is very simple and it requires only some algebra. A derivative in this proof will be denoted by primes or numbers enclosed by parentheses

[^138]appended to the function. For the sake of simplicity we will prove only (3). Equations (2), (4) and (5) can be proved along these lines.

Let $f(x)=\prod_{k=1}^{N}\left(x-x_{k}\right)$ be a solution of (1). Let us define

$$
g(x)=\left(x-x_{1}\right)\left(x-x_{2}\right) \cdots\left(x-x_{i-1}\right)\left(x-x_{i+1}\right) \cdots\left(x-x_{N}\right) .
$$

Thus,

$$
\begin{equation*}
\sum_{\substack{k=1 \\ k \neq i}}^{N}\left(x-x_{k}\right)^{-2}=\left[\frac{g^{\prime}(x)}{g(x)}\right]^{2}-\frac{g^{\prime \prime}(x)}{g(x)} \tag{6}
\end{equation*}
$$

Since $p(x)$ and $q(x)$ are analytic at $x_{i}$ for all $x_{i}$, these points are all distinct and $g^{(l)}\left(x_{i}\right)=(l+1)^{-1} f^{(l+1)}\left(x_{i}\right)$ for $l=0,1, \cdots$. Therefore, (6) becomes

$$
S_{N}^{2}\left(x_{i}\right)=\frac{1}{4}\left[\frac{f^{\prime \prime}\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}\right]^{2}-\frac{1}{3} \frac{f^{\prime \prime \prime}\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}
$$

Now, using (1), we get (3).
It should be noted that (4) can be interpreted as an extremal property of these zeros: the function of the $N$ continuous variables $z_{1}, z_{2}, \cdots, z_{N}$,

$$
H\left(z_{1}, z_{2}, \cdots, z_{N}\right) \equiv H(z)=\sum_{\substack{i, j=1 \\ i \neq j}}^{N} \frac{1}{\left(z_{i}-z_{j}\right)^{2}}+\sum_{j=1}^{N} u\left(z_{j}\right)
$$

where

$$
u(z)=\frac{1}{4}[p(z)]^{2}-\frac{1}{2} p^{\prime}(z)-q(z)+\lambda^{\prime},
$$

and $\lambda^{\prime}$ is an arbitrary constant, takes a stationary value at $z_{i}=x_{i}, i=1,2, \cdots, N$, whenever $z_{i}$ is in the domain in which the polynomial $f(x)$ satisfies (1). Furthermore, it is not difficult to see that if $u^{\prime \prime}\left(x_{i}\right)>0$ for all $x_{i}$, the function $H(z)$ has an absolute minimum. On the other hand, if $u(x)$ is a symmetric function, the zeros are symmetrically located about the origin.

If an SL equation, like Schrödinger's, is considered, the function $H(x)$ can be interpreted in some cases as the trace of certain finite representation of the Hamiltonian operator with potential $u(x)$ (Campos [5]).

Some interesting features of relations (2)-(5) can be made apparent if we consider zeros of polynomial solutions of an SL equation. The following corollary is an immediate application of Proposition 1.

Corollary 1. Consider the normal SL equation ${ }^{1}$

$$
\psi^{\prime \prime}(x)+[\lambda-V(x)] \psi(x)=0
$$

with a solution in the form $\psi(x)=F(x) f(x)$, where $f(x)$ is a polynomial of degree $N$ with zeros $x_{i}, i=1,2, \cdots, N$, and $F\left(x_{i}\right) \neq 0$ for all $x_{i}$. Then, the relation

$$
S_{N}^{1}\left(x_{i}\right)=-\frac{F^{\prime}\left(x_{i}\right)}{F\left(x_{i}\right)}
$$

holds for all $x_{i}$ and the eigenvalues are related with the zeros through

$$
\begin{equation*}
\lambda=3 S_{N}^{2}\left(x_{i}\right)-3 \frac{F^{\prime \prime}\left(x_{i}\right)}{F\left(x_{i}\right)}+3\left[\frac{F^{\prime}\left(x_{i}\right)}{F\left(x_{i}\right)}\right]^{2}+V\left(x_{i}\right), \quad i=1,2, \cdots, N . \tag{7}
\end{equation*}
$$

[^139]Moreover, the function

$$
\begin{equation*}
H(z)=\sum_{\substack{i, j \\ i \neq j}}^{N} \frac{1}{\left(z_{i}-z_{j}\right)^{2}}+\sum_{i=1}^{N} u\left(z_{i}\right) \tag{8}
\end{equation*}
$$

with

$$
u(x)=V(x)-2 \frac{F^{\prime \prime}(x)}{F(x)}+2\left[\frac{F^{\prime}(x)}{F(x)}\right]^{2}+\left(\lambda^{\prime}-\lambda\right),
$$

where $\lambda^{\prime}$ is an arbitrary constant, takes a stationary value in $z_{i}=x_{i}, i=1,2, \cdots, N$. This value is an absolute minimum if $u^{\prime \prime}\left(x_{i}\right)>0$ for all $x_{i}$. If $u(x)$ is a symmetric function, the zeros are symmetrically located about the origin. Furthermore, they satisfy

$$
\begin{aligned}
S_{N}^{4}\left(x_{i}\right)= & \frac{1}{15} \frac{F^{(I V)}\left(x_{i}\right)}{F\left(x_{i}\right)}-\frac{7}{15} \frac{F^{\prime \prime \prime}\left(x_{i}\right) F^{\prime}\left(x_{i}\right)}{\left[F\left(x_{i}\right)\right]^{2}}+\frac{9}{5} \frac{F^{\prime \prime}\left(x_{i}\right)\left[F^{\prime}\left(x_{i}\right)\right]^{2}}{\left[F\left(x_{i}\right)\right]^{3}} \\
& -\frac{2}{5}\left[\frac{F^{\prime \prime}\left(x_{i}\right)}{F\left(x_{i}\right)}\right]^{2}-\frac{7}{9}\left[\frac{F^{\prime}\left(x_{i}\right)}{F\left(x_{i}\right)}\right]^{4}-\frac{4}{45}\left[\lambda-V\left(x_{i}\right)\right]\left[\frac{F^{\prime}\left(x_{i}\right)}{F\left(x_{i}\right)}\right]^{2}+\left[\lambda-V\left(x_{i}\right)\right]^{2} .
\end{aligned}
$$

3. Examples. In this section we consider the zeros of the Hermite, Laguerre and Jacobi polynomials; we use the definitions of these functions given in [7]. The relations obtained through (2)-(4) ((2)-(5)) for Laguerre and Jacobi (Hermite) zeros are already known (see [1] and [2]). Of these equations, only (3) and (4) will be rewritten in this section using the expressions of Corollary 1 for the three cases. The relations corresponding to (5) is given only for Laguerre and Jacobi zeros.
A. Hermite zeros. The differential equation for the Hermite functions $\psi(x)=$ $\exp \left(-x^{2} / 2\right) H_{N}(x)$, is the Schrödinger equation for the harmonic potential $V(x)=$ $(1 / 2) x^{2}$ :

$$
\psi^{\prime \prime}(x)+\left(\lambda-x^{2}\right) \psi(x)=0, \quad \lambda=2 N+1 .
$$

If $x_{k}, k=1,2, \cdots, N$, are the $N$ zeros of $H_{N}(x)$, then (7) becomes

$$
2(N-1)=3 S_{N}^{2}\left(x_{i}\right)+x_{i}^{2}, \quad i=1,2, \cdots, N,
$$

and the function given by (8), with $u(z)=(1 / 2) z^{2}$, and $-\infty<z_{i}<\infty$ for all $z_{i}$, has an absolute minimum $H(x)=N(N-1) / 2$ at these points (Campos [6]) and, additionally, they are symmetrically located about the origin, as is well known.
B. Laguerre zeros. The differential equation for the Laguerre functions

$$
\psi(x)=\exp (-x / 2) x^{(\alpha+1) / 2} L_{N}^{\alpha}(x),
$$

where $\alpha>-1, x>0$ and $L_{N}^{\alpha}(x)$ is the associated Laguerre polynomial, is the Schrödinger-type equation for the potential $V(\alpha, x)=-(2 N+\alpha+1) / 2 x+\left(\alpha^{2}-1\right) / 4 x^{2}$ :

$$
\psi^{\prime \prime}(x)+\left(\frac{2 N+\alpha+1}{2 x}+\frac{1-\alpha^{2}}{4 x^{2}}+\lambda\right) \psi(x)=0, \quad \lambda=-\frac{1}{4} .
$$

Let $x_{k}, k=1,2, \cdots, N$, be the $N$ zeros of $L_{N}^{\alpha}(x)$. Then (7) becomes

$$
-\frac{1}{4}=3 S_{N}^{2}\left(x_{i}\right)+\frac{(\alpha+5)(\alpha+1)}{4 x_{i}^{2}}-\frac{2 N+\alpha+1}{2 x_{i}}, \quad i=1,2, \cdots, N .
$$

The function $H(z)$ given by (8) with $z_{i}>0$ for all $z_{i}$ has a stationary value at these points if $u(z)=V(\alpha+2, z)+(1 / z)+\lambda^{\prime}$, where $\lambda^{\prime}$ is an arbitrary constant. There also holds

$$
\begin{aligned}
S_{N}^{4}\left(x_{i}\right)= & {\left[\frac{\alpha^{4}-110 \alpha^{2}-360 \alpha-251}{720}\right] x_{i}^{-4}-\left[\frac{\alpha^{3}+(2 N+1) \alpha^{2}-19 \alpha-(38 N+19)}{180}\right] x_{i}^{-3} } \\
& +\left[\frac{3 \alpha^{2}+4(2 N+1) \alpha+\left(8 N^{2}+8 N+1\right)}{360}\right] x_{i}^{-2}-\left[\frac{\alpha+2 N+1}{180}\right] x_{i}^{-1}+\frac{1}{720} .
\end{aligned}
$$

C. Jacobi zeros. The SL form of the differential equation for the Jacobi polynomials $f(x)=P_{N}^{(\alpha, \beta)}(x), \alpha>-1, \beta>-1$, is

$$
\left[(1-x)^{\alpha+1}(1+x)^{\beta+1} f^{\prime}(x)\right]^{\prime}+\lambda(1-x)^{\alpha}(1+x)^{\beta} f(x)=0, \quad \lambda=N(N+\alpha+\beta+1) .
$$

Let $x_{k}, k=1,2, \cdots, N$ be the zeros of $P_{N}^{(\alpha, \beta)}(x)$. The corresponding form of (7) is:

$$
\begin{aligned}
N(N+\alpha+\beta+1)= & 3\left(1-x_{i}^{2}\right) S_{N}^{2}\left(x_{i}\right)+\frac{(\alpha+5)(\alpha+1)}{4} \frac{\left(1+x_{i}\right)}{\left(1-x_{i}\right)} \\
& +\frac{(\beta+5)(\beta+1)}{4} \frac{\left(1-x_{i}\right)}{\left(1+x_{i}\right)}-\frac{(\alpha+1)(\beta+1)}{2}, \quad i=1,2, \cdots, N .
\end{aligned}
$$

The function $H(z)$ defined by (8) where $-1<z_{i}<1$ for all $z_{i}$ has a stationary value at these points if

$$
u(z)=\frac{(\alpha+1)(\alpha+3)}{4(1-z)^{2}}+\frac{(\beta+1)(\beta+3)}{4(1+z)^{2}}-\frac{2 \lambda+(\alpha+1)(\beta+1)}{2\left(1-z^{2}\right)}+\lambda^{\prime},
$$

where $\lambda^{\prime}$ is an arbitrary constant. Defining $a=\alpha-\beta$ and $b=\alpha+\beta+2$, there also holds

$$
\begin{equation*}
S_{N}^{4}\left(x_{i}\right)=\frac{c_{4}\left(x_{i}\right)}{\left(1-x_{i}^{2}\right)^{4}}+\frac{c_{3}\left(x_{i}\right)}{\left(1-x_{i}^{2}\right)^{3}}+\frac{c_{2}\left(x_{i}\right)}{\left(1-x_{i}^{2}\right)^{2}}+\frac{c_{1}\left(x_{i}\right)}{\left(1-x_{i}^{2}\right)} \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
c_{4}(x)= & \left(\frac{b^{4}}{720}-\frac{b^{3}}{90}-\frac{8 b^{2}}{45}-\frac{48 b}{30}\right) x^{4}-\left(\frac{a b^{3}}{180}-\frac{a b^{2}}{30}-\frac{34 a b}{45}-\frac{2 b^{2}}{5}-\frac{8 a}{5}\right) x^{3} \\
& +\left(\frac{a^{2} b^{2}}{120}+\frac{7 a b}{18}-\frac{a^{2} b}{45}-\frac{26 a^{2}}{45}\right) x^{2}-\frac{a^{3}(b-2)}{180} x+\frac{a^{4}}{720}, \\
c_{3}(x)= & -\left(\frac{b^{3}}{180}+\frac{8 b^{2}}{45}+\frac{48 b}{30}-\frac{2 \lambda b}{45}-\frac{4 \lambda}{5}\right) x^{2} \\
& +\left(\frac{a b^{2}}{90}+\frac{43 a b}{90}-\frac{3 b^{2}}{10}+\frac{12 a}{15}-\frac{2 \lambda a}{45}\right) x-\left(\frac{a^{2} b}{180}+\frac{a^{2}-a b}{10}\right), \\
c_{2}(x)= & -\frac{\lambda}{90} x^{2}+\frac{\lambda a b}{45} x+\left[\frac{\lambda^{2}}{45}-\left(a^{2}+2 b-18\right) \frac{\lambda}{90}-\frac{b}{5}\right], \\
c_{1}(x)= & -\frac{2 b^{2}}{45} .
\end{aligned}
$$

4. Final remarks. The method used in this paper to obtain the sums $S_{N}^{l}\left(x_{i}\right)$ for zeros of polynomials satisfying a second order linear ODE is quite elementary. However, it is applicable to any polynomial (belonging to certain family or not, with complex or real zeros) whenever the coefficients of the ODE are analytic functions at its zeros.

It makes it possible to relate the sums $S_{N}^{l}\left(x_{i}\right)$ to the coefficients evaluated at $x_{i}$. An interesting feature of these relations is that $S_{N}^{3}\left(x_{i}\right)$ turns out to be the value of the derivative of a certain function evaluated at $x_{i}$. This can be interpreted as an extremal property of the zeros.

In the case of a polynomial solution of an SL equation, these expressions give a direct relation between the zeros and the eigenvalue of the equation and it is interesting to note that in the Hermite and Laguerre cases, the function whose derivative is related to $S_{N}^{3}\left(x_{i}\right)$ is the "potential function" appearing when the differential equation is written in its normal form.

The sums $S_{N}^{l}\left(x_{i}\right)$ can be related to the coefficients of the ODE just through (6), the expression that follows for $g^{(l)}\left(x_{i}\right)$ in terms of $f^{(l+1)}\left(x_{i}\right)$, and the differential equation for $f(x)$. An alternative technique to obtain these relationships has been used by S. Ahmed (see [1]); however, some interesting aspects of these relations, like the minimal property of the zeros, are not shown in that work.

The extremal property of the zeros of the classical polynomials can also be interpreted as the equilibrium condition for certain classical one-dimensional manybody problems (Calogero [4]) and, closely related to this, it is found their electrostatic interpretation (Szëgo [9, § 6.7]; Forrester and Rogers [8]).

All of the equations reported in this paper in $\S 3$ concerning the sums $S_{N}^{l}\left(x_{i}\right)$ are already known (Ahmed et al. [2]), with the exception of (9) and (10), which are presumably new.
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#### Abstract

We study an expansion theorem of F. V. Atkinson and P. Binding for the right definite multiparameter eigenvalue problem $$
x_{m}=T_{m} x_{m}+\sum_{n=1}^{k} \lambda_{n} V_{m n} x_{m}, \quad m=1, \cdots, k
$$ where $\lambda_{1}, \cdots, \lambda_{k}$ are real, $x_{m}$ is a nonzero element of some separable Hilbert space and $T_{m}, V_{m n}$ are compact symmetric. We present a new version of the theorem which is easier to use in order to prove completeness of eigenvectors under some additional assumptions. In particular, we prove completeness of eigenvectors (i) under Minkowski's definiteness condition and (ii) for arbitrary two parameter problems.
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1. Introduction. This paper is devoted to an open question in the theory of right definite multiparameter eigenvalue problems that is the fundamental question of the completeness of eigenvectors. We know the expansion theorem of Atkinson [1, Thms. 11.8.1, 11.10.1] which has been generalized and improved by several authors. Binding, Källström and Sleeman [5, Thm. 4.2] derived an expansion theorem under a definiteness condition weaker than that used by Atkinson. Binding [3, Thm. 4.1] gave another version of the expansion theorem for right definite problems on the basis of his oscillation theorem. However, it turns out that it is often difficult to decide on the completeness of eigenvectors by means of these expansion theorems (see [14]).

In this paper we modify known proofs of the theorem in order to obtain simpler sufficient conditions for the completeness of eigenvectors. There are two main results. In § 2 we prove the completeness of eigenvectors under Minkowski's definiteness condition. In § 3 we demonstrate the completeness of eigenvectors for the general two parameter right definite problem. Thus some progress is achieved in the question of completeness but, for instance, the question remains open for the general three parameter problem.

We now formulate the multiparameter eigenvalue problem under consideration and give a short survey on its theory. The notation and the results are mainly taken from Binding [3].

Let $T_{m}, V_{m n}$ be compact symmetric operators on separable Hilbert spaces $H_{m}$ for $m, n=1, \cdots, k$. Then define the compact symmetric operators

$$
W_{m}(\lambda)=T_{m}+\sum_{n=1}^{k} \lambda_{n} V_{m n}
$$

for $m=1, \cdots, k, \lambda=\left(\lambda_{1}, \cdots, \lambda_{k}\right) \in \mathbb{R}^{k}$ and consider the $k$-parameter eigenvalue problem

$$
\begin{equation*}
x_{m}=W_{m}(\lambda) x_{m}, \quad 0 \neq x_{m} \in H_{m}, \quad m=1, \cdots, k . \tag{1.1}
\end{equation*}
$$

$\lambda$ is called an eigenvalue of (1.1) if there exist nonzero vectors $x_{m}$ in $H_{m}$ such that $x_{m}=W_{m}(\lambda) x_{m}$ for all $m=1, \cdots, k$. The tensor $x_{1} \otimes \cdots \otimes x_{k}$ in the Hilbert space tensor

[^140]product $H=H_{1} \otimes \cdots \otimes H_{k}$ is called an eigenvector of (1.1) corresponding to the eigenvalue $\lambda$. The tensor product setting is necessary in order to give any sense to the question of the completeness of the eigenvectors. The eigenvalue problem (1.1) has been studied mostly under the "right definiteness" condition
\[

$$
\begin{equation*}
\operatorname{det}_{1 \leqq m, n \leqq k}\left(V_{m n} x_{m}, x_{m}\right)>0 \quad \text { for all } 0 \neq x_{m} \in H_{m} . \tag{1.2}
\end{equation*}
$$

\]

We shall assume (1.2) throughout this paper.
In §4, the theory of (1.1) will be applied to eigenvalue problems for integral operators

$$
\begin{equation*}
x_{m}\left(\xi_{m}\right)=\int_{a_{m}}^{b_{m}} t_{m}\left(\xi_{m}, \eta_{m}\right) x_{m}\left(\eta_{m}\right) d \eta_{m}+\sum_{n=1}^{k} \lambda_{n} \int_{a_{m}}^{b_{m}} v_{m n}\left(\xi_{m}, \eta_{m}\right) x_{m}\left(\eta_{m}\right) d \eta_{m} \tag{1.3}
\end{equation*}
$$

where $t_{m}$ and $v_{m n}$ are real symmetric functions continuous on $\left[a_{m}, b_{m}\right] \times\left[a_{m}, b_{m}\right]$. The corresponding Hilbert spaces are

$$
H_{m}=L^{2}\left(a_{m}, b_{m}\right) \quad \text { and } \quad H=H_{1} \otimes \cdots \otimes H_{k}=L^{2}\left(\prod_{m=1}^{k}\left(a_{m}, b_{m}\right)\right) .
$$

The eigenvalue problems (1.1) and (1.3) have also been discussed by Anna Pell [11] in the special case of two parameters. Pell assumes that $H_{1}=H_{2}=l^{2}$ and $T_{1}=T_{2}=0$. The operators $V_{m n}$ are defined by real symmetric Hilbert-Schmidt matrices. The eigenvalue problem is assumed to be left-definite, i.e., $V_{12}$ and $-V_{22}$ are positive definite. I intend to generalize the results of Pell in the left-definite case to more than two parameters in another paper.

The theory of (1.1) can also be applied to multiparameter problems involving unbounded operators. Let $T_{m}^{\prime}$ and $V_{m n}^{\prime}$ be selfadjoint operators on $H_{m}$, with $V_{m n}^{\prime}$ bounded and $T_{m}^{\prime}$ bounded above with compact resolvent.

Then the multiparameter eigenvalue problem

$$
\begin{equation*}
T_{m}^{\prime} x_{m}+\sum_{n=1}^{k} \lambda_{n} V_{m n}^{\prime} x_{m}=0, \quad 0 \neq x_{m} \in D\left(T_{m}^{\prime}\right), \quad m=1, \cdots, k \tag{1.4}
\end{equation*}
$$

can be transformed into a problem of the form (1.1) (see [3, § 1]).
A special case of (1.4) is the $k$-parameter Sturm-Liouville eigenvalue problem

$$
\begin{equation*}
\frac{d^{2} x_{m}}{d \xi_{m}^{2}}+q_{m} x_{m}+\sum_{n=1}^{k} \lambda_{n} v_{m n} x_{m}=0, \quad m=1, \cdots, k \tag{1.5}
\end{equation*}
$$

with the boundary conditions

$$
\begin{array}{ll}
\alpha_{m 1} x_{m}\left(a_{m}\right)+\alpha_{m 2} \frac{d x_{m}}{d \xi_{m}}\left(a_{m}\right)=0, & (0,0) \neq\left(\alpha_{m 1}, \alpha_{m 2}\right) \in \mathbb{R}^{2}, \\
\beta_{m 1} x_{m}\left(b_{m}\right)+\beta_{m 2} \frac{d x_{m}}{d \xi_{m}}\left(b_{m}\right)=0, & (0,0) \neq\left(\beta_{m 1}, \beta_{m 2}\right) \in \mathbb{R}^{2} .
\end{array}
$$

This problem appears when we solve boundary value problems for partial differential equations by the method of separation of variables. For example, if we consider the vibration problem of an elliptic membrane with clamped boundary then we obtain a two-parameter eigenvalue problem of the form (1.5) where the ordinary differential equations are Mathieu equations (see [10, § 4.3]).

The eigenvalue problems (1.4) and (1.5) have been investigated by many authors. Cordes [7] proved the completeness of eigenfunctions in the two-parameter case if $V_{11}^{\prime}, V_{12}^{\prime},-V_{21}^{\prime}, V_{22}^{\prime}$ are positive definite and $V_{11}^{\prime}+V_{12}^{\prime}=I d_{1},-V_{21}^{\prime}+V_{22}^{\prime}=I d_{2}$ where $I d_{m}$ denotes the identity operator on $H_{m}$. This result has been generalized by Volkmer [14] to more than two parameters.

Faierman [8] proved the completeness of eigenfunctions of problem (1.5) under the assumption of continuous $v_{m n}$ satisfying

$$
\operatorname{det}_{1 \leqq m, n \leqq k} v_{m n}\left(\xi_{m}\right)>0 \quad \text { for all } \xi_{m} \in\left[a_{m}, b_{m}\right]
$$

More generally, the combined results of Browne [6], Källström and Sleeman [9] and Volkmer [15] establish the completeness of eigenvectors if the eigenvalue problem (1.4) is strongly definite. By a result of Binding [2] this means that

$$
\begin{equation*}
\operatorname{det}_{1 \leqq m, n \leqq k}\left(V_{m n}^{\prime} x_{m}, x_{m}\right) \geqq \varepsilon \prod_{m=1}^{k}\left(x_{m}, x_{m}\right) \quad \text { for all } x_{m} \in H_{m} \tag{1.6}
\end{equation*}
$$

It should be noted that the eigenvalue problem (1.1) cannot be strongly definite (i.e., (1.6) holds with $V_{m n}$ in place of $V_{m n}^{\prime}$ ) unless $H$ has finite dimensions because the operators $V_{m n}$ are compact.

The following oscillation theorem of Binding [3, Cor. 3.3] proves the existence of eigenvalues of (1.1).

Theorem 1.1. Let $i=\left(i_{1}, \cdots, i_{k}\right)$ be a multi-index where $1 \leqq i_{m} \leqq \operatorname{dim} H_{m}$ for each $m$. Then there exists a unique eigenvalue of (1.1), denoted by $\lambda^{i}$, such that the $i_{m}$ th greatest eigenvalue of $W_{m}(\lambda)$ is equal to 1 for each $m$. Of course, the eigenvalues of $W_{m}(\lambda)$ are counted according to multiplicity.

In order to formulate the expansion theorem we need some further notation. The operator determinant $\Delta_{0}$ is defined by

$$
\Delta_{0}=\otimes\left|\begin{array}{ccc}
V_{11} & \cdots & V_{1 k}  \tag{1.7}\\
\vdots & & \vdots \\
V_{k 1} & \cdots & V_{k k}
\end{array}\right|
$$

where $\otimes$ indicates that the tensor product of operators is used in the expansion of the determinant. For $n=1, \cdots, k$, the operator determinant $\Delta_{n}$ is defined as in (1.7) with the $n$th column of the determinant replaced by $I d_{m}-T_{m}, m=1, \cdots, k$. Then $\Delta_{0}, \cdots, \Delta_{k}$ are bounded symmetric operators on the tensor product $H$. We write

$$
\begin{equation*}
\left[z_{1}, z_{2}\right]=\left(\Delta_{0} z_{1}, z_{2}\right) \tag{1.8}
\end{equation*}
$$

for $z_{1}, z_{2} \in H$. It follows from (1.2) that the form [ , ] is positive semi-definite (see [1, p. 194]).

We can choose eigenvectors $e^{i}$ of (1.1) corresponding to the eigenvalues $\lambda^{i}$ such that the $e^{i}$ form an orthonormal system in ( $H,[$,$] ). If all the spaces H_{m}$ have finite dimensions then the completeness of the $e^{i}$ follows easily from the oscillation theorem by counting the number of the indices $i$. This completeness result was shown earlier by Atkinson [1, Thm. 7.9.1]. If at least one of the spaces $H_{m}$ has infinite dimensions then the $e^{i}$ form an infinite orthonormal system in (H, [, ]). The expansion theorem of Binding [3, Thm. 4.1] which is closely related to a theorem of Atkinson [1, Thm. 1.10.1] now reads as follows.

Theorem 1.2. Let $y=y_{1} \otimes \cdots \otimes y_{k}$ be a decomposable tensor in $H$ and assume that

$$
\begin{equation*}
\Delta_{n} y \in \Delta_{0}(H) \tag{1.9}
\end{equation*}
$$

for all $n=1, \cdots, k$. Then there holds the Parseval's equality

$$
[y, y]=\sum_{i}\left|\left[y, e^{i}\right]\right|^{2} .
$$

In general, it is difficult to check condition (1.9) which guarantees that $y$ can be expanded in a series of eigenvectors. In the next section we shall reprove Theorem 1.2 in order to point out the modifications we need to obtain conditions which are simpler to check than (1.9).
2. Expansion theorems for $\boldsymbol{k}$-parameter eigenvalue problems. Consider the eigenvalue problem (1.1) under the definiteness condition (1.2) and let $y=y_{1} \otimes \cdots \otimes y_{k}$ be a decomposable tensor in $H$. We shall discuss the question of whether $y$ can be expanded in a series of eigenvectors of (1.1). As for the expansion theorems of Atkinson and Binding our results will be based on sequences of orthoprojectors $P_{m}^{j}$ on $H_{m}$ strongly convergent to $I d_{m}$ as $j \rightarrow \infty$ for all $m=1, \cdots, k$. We choose these projectors so that the range spaces

$$
H_{m}^{j}:=P_{m}^{j}\left(H_{m}\right)
$$

have finite dimensions, contain $y_{m}$ and are montone increasing

$$
y_{m} \in H_{m}^{1} \subseteq H_{m}^{2} \subseteq H_{m}^{3} \subseteq \cdots .
$$

Then we consider the approximating eigenvalue problems

$$
\begin{equation*}
x_{m}=P_{m}^{j} W_{m}(\lambda) x_{m}, \quad 0 \neq x_{m} \in H_{m}^{j}, \quad m=1, \cdots, k . \tag{2.1}
\end{equation*}
$$

We denote the eigenvalues of (2.1) by $\lambda^{i j}$ according to Theorem 1.1 where

$$
i \in I_{j}:=\left\{\left(i_{1}, \cdots, i_{k}\right): 1 \leqq i_{m} \leqq \operatorname{dim} H_{m}^{j}\right\} .
$$

Choose corresponding unit vectors $u_{m}^{i j}$ so that

$$
u_{m}^{i j}=P_{m}^{j} W_{m}\left(\lambda^{i j}\right) u_{m}^{i j}
$$

and the tensors $u^{i j}=u_{1}^{i j} \otimes \cdots \otimes u_{k}^{i j}, i \in I_{j}$, form an [, ]-orthogonal system of eigenvectors of (2.1).

Binding [3, Cor. 3.3] has shown that the sequences $\lambda^{i j}$ converge to the unique eigenvalue $\lambda^{i}$ of Theorem 1.1 as $j \rightarrow \infty$ and that the weak limit points of the sequences $u_{m}^{i j}$ are also strong limit points and furnish corresponding eigenvectors. Therefore, by taking subsequences, we may assume that

$$
\lambda^{i j} \rightarrow \lambda^{i}, \quad u_{m}^{i j} \rightarrow u_{m}^{i} \quad \text { as } j \rightarrow \infty \quad \text { for } i \in I:=\bigcup_{j} I_{j} .
$$

Condition (1.2) allows us to renormalize the eigenvectors

$$
\begin{aligned}
& e^{i j}=u^{i j} /\left[u^{i j}, u^{i j}\right]^{1 / 2}, \\
& e^{i}=u^{i} /\left[u^{i}, u^{i}\right]^{1 / 2} \quad \text { where } u^{i}=u_{1}^{i} \otimes \cdots \otimes u_{k}^{i}
\end{aligned}
$$

so that the $e^{i j}$ form an orthonormal basis in the finite dimensional space $\left(H_{1}^{j} \otimes \cdots \otimes H_{k}^{j}\right.$, $[]$,$) and the e^{i}$ form a possibly incomplete orthonormal system in ( $\left.H,[],\right)$. Hence there holds the expansion

$$
\begin{equation*}
y=\sum_{i \in I_{j}} \alpha^{i j} e^{i j}, \quad \alpha^{i j}=\left[y, e^{i j}\right] \tag{2.2}
\end{equation*}
$$

and Parseval's equality

$$
\begin{equation*}
[y, y]=\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} \tag{2.3}
\end{equation*}
$$

for every $j$. We see that $\alpha^{i j} \rightarrow\left[y, e^{i}\right]$ as $j \rightarrow \infty$. Hence (2.3) will give the desired Parseval's equality

$$
\begin{equation*}
[y, y]=\sum_{i \in I}\left|\left[y, e^{i}\right]\right|^{2} \tag{2.4}
\end{equation*}
$$

provided that (empty sum $=0$ )

$$
\begin{equation*}
\sum_{i \in I_{j} \backslash I_{j_{0}}}\left|\alpha^{i j}\right|^{2} \rightarrow 0 \quad \text { as } j_{0} \rightarrow \infty \text { uniformly in } j . \tag{2.5}
\end{equation*}
$$

The next lemma yields a convenient method in order to verify this condition. We denote by $Q$ the set of all $\lambda \in \mathbb{R}^{k}$ such that

$$
\begin{equation*}
1=\left(W_{m}(\lambda) u_{m}, u_{m}\right), \quad m=1, \cdots, k \tag{2.6}
\end{equation*}
$$

for some unit vectors $u_{m}$ in $H_{m}$. Obviously, all eigenvalues $\lambda^{i j}$ and $\lambda^{i}$ belong to $Q$.
Lemma 2.1. Assume that there exists a functional $f: Q \rightarrow \mathbb{R}$ bounded from below so that
(i) the set

$$
\{\lambda \in Q \mid f(\lambda) \leqq c\}
$$

is bounded for all real $c$ and
(ii) the sequence

$$
\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} f\left(\lambda^{i j}\right), \quad j=1,2, \cdots
$$

is bounded.
Then (2.5) is satisfied and hence Parseval's equality (2.4) holds.
Proof. Conditions (i) and (ii) remain valid if we replace $f(\lambda)$ by $f(\lambda)+c_{0}$ where $c_{0}$ is a constant. Hence we may assume that $f(\lambda) \geqq 0$ on $Q$. It follows from (ii) that there is a real number $c_{1}$ independent of $j$ and $j_{0}$ so that

$$
0 \leqq \sum_{i \in I_{j} I_{j_{0}}}\left|\alpha^{i j}\right|^{2} f\left(\lambda^{i j}\right) \leqq \sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} f\left(\lambda^{i j}\right) \leqq c_{1}
$$

We know from [3, Thm. 2.5] that the sequence $\lambda^{i(j) j}, j=1,2,3, \cdots$, is unbounded whenever the sequence of indices $i(j)$ is unbounded. Hence (i) implies that, for any given $c>0$, there is a $j_{0}$ such that

$$
f\left(\lambda^{i j}\right) \geqq c \quad \text { if } j \geqq j_{0}, \quad i \in I_{j} \backslash I_{j_{0}}
$$

It follows that

$$
0 \leqq c \cdot \sum_{i \in I_{j} \backslash I_{0}}\left|\alpha^{i j}\right|^{2} \leqq \sum_{i \in I_{j} \backslash I_{j_{0}}}\left|\alpha^{i j}\right|^{2} f\left(\lambda^{i j}\right) \leqq c_{1}
$$

which proves (2.5).
If we choose

$$
\begin{equation*}
f(\lambda)=\lambda_{1}^{2}+\cdots+\lambda_{k}^{2} \tag{2.7}
\end{equation*}
$$

then we obtain the following expansion theorem which slightly improves Theorem 1.2.
Theorem 2.2. (i) If

$$
\begin{equation*}
\Delta_{n} y \in \Delta_{0}^{1 / 2}(H) \tag{2.8}
\end{equation*}
$$

for some $n$, then the sequence

$$
\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2}\left|\lambda_{n}^{i j}\right|^{2}, \quad j=1,2,3, \cdots
$$

is bounded.
(ii) Assume that (2.8) holds for all $1 \leqq n \leqq k$. Then Parseval's equality (2.4) is satisfied hence $y$ can be expanded in a series of eigenvectors of (1.1).

Proof. Condition (ii) is a consequence of (i) and Lemma 2.1 applied to the functional (2.7). Hence it suffices to prove (i).

Since the $e^{i j}$,s are eigenvectors of (2.1) we know from [1, Thm. 6.8.1] that

$$
\begin{equation*}
\left(P_{1}^{j} \otimes \cdots \otimes P_{k}^{j}\right) \Delta_{n} e^{i j}=\lambda_{n}^{i j}\left(P_{1}^{j} \otimes \cdots \otimes P_{k}^{j}\right) \Delta_{0} e^{i j} . \tag{2.9}
\end{equation*}
$$

We multiply (2.9) from the left by $y$ and obtain

$$
\left(\Delta_{n} y, e^{i j}\right)=\lambda_{n}^{i j} \alpha^{i j}
$$

from (2.2) and $\left(P_{1}^{j} \otimes \cdots \otimes P_{k}^{j}\right) y=y$. Hence

$$
\begin{equation*}
\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2}\left|\lambda_{n}^{i j}\right|^{2}=\sum_{i \in I_{j}}\left|\left(\Delta_{n} y, e^{i j}\right)\right|^{2} . \tag{2.10}
\end{equation*}
$$

By assumption, we can write $\Delta_{n} y=\Delta_{0}^{1 / 2} x$.
Without loss of generality, we may assume that $x$ is orthogonal to the kernel of $\Delta_{0}^{1 / 2}$. Then there exists a sequence $x^{q}$ in $H$ such that $\Delta_{0}^{1 / 2} x^{q} \rightarrow x$ as $q \rightarrow \infty$. Consequently, $\Delta_{0} x^{q} \rightarrow \Delta_{0}^{1 / 2} x=\Delta_{n} y$. It follows from Bessel's inequality that

$$
\sum_{i \in I_{j}}\left|\left[x^{q}, e^{i j}\right]\right|^{2} \leqq\left[x^{q}, x^{q}\right] .
$$

This inequality gives

$$
\begin{equation*}
\sum_{i \in I_{j}}\left|\left(\Delta_{n} y, e^{i j}\right)\right|^{2} \leqq(x, x) \tag{2.11}
\end{equation*}
$$

as $q \rightarrow \infty$. Now (2.10) and (2.11) imply (i).
The condition (2.8) of Theorem 2.2 is weaker than the corresponding condition (1.9) of Theorem 1.2 because the range of $\Delta_{0}$ is contained in the range of $\Delta_{0}^{1 / 2}$. This weakening will be important in the next section in connection with Lemma 3.4.

However, the main idea of this paper is to replace the functional (2.7) by some other functionals.

Theorem 2.3. Let $f$ be a linear functional on $\mathbb{R}^{k}$.
(i) Then condition (ii) of Lemma 2.1 is automatically satisfied.
(ii) If $f$ satisfies condition (i) of that lemma then there exists an orthonormal basis of eigenvectors of (1.1) in $(H,[]$,$) .$

Proof. (i) Multiply (2.9) from the right by $e^{i_{0} j}$. It follows that

$$
\left(\Delta_{n} e^{i j}, e^{i_{0} j}\right)=\lambda_{n}^{i j}\left(\Delta_{0} e^{i j}, e^{i_{0} j}\right)= \begin{cases}0 & \text { if } i \neq i_{0}, \\ \lambda_{n}^{i j} & \text { if } i=i_{0} .\end{cases}
$$

Now (2.2) gives

$$
\left(\Delta_{n} y, y\right)=\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} \lambda_{n}^{i j} .
$$

Therefore, the numbers $\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} f\left(\lambda^{i j}\right)$ are independent of $j$ and hence bounded.
(ii) Since $f$ is linear and satisfies (i) of Lemma 2.1, it follows that $f$ is bounded from below on $Q$. Therefore, we can use Lemma 2.1 to prove Parseval's equality (2.4) for the given decomposable tensor $y$. Now the decomposable tensors form a total subset of $H$, i.e., their linear hull is dense in $H$. Since $y$ can be chosen arbitrarily in this total subset of $H$ we see that (2.4) holds for all $y$ in $H$ and every choice of the [, ]-orthonormal system $e^{i}(i \in I)$ of eigenvectors of (1.1). This proves the theorem.

Let us apply this theorem to an eigenvalue problem (1.1) which satisfies Minkowski's definiteness condition, i.e.,
(i) $V_{m n}$ is negative definite for all $m \neq n$, and
(ii) $\sum_{n=1}^{k} V_{m n}$ is positive definite for all $m$.

This condition has been introduced in multiparameter theory by Binding and Browne [4]. They showed that, under Minkowski's condition, the operator determinant $\Delta_{0}$ and all the cofactors $\Delta_{o m n}$ of $V_{m n}$ in the expansion of $\Delta_{0}$ are positive definite. These results and Theorem 2.3 lead to the following theorem.

Theorem 2.4. If the eigenvalue problem (1.1) satisfies Minkowski's definiteness condition then there exists an orthonormal basis of eigenvectors of (1.1) in (H, [ , ]).

Proof. Let $\lambda \in Q$. Then Cramer's rule applied to the linear system (2.6) yields

$$
\begin{equation*}
\lambda_{n}=\frac{\left(\Delta_{n} u, u\right)}{\left(\Delta_{0} u, u\right)}, \quad n=1, \cdots, k \tag{2.12}
\end{equation*}
$$

where $u=u_{1} \otimes \cdots \otimes u_{k}$. In addition to the hypothesis of the theorem let us assume that $I d_{m}-T_{m}$ is positive semi-definite for all $m$. Then

$$
\Delta_{n}=\sum_{m=1}^{k}\left(I d_{m}-T_{m}\right) \otimes \Delta_{o m n}
$$

shows that $\left(\Delta_{n} u, u\right)$ is nonnegative for all $n$. Hence, by (2.12), $Q \subseteq\left[0, \infty\left[{ }^{k}\right.\right.$ and, therefore, condition (i) of Lemma 2.1 is satisfied if we choose $f(\lambda)=\sum_{n=1}^{k} \lambda_{n}$. By Theorem 2.3(ii), this completes the proof under our additional assumption. If the operator $T_{m}$ has eigenvalues greater than 1 for some $m$ then we apply the following simple lemma to transform the eigenvalue problem in such a way that our additional assumption is satisfied.

Lemma 2.5. There exists a translation $\lambda=\hat{\lambda}+\mu$ in the parameter space $\mathbb{R}^{k}$ which transforms (1.1) into

$$
x_{m}=\hat{T}_{m} x_{m}+\sum_{n=1}^{k} \hat{\lambda}_{n} V_{m n} x_{m}, \quad m=1, \cdots, k
$$

such that all eigenvalues of $\hat{T}_{m}$ are smaller than 1.
Proof. Let $\mu$ be the eigenvalue of the problem

$$
x_{m}=2 W_{m}(\lambda) x_{m}, \quad 0 \neq x_{m} \in H_{m}, \quad m=1, \cdots, k
$$

corresponding to the multiindex $i=(1, \cdots, 1)$. Then the greatest eigenvalue of $2 W_{m}(\mu)$ is equal to one. Hence the greatest eigenvalue of $W_{m}(\mu)=\hat{T}_{m}$ is equal to $\frac{1}{2}$.
3. Two-parameter eigenvalue problems. In this section we want to prove the completeness of eigenvectors for the eigenvalue problem (1.1) in the special case of two parameters

$$
\begin{array}{ll}
x_{1}=T_{1} x_{1}+\lambda_{1} V_{11} x_{1}+\lambda_{2} V_{12} x_{1}, & 0 \neq x_{1} \in H_{1}, \\
x_{2}=T_{2} x_{2}+\lambda_{1} V_{21} x_{1}+\lambda_{2} V_{22} x_{2}, & 0 \neq x_{2} \in H_{2}, \tag{3.1}
\end{array}
$$

under the definiteness condition

$$
\left|\begin{array}{ll}
\left(V_{11} x_{1}, x_{1}\right) & \left(V_{12} x_{1}, x_{1}\right)  \tag{3.2}\\
\left(V_{21} x_{2}, x_{2}\right) & \left(V_{22} x_{2}, x_{2}\right)
\end{array}\right|>0 \quad \text { for all } 0 \neq x_{1} \in H_{1}, 0 \neq x_{2} \in H_{2} .
$$

As a first step we reduce (3.1) to an appropriate canonical form by an affine transformation of the eigenvalues

$$
\begin{equation*}
\lambda_{1}=\gamma_{10}+\gamma_{11} \hat{\lambda}_{1}+\gamma_{12} \hat{\lambda}_{2}, \quad \lambda_{2}=\gamma_{20}+\gamma_{21} \hat{\lambda}_{1}+\gamma_{22} \hat{\lambda}_{2} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{11} \gamma_{22}-\gamma_{12} \gamma_{21}=1 \tag{3.4}
\end{equation*}
$$

Such a transformation takes (3.1) into

$$
\begin{equation*}
x_{1}=\hat{T}_{1} x_{1}+\hat{\lambda} \hat{V}_{11} x_{1}+\hat{\lambda}_{2} \hat{V}_{12} x_{1}, \quad x_{2}=\hat{T}_{2} x_{2}+\hat{\lambda}_{1} \hat{V}_{21} x_{2}+\hat{\lambda}_{2} \hat{V}_{22} x_{2} \tag{3.5}
\end{equation*}
$$

where

$$
\hat{T}_{m}:=T_{m}+\gamma_{10} V_{m 1}+\gamma_{20} V_{m 2} \quad \hat{V}_{m n}:=\gamma_{1 n} V_{m 1}+\gamma_{2 n} V_{m 2} .
$$

It follows from (3.4) that the operator determinant $\hat{\Delta}_{0}$ for (3.5) is equal to $\Delta_{0}$ :

$$
\begin{aligned}
\hat{\Delta}_{0}= & \hat{V}_{11} \otimes \hat{V}_{22}-\hat{V}_{12} \otimes \hat{V}_{21} \\
= & \left(\gamma_{11} V_{11}+\gamma_{21} V_{12}\right) \otimes\left(\gamma_{12} V_{21}+\gamma_{22} V_{22}\right) \\
& -\left(\gamma_{12} V_{11}+\gamma_{22} V_{12}\right) \otimes\left(\gamma_{11} V_{21}+\gamma_{21} V_{22}\right) \\
= & \left(\gamma_{11} \gamma_{22}-\gamma_{12} \gamma_{21}\right)\left(V_{11} \otimes V_{22}-V_{12} \otimes V_{21}\right) \\
= & \Delta_{0} .
\end{aligned}
$$

Moreover, (3.1) and (3.5) have the same eigenvectors. Hence it will be sufficient to prove the completeness of eigenvectors for (3.5). The reduction to canonical form will be achieved by the next lemma.

Lemma 3.1. There exists an affine transformation (3.3), (3.4) such that the transformed eigenvalue problem (3.5) satisfies (i) and (ii).
(i) There holds one of the following six sets of sign conditions:
(1) $\hat{V}_{11}>0, \quad \hat{V}_{21}=0, \quad \hat{V}_{22}>0$;
(2) $\hat{V}_{11}=0, \quad \hat{V}_{21}<0, \quad \hat{V}_{12}>0$;
(3) $\hat{V}_{11}>0, \quad \hat{V}_{21} \leqq 0, \quad \hat{V}_{12} \geqq 0, \quad \hat{V}_{22}>0$;
(4) $\hat{V}_{11} \geqq 0, \quad \hat{V}_{21}<0, \quad \hat{V}_{12}>0, \quad \hat{V}_{22} \geqq 0$;
(5) $\hat{V}_{11}>0, \quad \hat{V}_{21} \leqq 0, \quad \hat{V}_{12}>0, \quad \hat{V}_{22} \geqq 0, \quad-\hat{V}_{21}+\hat{V}_{22}>0$;
(6) $\hat{V}_{11} \geqq 0, \quad \hat{V}_{21}<0, \quad \hat{V}_{12} \geqq 0, \quad \hat{V}_{22}>0, \quad \hat{V}_{11}+\hat{V}_{12}>0$.
(ii) $\hat{\Delta}_{2}=\hat{V}_{11} \otimes\left(I d_{2}-\hat{T}_{2}\right)-\left(I d_{1}-\hat{T}_{1}\right) \otimes \hat{V}_{21}$ is positive definite.

Proof. First we construct $\gamma_{11}, \gamma_{21}, \gamma_{12}, \gamma_{22}$ such that (i) holds. By [1, Thm. 9.2.2] there exist nonzero $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \beta=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{R}^{2}$ such that

$$
\begin{array}{ll}
\alpha_{1} V_{11}+\alpha_{2} V_{12} \geqq 0, & \beta_{1} V_{11}+\beta_{2} V_{12} \geqq 0, \\
\alpha_{1} V_{21}+\alpha_{2} V_{22} \leqq 0, & \beta_{1} V_{21}+\beta_{2} V_{22} \geqq 0 .
\end{array}
$$

Suppose that $\alpha=\mu \beta$ for some real $\mu$. Then

$$
\begin{array}{ll}
\alpha_{1} V_{11}+\alpha_{2} V_{12}=\beta_{1} V_{11}+\beta_{2} V_{12}=0 & \text { if } \mu<0, \\
\alpha_{1} V_{21}+\alpha_{2} V_{22}=\beta_{1} V_{21}+\beta_{2} V_{22}=0 & \text { if } \mu>0 .
\end{array}
$$

Set $\gamma_{11}=\alpha_{1}, \gamma_{21}=\alpha_{2}$ and choose $\gamma_{21}, \gamma_{22}$ such that (3.4) holds. If $\mu>0$ then it follows that $\hat{V}_{11} \geqq 0$ and $\hat{V}_{21}=0$. Hence $\Delta_{0}=\hat{\Delta}_{0}=\hat{V}_{11} \otimes \hat{V}_{22}$ and (3.2) yield $\hat{V}_{11}>0$ and $\hat{V}_{22}>0$. Therefore, (i) (1) is satisfied. Similarly, if $\mu<0$ then (i) (2) holds.

Now suppose that $\alpha, \beta$ are linearly independent. Then we set $\gamma_{11}=\alpha_{1}, \gamma_{21}=\alpha_{2}$, $\gamma_{12}=\beta_{1}, \gamma_{22}=\beta_{2}$ where we may assume (3.4). We obtain

$$
\hat{V}_{11} \geqq 0, \quad \hat{V}_{21} \leqq 0, \quad \hat{V}_{12} \geqq 0, \quad \hat{V}_{22} \geqq 0 .
$$

Since $\left(\hat{V}_{11} x_{1}, x_{1}\right)\left(\hat{V}_{22} x_{2}, x_{2}\right)-\left(\hat{V}_{12} x_{1}, x_{1}\right)\left(\hat{V}_{21} x_{2}, x_{2}\right)>0$ for every $0 \neq x_{1} \in H_{1}, 0 \neq x_{2} \in$ $H_{2}$, we conclude that

$$
\hat{V}_{11}>0 \quad \text { or } \quad \hat{V}_{21}<0
$$

and

$$
\hat{V}_{12}>0 \quad \text { or } \quad \hat{V}_{22}>0 .
$$

Further, we see that

$$
\hat{V}_{11}+\hat{V}_{12}>0 \quad \text { and } \quad-\hat{V}_{21}+\hat{V}_{22}>0 .
$$

Hence, there holds one of the last four sets of sign conditions.
Now we construct $\gamma_{10}, \gamma_{20}$ such that (ii) holds. By Lemma 2.5, we can choose $\gamma_{10}$ and $\gamma_{20}$ such that $I d_{1}-\hat{T}_{1}>0$ and $I d_{2}-\hat{T}_{2}>0$. By (i), we know that $\hat{V}_{11} \geqq 0$ and $\hat{V}_{21} \leqq 0$ where at least one of these two operators is definite.

Now we use the easily established facts that

$$
A_{1} \geqq 0, \quad A_{2} \geqq 0 \quad \text { imply } A_{1} \otimes A_{2} \geqq 0
$$

and

$$
A_{1}>0, \quad A_{2}>0 \quad \text { imply } A_{1} \otimes A_{2}>0
$$

whenever $A_{m}$ are bounded symmetric operators on $H_{m}$. Hence $\hat{V}_{11} \otimes\left(I d_{2}-\hat{T}_{2}\right) \geqq 0$, $-\left(I d_{1}-\hat{T}_{1}\right) \otimes \hat{V}_{21} \geqq 0$ and one of these operators is positive definite. Therefore, (ii) is true.

The following definiteness result shows that, for $k=2$, the form (1.5) is not only positive semi-definite but positive definite on $H$. Hence ( $H,[$,$] ) is a pre-Hilbert space$ under the assumptions of this section. A similar result for general $k$ greater than two is not known.

Theorem 3.2. Condition (3.2) implies that $\Delta_{0}$ is positive definite on $H$.
Proof. We may assume that (3.1) is already reduced to one of the six canonical forms of Lemma 3.1. In case (1) we have $\Delta_{0}=V_{11} \otimes V_{22}$ and $V_{11}$ and $V_{22}$ are positive definite. Hence $\Delta_{0}$ is positive definite. Case (2) is similar. If (3) holds then $\Delta_{0} \geqq V_{11} \otimes$ $V_{22}>0$. Case (4) is similar. Suppose that (5) holds. Since $\Delta_{0} \geqq 0$ it suffices to show that $\left(\Delta_{0} z, z\right)=0$ implies $z=0$. Hence assume that $\left(\Delta_{0} z, z\right)=0$ for some $z \in H$. Then

$$
\left(V_{11} \otimes V_{22} z, z\right)=\left(V_{12} \otimes V_{21} z, z\right)=0
$$

consequently $V_{11} \otimes V_{22} z=V_{12} \otimes V_{21} z=0$.
Since $\left(V_{11} \otimes I d_{2}\right)\left(I d_{1} \otimes V_{22}\right) z=V_{11} \otimes V_{22} z$ and $V_{11}>0$ it follows that $I d_{1} \otimes V_{22} z=0$. Similarly, $I d_{1} \otimes V_{21} z=0$. By assumption, $-V_{21}+V_{22}>0$, hence $I d_{1} \otimes\left(-V_{21}+V_{22}\right) z=0$ implies $z=0$. Finally, case (6) is similar to case (5).

We need some further lemmas.
Lemma 3.3. Let $T$ and $V$ be compact symmetric operators on a separable Hilbert space $H$. Let $V$ be positive definite. Then there is a sequence of eigenpairs ( $\lambda^{p}, x^{p}$ ) of the eigenvalue problem

$$
\begin{equation*}
x=T x+\lambda V x, \quad 0 \neq x \in H \tag{3.6}
\end{equation*}
$$

such that $x^{p}$ is total in $H$.
Proof. By Lemma 2.5, we may assume, without loss of generality, that $I d-T$ is boundedly invertible. By Theorem 2.4 with $k=1$, there exists a sequence of eigenpairs ( $\lambda^{p}, x^{p}$ ) of (3.6) such that $x^{p}$ forms an orthonormal basis in the pre-Hilbert space $(H,[]$,$) where [x, y]=(V x, y)$ and $($,$) denotes the original inner product in H$. The
sequence $x^{p}$ is total in $(H,[]$,$) and it remains to show that x^{p}$ is total in $H$, also. Since $x^{p}$ is total in $(H,[]$,$) and V^{1 / 2}$ is an isometry from ( $H,[$,$] ) onto$ $\left(V^{1 / 2}(H),(),\right)$ the sequence $V^{1 / 2} x^{p}$ is total in $\left(V^{1 / 2}(H),(),\right)$. Now, $V^{1 / 2}$ is continuous on $H$ and hence $V x^{p}=V^{1 / 2}\left(V^{1 / 2} x^{p}\right)$ is total in $(V(H),()$,$) . It follows that$ $V x^{p}$ is total in $H$ because the range $V(H)$ of the positive definite operator $V$ is dense in $H$. By assumption, the operator $I d-T$ is boundedly invertible, in particular, the eigenvalues $\lambda^{p}$ are different from zero. It follows that $x^{p}=\lambda^{p}(I d-T)^{-1} V x^{p}$ is total in $H$.

Lemma 3.4. Let $A$ and $B$ be bounded symmetric operators on a Hilbert space $H$ such that $0 \leqq A \leqq B$. Then the range of $A$ is contained in the range of the square root $B^{1 / 2}$ of $B$.

For the proof see [12, Hilfssatz 8].
Lemma 3.5. Assume that the eigenvalue problem (3.1) has the canonical form described in Lemma 3.1.

Then there is a total subset of decomposable tensors $y_{1} \otimes y_{2}$ in $H$ which satisfy

$$
\begin{equation*}
\Delta_{1}\left(y_{1} \otimes y_{2}\right) \in \Delta_{0}^{1 / 2}(H) \tag{3.7}
\end{equation*}
$$

Proof. We give the proof in the cases (1), (3) and (5). In the other three cases the proof is similar and will be omitted. Under our assumptions, the operator $-V_{21}+V_{22}$ is positive definite. Hence, by Lemma 3.3, there are sequences $\lambda_{2}^{p}$ and $x_{2}^{p}$ such that

$$
\begin{equation*}
x_{2}^{p}=T_{2} x_{2}^{p}+\lambda_{2}^{p}\left(-V_{21}+V_{22}\right) x_{2}^{p} \tag{3.8}
\end{equation*}
$$

and the $x_{2}^{p}$ are total in $H_{2}$. Now consider the one-parameter eigenvalue problem

$$
x_{1}=\left(T_{1}+\lambda_{2}^{p} V_{12}\right) x_{1}+\lambda_{1} V_{11} x_{1}
$$

where $p$ is fixed. Since $V_{11}$ is positive definite we can apply Lemma 3.3 to this problem. We obtain sequences $\lambda_{1}^{p q}$ and $x_{1}^{p q}$ such that

$$
\begin{equation*}
x_{1}^{p q}=\left(T_{1}+\lambda_{2}^{p} V_{12}\right) x_{1}^{p q}+\lambda_{1}^{p q} V_{11} x_{1}^{p q} \tag{3.9}
\end{equation*}
$$

and the vectors $x_{1}^{p q}, q=1,2, \cdots$, are total in $H_{1}$ for every $p$. Now (3.8), (3.9) and

$$
\Delta_{1}=\left(I d_{1}-T_{1}\right) \otimes V_{22}-V_{12} \otimes\left(I d_{2}-T_{2}\right)
$$

give

$$
\begin{aligned}
\Delta_{1}\left(x_{1}^{p q} \otimes x_{2}^{p}\right) & =\lambda_{1}^{p q} V_{11} x_{1}^{p q} \otimes V_{22} x_{2}^{p}+\lambda_{2}^{p} V_{12} x_{1}^{p q} \otimes V_{21} x_{2}^{p} \\
& \in\left(V_{11} \otimes V_{22}\right)(H)+\left(V_{12} \otimes V_{21}\right)(H) .
\end{aligned}
$$

Since $0 \leqq V_{11} \otimes V_{22} \leqq \Delta_{0}$ and $0 \leqq-V_{12} \otimes V_{21} \leqq \Delta_{0}$ it follows from Lemma 3.4 that

$$
\left(V_{11} \otimes V_{22}\right)(H) \subseteq \Delta_{0}^{1 / 2}(H), \quad\left(V_{12} \otimes V_{21}\right)(H) \subseteq \Delta_{0}^{1 / 2}(H)
$$

This proves that $\Delta_{1}\left(x_{1}^{p q} \otimes x_{2}^{p}\right)$ is in the range of $\Delta_{0}^{1 / 2}$ for all $p$ and $q$. Since $x_{2}^{p}, p=1,2, \cdots$, is total in $H_{2}$ and $x_{1}^{p q}, q=1,2, \cdots$, is total in $H_{1}$ for every $p$ the set of tensors $x_{1}^{p q} \otimes x_{2}^{p}$, $p, q=1,2, \cdots$, is total in $H=H_{1} \otimes H_{2}$. The proof of the last statement is easy and similar to the proof of [13, Thm. 2.3]. This completes the proof.

Now we are in a position to prove the main result of this section.
Theorem 3.6. There exists an orthonormal basis in the pre-Hilbert-space $\left(H_{1} \otimes H_{2}\right.$, [ , ]) consisting of eigenvectors of the two-parameter problem (3.1) provided the definiteness condition (3.2) holds.

Proof. Without loss of generality, we shall assume that (3.1) is reduced to one of the six canonical forms of Lemma 3.1. Let $y_{1} \otimes y_{2}$ be a tensor in $H$ which satisfies
(3.7). Now we choose sequences of orthoprojectors $P_{m}^{j}$ as at the beginning of the second section. Then we apply Lemma 2.1 to the functional

$$
\begin{equation*}
f(\lambda)=\lambda_{1}^{2}+\lambda_{2} . \tag{3.10}
\end{equation*}
$$

Since $\Delta_{2}>0$ it follows from (2.12) that $\lambda_{2}>0$ whenever $\left(\lambda_{1}, \lambda_{2}\right) \in Q$. Hence the functional (3.10) satisfies (i) of Lemma 2.1. Now Theorem 2.3 (i) shows that the sequence

$$
\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2} \lambda_{2}^{i j}, \quad j=1,2,3, \cdots
$$

is bounded. Theorem 2.2 (i) and (3.7) show that

$$
\sum_{i \in I_{j}}\left|\alpha^{i j}\right|^{2}\left|\lambda_{1}^{i j}\right|^{2}, \quad j=1,2,3, \cdots
$$

is bounded. Hence the hypothesis of Lemma 2.1 is satisfied and, therefore, Parseval's equality (2.4) holds for the given $y_{1} \otimes y_{2}$. This completes the proof because the set of these $y_{1} \otimes y_{2}$ is total in $H$ by Lemma 3.5.
4. An expansion theorem for $\boldsymbol{k}$-parameter integral equations. In this section we consider the eigenvalue problem (1.3) under the assumption of right definiteness (1.2). The operator determinant $\Delta_{0}$ is now an integral operator

$$
\begin{equation*}
\left(\Delta_{0} x\right)(\xi)=\int_{\pi} d_{0}(\xi, \eta) x(\eta) d \eta \tag{4.1}
\end{equation*}
$$

where $\xi=\left(\xi_{1}, \cdots, \xi_{k}\right), \eta=\left(\eta_{1}, \cdots, \eta_{k}\right) \in \pi=\prod_{m=1}^{k}\left[a_{m}, b_{m}\right]$ and

$$
d_{0}(\xi, \eta)=\operatorname{det}_{1 \leqq m, n \leqq k} v_{m n}\left(\xi_{m}, \eta_{m}\right)
$$

The sesquilinear form

$$
\begin{equation*}
[x, y]=\int_{\pi} \int_{\pi} d_{0}(\xi, \eta) x(\eta) \overline{y(\xi)} d \xi d \eta \tag{4.2}
\end{equation*}
$$

is positive semidefinite on $L^{2}(\pi)$. Therefore, there holds Bessel's inequality

$$
\begin{equation*}
\sum_{p}\left|\left[x^{p}, y\right]\right|^{2} \leqq[y, y] \tag{4.3}
\end{equation*}
$$

for every $y \in L^{2}(\pi)$ and every finite system $x^{p}$ which is orthonormal with respect to [, ].
Now we fix a point $\tilde{\xi}$ in $\pi$ and choose a sequence $y^{1}, y^{2}, \cdots$ of continuous nonnegative functions on $\pi$ such that

$$
\int_{\pi} y^{q}(\eta) d \eta=1 \quad \text { and } \quad y^{q}(\xi)=0 \quad \text { if }\|\xi-\tilde{\xi}\| \geqq \frac{1}{q}
$$

where || || denotes Euclidean norm. Then the representations (4.1) and (4.2) and some elementary analysis show that

$$
\begin{aligned}
& {\left[x, y^{q}\right] \rightarrow\left(\Delta_{0} x\right)(\tilde{\xi}) \quad \text { for } x \in L^{2}(\pi),} \\
& {\left[y^{q}, y^{q}\right] \rightarrow d_{0}(\tilde{\xi}, \tilde{\xi})}
\end{aligned}
$$

as $q \rightarrow \infty$. We substitute $y^{q}$ for $y$ in (4.3) and let $q \rightarrow \infty$. Then we obtain

$$
\begin{equation*}
\sum_{p}\left|\left(\Delta_{0} x^{p}\right)(\tilde{\xi})\right|^{2} \leqq d_{0}(\tilde{\xi}, \tilde{\xi}) \tag{4.4}
\end{equation*}
$$

This inequality can be used to prove the following expansion theorem.

Theorem 4.1. Let $e^{i}, i \in I$, be a system of eigenfunctions of (1.3) corresponding to the eigenvalues $\lambda^{i}$ such that $e^{i}$ is orthonormal with respect to [, ]. Assume that the function $y$ in $L^{2}(\pi)$ can be expanded in a Fourier series

$$
\begin{equation*}
y=\sum_{i \in I}\left[y, e^{i}\right] e^{i} \tag{4.5}
\end{equation*}
$$

Then the expansion

$$
\begin{equation*}
\Delta_{0} y=\sum_{i \in I}\left[y, e^{i}\right] \Delta_{0} e^{i} \tag{4.6}
\end{equation*}
$$

holds where the series converges absolutely and uniformly on $\pi$.
Proof. The Cauchy-Schwarz inequality and (4.4) show that

$$
\begin{equation*}
\left(\sum_{i \in J}\left|\left[y, e^{i}\right]\left(\Delta_{0} e^{i}\right)(\xi)\right|\right)^{2} \leqq d_{0}(\xi, \xi) \sum_{i \in J}\left|\left[y, e^{i}\right]\right|^{2} \tag{4.7}
\end{equation*}
$$

for every finite subset $J$ of $I$ and every $\xi$ in $\pi$. Now $d_{0}$ is bounded on $\pi$ and $\sum_{i \in I}\left|\left[y, e^{i}\right]\right|^{2}<\infty$ by Bessel's inequality. Hence it follows from (4.7) that, for every positive $\varepsilon$, there is a finite subset $K$ of $I$ such that

$$
\sum_{i \in J}\left|\left[y, e^{i}\right]\left(\Delta_{0} e^{i}\right)(\xi)\right| \leqq \varepsilon
$$

for every $\xi$ in $\pi$ and every finite subset $J$ of $I$ disjoint from $K$. This means that the series in (4.6) is absolutely and uniformly convergent. It is clear from (4.5) that the uniform limit of this series is $\Delta_{0} y$.

By Theorem 2.4 and Theorem 3.6 the condition (4.5) is satisfied for all $y$ in $L^{2}(\pi)$ provided that Minkowski's definiteness condition holds or that $k=2$.

We remark that Pell [11, Thm. 4] proved a theorem similar to Theorem 4.1 for a left-definite two-parameter integral equation.
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# A PERIODIC WAVE AND ITS STABILITY TO A CIRCULAR CHAIN OF WEAKLY COUPLED OSCILLATORS* 
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#### Abstract

A circular chain of weakly coupled oscillators with nearest neighbor and isotropic coupling is considered. The identical oscillator is represented by an ordinary differential equation which has a stable limit cycle bifurcating from a steady state. This equation of coupled oscillators has two parameter and a high degenerate singularity for a parameter value. Studying a bifurcation problem around the singularity shows that periodic traveling wave solutions, together with a homogeneous periodic one, bifurcate from the steady state for suitable parameter values. Furthermore, in a certain parameter region, a classification of stability for those solutions is presented. These results can also be extended to a class of retarded functional differential equations.
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1. Introduction. We are able to observe a variety of oscillatory phenomena in models of coupled oscillators arising in the fields of biology, biochemical, electric circuits, etc. For instance, synchronization (or entrainment), phase-locking, periodic wave, chaos and so forth are found in many works including [3], [10], [11], [15]-[19].

In this paper, as a model of coupled oscillators, we shall study a circular chain of $n$ weakly coupled equation which is represented by

$$
\begin{align*}
& \frac{d}{d t} u_{k}(t)=F\left(\mu, u_{k}\right)+\nu\left\{N\left(u_{k-1}-u_{k}\right)+N\left(u_{k+1}-u_{k}\right)\right\}, \quad k=0,1, \cdots, n-1,  \tag{1.1}\\
& u_{-1}=u_{n-1}, \quad u_{n}=u_{0}
\end{align*}
$$

where $u_{k} \in \mathbf{R}^{m}(m \geqq 2), \nu$ is nonnegative parameter. We assume that $F: I_{0} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}\left(I_{0}\right.$ : an interval containing the origin) and $N: \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ are sufficiently smooth mappings satisfying $F(\mu, 0)=0$ and $N(0)=0$, respectively. The coupling of (1.1) is nearest neighbor and isotropic. Moreover it is assumed that in the absence of the coupling each component of (1.1), that is,

$$
\begin{equation*}
\frac{d}{d t} u(t)=F(\mu, u(t)), \tag{1.2}
\end{equation*}
$$

represents an oscillator; more precisely we assume that there exists a family of periodic solutions for small $\mu>0$, such that they bifurcate from the steady state, $u=0$, at $\mu=0$. This bifurcation (called Hopf bifurcation) occurs under the condition that the linearized equation of (1.2) around $u=0$ has a pair of simple conjugate eigenvalues, $\lambda_{0}(\mu)$ and $\overline{\lambda_{0}}(\mu)$, satisfying $\lambda_{0}(0)=i \omega_{0}$ and $\operatorname{Re}\left(d \lambda_{0} / d \mu\right)(0)>0$.

Here we shall approach (1.1) along the lines of studying a bifurcation problem associated with (1.1) under the above conditions. We first see that at $(\mu, \nu)=(0,0)$ the equation (1.1) has high degenerate singularity, that is, the linearized equation around $u_{k}=0, k=0, \cdots, n-1$, has a pair of conjugate pure imaginary eigenvalues, $\pm i \omega_{0}$, with multiplicity $n$. A structure of bifurcation around such a singularity may be complicated and it is not easy to make clear the complete bifurcation picture. Therefore, in this

[^141]article, as the first step of the investigation, we shall study the primary bifurcation from the steady state and the stability of the bifurcating solution in a neighborhood of $(\mu, \nu)=(0,0)$.

It is clear that for any $\nu$ and small $\mu>0$ (1.1) has a homogeneous (or synchronized) periodic solution whose components are given by the periodic solution of (1.2). Moreover we will show the existence of open $n-1$ periodic solutions bifurcating from the steady state. Those $n-1$ periodic solutions, $\mathbf{u}^{l}=\left(u_{0}^{l}, \cdots, u_{n-1}^{l}\right), l=1, \cdots, n-1$, can be expressed as follows:

$$
\begin{equation*}
u_{k}^{l}(t)=\phi^{l}\left(t+l T^{l} \cdot \frac{k}{n}\right), \quad k=0, \cdots, n-1 \tag{1.3}
\end{equation*}
$$

where $\phi^{l}(t)$ is a periodic function with period $T^{l}$, and satisfies $\phi^{n-l}(t)=\phi^{l}(t)$. This expression is due to symmetry associated with (1.1), that is, covariance of the vector field of (1.1) with respect to the transformations $u_{k} \rightarrow u_{k+1}(k=0, \cdots, n-1)$ and $u_{k} \rightarrow$ $u_{n-k}(k=0, \cdots, n-1)$; for the details see $\S \S 3$ and 4 . By (1.3) we have

$$
\begin{equation*}
u_{k+1}^{l}(t)=u_{k}^{l}\left(t+\frac{l T^{l}}{n}\right), \quad u_{k+1}^{n-l}(t)=u_{k}^{n-l}\left(t-\frac{l T^{l}}{n}\right), \quad k=0, \cdots, n-1, \tag{1.4}
\end{equation*}
$$

so these solutions are called periodic (traveling) wave solutions to (1.1). Note that the homogeneous periodic solution satisfies (1.3) (or (1.4)) for $l=0$; we may call it a solution of (1.3) for $l=0$.

Next we shall state the stability of the above solutions. Let us consider the situation that all the periodic wave solutions are unstable sufficiently near the corresponding bifurcation points except for the homogeneous one. This implies that for fixed $\nu>0$, in $\mu$ increasing, the first bifurcation from the steady state occurs for the homogeneous solution (at $\mu=0$ ). Then there are two typical cases classifying the stability of the solution in a domain of $(\mu, \nu)$ satisfying $\nu / \mu \ll 1$. One case is that the solutions of (1.3) for $l$ and $n-l, 0 \leqq l \leqq n / 4$ (resp. $n / 4<l \leqq n / 2$ ) are unstable (resp. stable) in the domain. The other is that those for $l$ and $n-l, 0 \leqq l<n / 4$ (resp. $n / 4 \leqq l \leqq n / 2$ ) are stable (resp. unstable) (see Theorem 5.2 in §5). Hence we can see the stability change of periodic waves. In fact, as we vary $\mu$ or $\nu$, we might observe several (or a few) times of secondary bifurcation along each branch of the periodic solution. In spite of the complex feature of bifurcation, as mentioned above, we can classify the stability of the primary bifurcating periodic solutions in the domain satisfying $\nu / \mu \ll 1$.

Our program to obtain these results is along the following lines. In $\S 2$ we reduce the equation (1.1) on a center manifold constructed around the singularity of $(\mu, \nu, \mathbf{u})=$ $(0,0,0)$, and then we transform this equation into a simpler one (called the reduced equation) by a nonlinear transformation. Considering the symmetry of this equation, we can obtain the periodic solutions satisfying (1.3) by the standard Lyapunov-Schmidt method (see § 4). In § 5 we shall discuss the linearized stability of (1.3). By virtue of the reduced equation, it is possible to do this. The reader will see an application to a specific equation in §6. As a further application, we can extend our results to some class of retarded functional differential equations, which is described in $\S 7$.

We remark that several kinds of coupled oscillators involve abundant phenomena as first described, while there are many unsolved mathematical problems. For the equation (1.1) a further step in its study is expected in the future.

We also find in [3], [15], [17], [18] that another approach to a class of the equation (1.1) is possible by investigating an equation on an invariant $n$-dimensional torus associated with the original one. This method has an advantage in that we can apply a large amplitude periodic solution of (1.2) to (1.1), while difficulty for an analytic
expression of the periodic solution restricts its application to specific examples. Moreover it is difficult to apply it to the retarded functional differential equation as in § 7. (We also refer to [4] as a related work.)

This study was motivated by the book [11]. The reduced equation (4.19) in $\S 4$ is proposed as a discrete space version of the Ginzburg-Landau equation which is obtained by a formal perturbation method in the book.
2. The reduced equation on a center manifold. Let $A(\mu) \equiv(\partial F / \partial u)(\mu, 0)$ and $D \equiv$ $(d N / d u)(0)$. As described in $\S 1$, we assume that $A(\mu)$ has a pair of simple eigenvalues, $\lambda_{0}(\mu)$ and $\overline{\lambda_{0}(\mu)}$, satisfying $\lambda_{0}(0)=i \omega_{0}$ and that all the remaining eigenvalues have negative real parts for $\mu=0$. We denote an eigenvector of $A(\mu)$ (resp. ${ }^{t} A(\mu)$ ) corresponding to $\lambda_{0}(\mu)$ (resp. $\left.\overline{\lambda_{0}(\mu)}\right)$ by $\zeta_{0}(\mu)$ (resp. $\zeta_{0}^{*}(\mu)$ ), where ${ }^{t} A(\mu)$ is the transpose of $\boldsymbol{A}(\mu)$. Let $(\cdot, \cdot)$ be the hermite product in $\mathbf{C}^{m}$. We simply write $\zeta_{0} \equiv \zeta_{0}(0)$ and $\zeta_{0}^{*} \equiv \zeta_{0}^{*}(0)$; moreover we may assume that $\left(\zeta_{0}, \zeta_{0}^{*}\right)=1$ by normalizing it.

The equation (1.1) can be written as follows:

$$
\begin{align*}
& \dot{u}_{k}=A(0) u_{k}+G\left(\mu, u_{k}\right)+\nu \tilde{N}_{k}(\mathbf{u}), \quad k=0,1, \cdots, n-1, \\
& \dot{\mu}=0,  \tag{2.1}\\
& \dot{\nu}=0
\end{align*}
$$

where $\cdot$ denotes $d / d t$, and

$$
\begin{align*}
& G(\mu, u) \equiv F(\mu, u)-A(0) u, \\
& \tilde{N}_{k}(\mathbf{u}) \equiv N\left(u_{k-1}-u_{k}\right)+N\left(u_{k+1}-u_{k}\right), \quad k=0, \cdots, n-1 . \tag{2.2}
\end{align*}
$$

Note that $(\partial / \partial u) G(0,0)=0$ and $\left(\partial^{j} / \partial \mu^{j}\right) G(\mu, 0)=0, j=1,2, \cdots$. It is always understood that $u_{-1}=u_{n-1}$ and $u_{n}=u_{0}$, even if they are not written explicitly.

Using the projections, $P$ and $Q$, defined by

$$
u_{k}^{P}=P u_{k} \equiv\left(u_{k}, \zeta_{0}^{*}\right) \zeta_{0}+\left(u_{k}, \bar{\zeta}_{0}^{*}\right) \bar{\zeta}_{0}, \quad u_{k}^{Q}=Q u_{k} \equiv u-u_{k}^{P},
$$

we have the decomposition of (2.1) as follows:

$$
\begin{align*}
& \dot{u}_{k}^{P}=A(0) u_{k}^{P}+P G\left(\mu, u_{k}^{P}+u_{k}^{Q}\right)+\nu P \tilde{N}_{k}\left(\mathbf{u}^{P}+\mathbf{u}^{Q}\right), \\
& \dot{\mu}=0  \tag{2.3a}\\
& \dot{\nu}=0 \\
& \dot{u}_{k}^{Q}=A(0) u_{k}^{Q}+Q G\left(\mu, u_{k}^{P}+u_{k}^{Q}\right)+\nu Q \tilde{N}_{k}\left(\mathbf{u}^{P}+\mathbf{u}^{Q}\right) \tag{2.3b}
\end{align*}
$$

where

$$
\mathbf{u}^{P} \equiv\left(\begin{array}{c}
u_{0}^{P} \\
\vdots \\
u_{n-1}^{P}
\end{array}\right), \quad \mathbf{u}^{Q} \equiv \mathbf{u}-\mathbf{u}^{P} .
$$

All the eigenvalues of the linear part of (2.3a) (resp. (2.3b)) have zero real parts (resp. negative real parts) by the above assumption. Therefore we easily see that the center manifold theorem can apply to (2.3) (refer to [1]). This theorem implies that there exists a local invariant manifold in a neighborhood of $(\mu, \nu, \mathbf{u})=(0,0, \mathbf{0})$, and it is tangent to the space of $\left(\mu, \nu, \mathbf{u}^{P}\right)=(0,0, \mathbf{0})$. Moreover we see from the attractivity of the center manifold that asymptotic behaviors of all solutions of (2.3) with small amplitudes are determined by an equation which is reduced on this manifold.

Now we adopt complex variables, $z_{k}=\left(u_{k}, \zeta_{0}^{*}\right), k=0,1, \cdots, n-1$ (or $\mathbf{z}=$ $\left.{ }^{t}\left(z_{0}, \cdots, z_{n-1}\right)\right)$. Then the center manifold is represented by a sufficiently smooth mapping, $u_{k}^{Q}=h_{k}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}), k=0, \cdots, n-1$, defined in a neighborhood of $(\mu, \nu, \mathbf{z})=$ $(0,0,0)$, and the equation on the manifold is given by

$$
\begin{align*}
\dot{z}_{k}= & i \omega_{0} z_{k}+\left(G\left(\mu, z_{k} \zeta_{0}+\overline{z_{k} \zeta_{0}}+h_{k}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})\right), \zeta_{0}^{*}\right) \\
& +\nu\left(\tilde{N}_{k}\left(\mathbf{z} \zeta_{0}+\overline{\mathbf{z} \zeta_{0}}+\mathbf{h}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})\right), \zeta_{0}^{*}\right)  \tag{2.4}\\
z_{-1}= & z_{n-1}, \quad z_{n}=z_{0}
\end{align*}
$$

where $\quad \mathbf{h}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})={ }^{t}\left(h_{0}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}), \cdots, h_{n-1}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})\right) \quad$ and $\quad \mathbf{z} \zeta_{0} \quad$ denotes ${ }^{t}\left(z_{0} \zeta_{0}, \cdots, z_{n-1} \zeta_{0}\right)$. We note that $h_{k}(\overline{\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}})=h_{k}(\mu, \nu, \overline{\mathbf{z}}, \mathbf{z}), h_{-1}(\cdot)=h_{n-1}(\cdot), h_{n}(\cdot)=$ $h_{0}(\cdot)$ and $h_{k}(0,0,0,0)=0$; moreover the first derivatives, together with $\left(\partial^{j} / \partial^{j_{1}} \mu \partial^{j_{2}} \nu\right) h_{k}, j=j_{1}+j_{2} \geqq 1$, vanish for $(\mu, \nu, \mathbf{z})=(0,0, \mathbf{0})$.

We let

$$
\begin{equation*}
C_{1} \equiv\left(D \zeta_{0}, \zeta_{0}^{*}\right), \quad C_{2} \equiv\left(D \bar{\zeta}_{0}, \zeta_{0}^{*}\right), \tag{2.5}
\end{equation*}
$$

and we can define

$$
\begin{equation*}
h\left(\mu, z_{k}, \bar{z}_{k}\right) \equiv h_{k}(\mu, 0, \mathbf{z}, \overline{\mathbf{z}}) \tag{2.6}
\end{equation*}
$$

for any $k, 0 \leqq k \leqq n-1$; virtually, $h(\mu, \cdot, \cdot)$ represents a center manifold of (1.2) constructed around $(\mu, u)=(0,0)$. Then (2.4) is written as

$$
\begin{align*}
\dot{z}_{k}= & i \omega_{0} z_{k}+\left(G\left(\mu, z_{k} \zeta_{0}+\overline{z_{k} \zeta_{0}}+h\left(\mu, z_{k}, \bar{z}_{k}\right)\right), \zeta_{0}^{*}\right) \\
\quad & \quad \nu C_{1}\left(z_{k-1}-2 z_{k}+z_{k+1}\right)+\nu C_{2}\left(\bar{z}_{k-1}-2 \bar{z}_{k}+\bar{z}_{k+1}\right)+R_{k}^{1}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}),  \tag{2.7}\\
R_{k}^{1}= & O\left(\nu\left\{|(\mathbf{z}, \overline{\mathbf{z}})|^{2}+|\mu(\mathbf{z}, \overline{\mathbf{z}})|\right\}\right) .
\end{align*}
$$

The Taylor expansion of (2.7) is as follows:

$$
\begin{align*}
& \dot{z}_{k}=i \omega_{0} z_{k}+g\left(\mu, z_{k}, \bar{z}_{k}\right)+\nu C_{1}\left(z_{k-1}-2 z_{k}+z_{k+1}\right) \\
& +\nu C_{2}\left(\bar{z}_{k-1}-2 \bar{z}_{k}+\bar{z}_{k+1}\right)+R_{k}^{2}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}),  \tag{2.8}\\
& g\left(\mu, z_{k}, \bar{z}_{k}\right)=\mu\left(a_{10} z_{k}+a_{01} \bar{z}_{k}\right)+a_{20} z_{k}^{2}+a_{11}\left|z_{k}\right|^{2}+a_{02} \bar{z}_{k}^{2} \\
& +a_{30} z_{k}^{3}+a_{21}\left|z_{k}\right|^{2} z_{k}+a_{12}\left|z_{k}\right|^{2} \bar{z}_{k}+a_{03} \bar{z}_{k}^{3},  \tag{2.9}\\
& R_{k}^{2}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})=R_{k}^{1}+O\left(\left|\left(z_{k}, \bar{z}_{k}\right)\right|\left\{\left|\left(z_{k}, \bar{z}_{k}\right)\right|^{3}+\left|\mu\left(\mu, z_{k}, \bar{z}_{k}\right)\right|\right\}\right) \tag{2.10}
\end{align*}
$$

where the coefficients, $a_{i j}(i, j=0,1,2,3)$ are given by ( $\alpha 4$ ) in Appendix A.
Now we shall transform equation (2.8) into a simpler one. Since the coefficients of $g$ depend only on $F(\cdot, \cdot)$ (independent of $\nu$ and $N(\cdot)$ ), we can use the nonlinear transformation found in [8], that is,

$$
\begin{equation*}
z_{k}=w_{k}+\mu b_{01} \bar{w}_{k}+b_{20} w_{k}^{2}+b_{11}\left|w_{k}\right|^{2}+b_{02} \bar{w}_{k}^{2}+b_{03} w_{k}^{3}+b_{12}\left|w_{k}\right|^{2} \bar{w}_{k}+b_{30} \bar{w}_{k}^{3}, \tag{2.11}
\end{equation*}
$$

whose coefficients are determined by $a_{i j}, i, j=0,1,2,3$, in an appropriate manner. By (2.11), the equation (2.8) is transformed into

$$
\begin{align*}
\dot{w}_{k}=i \omega_{0} w_{k} & +\mu A_{1} w_{k}+B_{1}\left|w_{k}\right|^{2} w_{k}+\nu C_{1}\left(w_{k-1}-2 w_{k}+w_{k+1}\right) \\
& +\nu C_{2}\left(\bar{w}_{k-1}-2 \bar{w}_{k}+\bar{w}_{k+1}\right)+R_{k}^{3}(\mu, \nu, \mathbf{w}, \overline{\mathbf{w}}) \tag{2.12}
\end{align*}
$$

where

$$
\begin{equation*}
A_{1} \equiv a_{10}=\frac{d \lambda_{0}}{d \mu}(0) \quad(\text { by }(\alpha 1) \text { and }(\alpha 4) \text { in Appendix A }) \tag{2.13}
\end{equation*}
$$

$$
\begin{equation*}
B_{1} \equiv a_{21}+\frac{i}{\omega_{0}} a_{20} a_{11}-\frac{i}{\omega_{0}}\left|a_{11}\right|^{2}-\frac{2 i}{3 \omega_{0}}\left|a_{02}\right|^{2}, \tag{2.14}
\end{equation*}
$$

and $R_{k}^{3}$ is of the same order as $R_{k}^{2}$ in (2.10).
Further calculation in Appendix A shows a formula about the coefficient, $B_{1}$, i.e.,

$$
\begin{equation*}
B_{1}=\left(F_{u u}(0)\left(\zeta_{0}, \hat{\zeta}_{2}\right), \zeta_{0}^{*}\right)+\left(F_{u u}(0)\left(\bar{\zeta}_{0}, \zeta_{2}\right), \zeta_{0}^{*}\right)+\frac{1}{2}\left(F_{u u u}(0)\left(\zeta_{0}, \zeta_{0}, \bar{\zeta}_{0}\right), \zeta_{0}^{*}\right) \tag{2.15}
\end{equation*}
$$

where $\zeta_{2}$ and $\hat{\zeta}_{2}$ are defined by

$$
\begin{equation*}
\zeta_{2}=\left(2 i \omega_{0}-A(0)\right)^{-1} \frac{1}{2} F_{u u}(0)\left(\zeta_{0}, \zeta_{0}\right), \quad \hat{\zeta}_{2}=-A(0)^{-1} F_{u u}(0)\left(\zeta_{0}, \bar{\zeta}_{0}\right) \tag{2.16}
\end{equation*}
$$

(note that $F_{u u}(0) \equiv \partial^{2} / \partial u^{2} F(0,0)$ and $F_{u u u}(0) \equiv \partial^{3} / \partial u^{3} F(0,0)$ ).
Applying the following transformation to (2.12):

$$
\begin{equation*}
w_{k}=z_{k}-\frac{\nu C_{2}}{2 i \omega_{0}}\left(\bar{z}_{k-1}-2 \bar{z}_{k}+\bar{z}_{k+1}\right), \tag{2.17}
\end{equation*}
$$

we obtain the equation with a simpler form:

$$
\begin{align*}
& \dot{z}_{k}=i \omega_{0} z_{k}+\mu A_{1} z_{k}+B_{1}\left|z_{k}\right|^{2} z_{k}+\nu C_{1}\left(z_{k-1}-2 z_{k}+z_{k+1}\right)+R_{k}^{4}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}),  \tag{2.18}\\
& z_{-1}=z_{n-1}, \quad z_{n}=z_{0}
\end{align*}
$$

where $R_{k}^{4}$ also has the same order as $R_{k}^{2}$. (Note that $\left.\overline{R_{k}^{4}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}}\right)=R_{k}^{4}(\mu, \nu, \overline{\mathbf{z}}, \mathbf{z})$.) The equation (2.18) is expressed in vector form as

$$
\begin{align*}
& \dot{\mathbf{z}}=i \omega_{0} \mathbf{z}+\mu A_{1} \mathbf{z}+B_{1} \mathbf{V}(\mathbf{z}, \overline{\mathbf{z}}) \mathbf{z}+\nu C_{1} \Delta_{d} \mathbf{z}+\mathbf{R}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}) \\
& \equiv \mathbf{f}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}}),  \tag{2.19}\\
& \mathbf{V}(\mathbf{z}, \overline{\mathbf{z}}) \equiv\left(\begin{array}{llll}
\left|z_{0}\right|^{2} & & \\
& & \ddots & \\
& & & \left|z_{n-1}\right|^{2}
\end{array}\right), \\
& \Delta_{d} \equiv\left(\begin{array}{rrrrrr}
-2 & 1 & 0 & . & 0 & 1 \\
1 & -2 & 1 & 0 & \cdot & 0 \\
0 & 1 & \cdot & \cdot & \cdot & \cdot \\
\cdot & 0 & \cdot & \cdot & \cdot & 0 \\
0 & \cdot & \cdot & \cdot & \cdot & 1 \\
1 & 0 & \cdot & 0 & 1 & -2
\end{array}\right), \quad \mathbf{R}(\cdot) \equiv\left(\begin{array}{c}
R_{0}^{4}(\cdot) \\
\vdots \\
R_{n-1}^{4}(\cdot)
\end{array}\right) . \tag{2.20}
\end{align*}
$$

Hence we obtain the next lemma.
Lemma 2.1. Consider the equation (1.1). The asymptotic behavior of any solution to (1.1) having small amplitude in a neighborhood of $(\mu, \nu, \mathbf{u})=(0,0,0)$ is determined by the $2 n$-dimensional system of (2.18) (or (2.19)). This reduced equation has the symmetry such that

$$
\begin{equation*}
S_{j} \mathbf{f}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})=\mathbf{f}\left(\mu, \nu, S_{j} \mathbf{z}, \overline{S_{j} \mathbf{z}}\right), \quad j=1,2 \tag{2.21}
\end{equation*}
$$

where

$$
\mathrm{S}_{1} \equiv\left(\begin{array}{ccccc}
0 & 1 & 0 & . & 0  \tag{2.22}\\
. & 0 & 1 & 0 & . \\
. & & . & . & 0 \\
0 & 0 & & . & 1 \\
1 & 0 & . & . & 0
\end{array}\right), \quad \mathrm{S}_{2} \equiv\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 0 & & 1 \\
\vdots & & . & \\
0 & 1 & & 0
\end{array}\right) .
$$

The latter part of the lemma about the symmetry will be shown in the next section.
Remark 2.1. In the case of $m=2$, it is clear that the center manifold is not necessary to get the above reduced equation (2.19). For the case of $m \geqq 3$, we also see from (2.13) and (2.15) that the leading terms of (2.19) can be obtained by no explicit computation about the center manifold.

Remark 2.2. In $\S 7$ the above argument will be extended to a case of coupled oscillators represented by a functional differential equation. Then an equation quite similar to (2.18) will be obtained together with a formula for its coefficients corresponding to $A_{1}, B_{1}$ and $C_{1}$ in (2.18) (see (7.10)).
3. Symmetry of the reduced equation. We show (2.21) in Lemma 2.1. Let

$$
\mathbf{F}(\mu, \nu, \mathbf{u}) \equiv\left(\begin{array}{c}
F\left(\mu, u_{0}\right)+\nu \tilde{N}_{0}(\mathbf{u}) \\
\vdots \\
F\left(\mu, u_{n-1}\right)+\nu \tilde{N}_{n-1}(\mathbf{u})
\end{array}\right)
$$

where $\tilde{N}_{k}$ is defined in (2.2). By this definition of $\mathbf{F}$,

$$
\begin{equation*}
\Sigma_{j} \mathbf{F}(\mu, \nu, \mathbf{u})=\mathbf{F}\left(\mu, \nu, \Sigma_{j} \mathbf{u}\right), \quad j=1,2 \tag{3.1}
\end{equation*}
$$

where

$$
\Sigma_{1} \mathbf{u}=\Sigma_{1}\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{n-1}
\end{array}\right) \equiv\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n-1} \\
u_{0}
\end{array}\right), \quad \Sigma_{2} \mathbf{u}=\Sigma_{2}\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{n-1}
\end{array}\right) \equiv\left(\begin{array}{c}
u_{0} \\
u_{n-1} \\
u_{n-2} \\
\vdots \\
u_{2} \\
u_{1}
\end{array}\right) .
$$

Uniqueness of the solution to (1.1) and (3.1) imply that the center manifold constructed in § 2 satisfies

$$
\Sigma_{j} \mathbf{h}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})=\mathbf{h}\left(\mu, \nu, S_{j} \mathbf{z}, \overline{S_{j} \mathbf{z}}\right), \quad j=1,2 .
$$

Hence it is easily seen that the right-hand side of (2.8), say $\tilde{\mathbf{g}}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})$, is covariant for $S_{j}, j=1,2$, that is,

$$
S_{j} \tilde{\mathbf{g}}(\mu, \nu, \mathbf{z}, \overline{\mathbf{z}})=\tilde{\mathbf{g}}\left(\mu, \nu, S_{j} \mathbf{z}, \overline{S_{j} \mathbf{z}}\right), \quad j=1,2 .
$$

This property is invariant under the transformation of (2.11). Moreover since $S_{j}$ commutes with $\Delta_{d}$ defined in (2.20), it is also invariant under the transformation of (2.17) which is expressed in vector form as $\mathbf{w}=\mathbf{z}+\alpha \Delta_{d} \overline{\mathbf{z}}, \alpha=-\nu C_{2} / 2 i \omega_{0}$. This implies the completion of the proof of Lemma 2.1.

Next we shall define some matrices and observe how they change by a certain transformation. This observation will be useful for the later argument in §5.

Let

$$
\begin{equation*}
\mathbf{P} \equiv\left(p_{k, m}\right)_{k, m=0, \cdots, n-1}, \quad p_{k, m} \equiv e^{i k \cdot 2 m \pi / n} / \sqrt{n} \tag{3.2}
\end{equation*}
$$

be a matrix whose $k$ th row and $m$ th column is $p_{k, m}$, and let

$$
\mathbf{P}_{l} \equiv\left(\begin{array}{ccc}
p_{0, l} & & 0  \tag{3.3}\\
& \ddots & \\
0 & & p_{n-1, l}
\end{array}\right)
$$

It is easily seen that

$$
\mathbf{P}^{-1} \Delta_{d} \mathbf{P}=-\Lambda \equiv-\left(\begin{array}{cccc}
\sigma_{0} & & & 0  \tag{3.4}\\
& \sigma_{1} & & \\
& & \ddots & \\
0 & & & \sigma_{n-1}
\end{array}\right)
$$

where

$$
\begin{equation*}
\sigma_{k} \equiv 4 \sin ^{2} \frac{k \pi}{n}, \quad k=0, \cdots, n-1 . \tag{3.5}
\end{equation*}
$$

Moreover since $\mathbf{P}^{-1}=\mathbf{P}^{*} \equiv{ }^{t} \mathbf{P}$ and $\mathbf{P}_{l} \mathbf{P}=(1 / \sqrt{n})\left(p_{k, l+m}\right)_{k, m=0, \cdots, n-1}$, we have

$$
\left(\mathbf{P}_{l} \mathbf{P}\right)^{-1} \Delta_{d}\left(\mathbf{P}_{l} \mathbf{P}\right)=-\Lambda_{l} \equiv-\left(\begin{array}{cccc}
\sigma_{l} & & & 0  \tag{3.6}\\
& \sigma_{l+1} & & \\
& & \ddots & \\
0 & & & \sigma_{l+n-1}
\end{array}\right),
$$

$$
\begin{equation*}
\left(\mathbf{P}_{l} \mathbf{P}\right)^{-1} \mathbf{P}_{l}^{2} \overline{\mathbf{P}_{l} \mathbf{P}}=\frac{1}{n} \mathbf{P}^{-1} \overline{\mathbf{P}}=\frac{1}{n} S_{2} \tag{3.7}
\end{equation*}
$$

( $S_{2}$ is as in (2.22)). Note that $p_{k+n, m}=p_{k, n+m}=p_{k, m}$ and $\sigma_{k}=\sigma_{n+k}$, so we understand that $p_{k, m}=p_{k-n, m}, \sigma_{k-n}=\sigma_{k}\left(\right.$ resp. $\left.p_{k, m}=p_{k, m-n}\right)$ for $k \geqq n($ resp. $m \geqq n)$.
4. Existence of the periodic wave solutions. We shall consider (2.19). If we truncate $R_{k}^{4}$, and if $\operatorname{Re} A_{1} \neq 0, \operatorname{Re} B_{1} \neq 0$, then there exists a solution for $\mu=\mu_{2}^{l}$ such as

$$
\begin{equation*}
z_{k}^{l}=\varepsilon e^{i \omega L_{2}^{t} t} e^{i k \cdot 2 l \pi / n} \quad(k=0, \cdots, n-1) \tag{4.1}
\end{equation*}
$$

where $\mu_{2}^{l}$ and $\omega_{2}^{l}$ are defined as

$$
\begin{align*}
& \mu_{2}^{l} \equiv-\frac{b_{1}}{a_{1}} \varepsilon^{2}+\frac{D_{1} \sigma_{l}}{a_{1}} \nu, \\
& \omega_{2}^{l} \equiv \omega_{0}+\mu_{2}^{\prime} a_{2}+b_{2} \varepsilon^{2}-\nu \sigma_{l} D_{2}, \tag{4.2}
\end{align*}
$$

and

$$
\begin{align*}
& a_{1} \equiv \operatorname{Re} A_{1}, \quad a_{2} \equiv \operatorname{Im} A_{2}, \quad b_{1} \equiv \operatorname{Re} B_{1}, \quad b_{2} \equiv \operatorname{Im} B_{2},  \tag{4.3}\\
& D_{1} \equiv \operatorname{Re} C_{1}, \quad D_{2} \equiv \operatorname{Im} C_{2}
\end{align*}
$$

( $\sigma_{l}$ is as in (3.5)). We, however, have to discuss more precisely the existence of periodic solutions whose leading terms are given by (4.1), because we may never neglect the terms included in $R_{k}^{4}$.

To seek a periodic solution of (2.19), we shall consider

$$
\begin{equation*}
\omega \frac{d}{d s} y(s)=\mathbf{f}(\mu, \nu, \mathbf{y}(s), \overline{\mathbf{y}(s)}), \quad \mathbf{y}(s) \equiv \mathbf{z}\left(\frac{s}{\omega}\right), \tag{4.4}
\end{equation*}
$$

on the space,

$$
\begin{aligned}
\mathbf{P}_{2 \pi, l} \equiv & \left\{\mathbf{y}={ }^{t}\left(y_{0}, \cdots, y_{n-1}\right) ; y_{0}(s) \text { is a } 2 \pi\right. \text {-periodic continuous } \\
& \text { function with values in } \left.\mathbf{C}^{m} \text { and } y_{k}(s)=y_{0}(s+k \cdot 2 l \pi / n)\right\} .
\end{aligned}
$$

A solution of (4.4) in $\mathbf{P}_{2 \pi, l}(l \geqq 1)$ gives a traveling periodic wave solution to (1.1) mentioned in the Introduction. By virtue of the symmetry of $\mathbf{f}$ in (2.21), the equation (4.4) is well defined on the space, $\mathbf{P}_{2 \pi, l}$; this yields that (4.4) can be reduced to the
following 2 -dimensional equation with respect to $y_{0}(s)$ on a space of $2 \pi$-periodic functions:

$$
\begin{equation*}
\omega \frac{d}{d s} y_{0}(s)=f_{0}\left(\mu, \nu, y_{0}(s), \cdots, y_{0}\left(s+(n-1) \cdot \frac{2 l \pi}{n}\right), \overline{y_{0}(s)}, \cdots\right) . \tag{4.5}
\end{equation*}
$$

Applying the standard Lyapunov-Schmidt method to (4.5), we obtain the following theorem.

Theorem 4.1. Consider (2.19) under the assumption,

$$
\begin{equation*}
\operatorname{Re} \frac{d \lambda_{0}}{d \mu}(0)=\operatorname{Re} A_{1}>0 \tag{A1}
\end{equation*}
$$

Then for sufficiently small positive numbers, $\bar{\varepsilon}$ and $\bar{\nu}$, there exist smooth functions, $\mu=\mu^{l}(\varepsilon, \nu)$ and $\omega=\omega^{l}(\varepsilon, \nu)(l=0, \cdots, n-1)$, defined in $I_{\varepsilon, \nu} \equiv(0, \bar{\varepsilon}) \times(-\bar{\nu}, \bar{\nu})$, such that

$$
\begin{equation*}
\mu^{l}(\varepsilon, \nu)=\mu_{2}^{l}(\varepsilon, \nu)+\hat{\mu}^{l}(\varepsilon, \nu), \quad \omega^{l}(\varepsilon, \nu)=\omega_{0}+\omega_{2}^{l}(\varepsilon, \nu)+\hat{\omega}^{l}(\varepsilon, \nu), \tag{4.6}
\end{equation*}
$$

where $\mu_{2}^{l}(\varepsilon, \nu)$ and $\omega_{2}^{l}(\varepsilon, \nu)$ satisfy (4.2), and $\hat{\mu}^{l}(\varepsilon, \nu)=O\left(\left|(\varepsilon, \nu) \|\left(\varepsilon^{2}, \nu\right)\right|\right)=\hat{\omega}^{l}(\varepsilon, \nu)$. For each $\mu=\mu^{l}(\varepsilon, \nu)$ and $(\varepsilon, \nu) \in I_{\varepsilon, \nu}$, there exists a periodic solution of (2.19) bifurcating from the origin with period, $T^{l}(\varepsilon, \nu) \equiv 2 \pi / \omega^{l}(\varepsilon, \nu)$.

This bifurcating periodic solution is expressed as follows:

$$
\begin{align*}
& \mathbf{z}^{l}(t)=\left(\begin{array}{c}
z_{0}^{l}(t) \\
\vdots \\
z_{n-1}^{l}(t)
\end{array}\right)=\varepsilon e^{i \omega^{\prime}(\varepsilon, \nu) t}\left(\begin{array}{c}
1 \\
e^{i(2 l \pi / n)} \\
\vdots \\
e^{i(n-1) \cdot 2 l \pi / n}
\end{array}\right)+\mathbf{w}^{l}(t),  \tag{4.7}\\
& \mathbf{w}^{l}(\cdot)=O\left(|(\varepsilon, \nu)|^{2}\right),
\end{align*}
$$

and satisfies, $\quad z_{k}^{l}(t)=z_{0}^{l}\left(\omega^{l}(\varepsilon, \nu) t+k \cdot 2 l \pi / n\right), k=1, \cdots, n-1$. Furthermore $\mu^{n-l}(\varepsilon, \nu)=\mu^{l}(\varepsilon, \nu), \omega^{n-l}(\varepsilon, \nu)=\omega^{l}(\varepsilon, \nu)$ and $z_{k}^{n-l}(t)=z_{n-k}^{l}(t), k=0, \cdots, n-1$ (by a suitable phase shift) hold for $l, 1 \leqq l \leqq n / 2$.

We shall omit the proof of the theorem, since it will be easily shown by the standard Hopf bifurcation theory. For example, we refer to the works [5], [8], [9]. We only note that $z_{k}^{n-l}(t)=z_{n-k}^{l}(t), k=0, \cdots, n-1$, is shown by the symmetry of $\mathbf{f}$ with respect to $S_{2}$.

The next corollary follows immediately from the above theorem.
Corollary 4.2. Consider (1.1) under the same condition of Theorem 4.1. Then, for $\mu=\mu^{l}(\varepsilon, \nu),(\varepsilon, \nu) \in I_{\varepsilon, \nu}$ and $1 \leqq l \leqq n / 2$, there exist traveling periodic wave solutions, $\mathbf{u}^{l}=\left(u_{0}^{l}, \cdots, u_{n-1}^{l}\right)$ and $\mathbf{u}^{n-l}=\left(u_{0}^{n-l}, \cdots, u_{n-1}^{n-l}\right)$ satisfying (1.4), where $\mu^{l}(\varepsilon, \nu)$ and $T^{l}(\varepsilon, \nu)$ are as in Theorem 4.1. Moreover for each $l=1, \cdots, n / 2, u_{0}^{l}(t)=u_{0}^{n-l}(t+\rho)$, where $\rho$ is a suitable shift in phase.

Hereafter we will assume that

$$
\begin{equation*}
\operatorname{Re} B_{1}=b_{1}<0, \tag{A2}
\end{equation*}
$$

in addition to (A1). The assumption (A2) implies that bifurcation occurs supercritically with respect to $\mu$, that is, each periodic solution exists for $\mu>\mu^{l}(0, \nu)$. In Figs. 1-3, we find bifurcation diagrams of this case with an additional condition $\operatorname{Re} C_{1}=D_{1}>0$.
5. Stability of the periodic wave solutions. We shall discuss the stability of the periodic solutions to (1.1) obtained in the previous section. By virtue of the attractivity of the center manifold, it is enough to investigate the solution of (4.7) to (2.19). The reduced form of (2.19) will play a central role in the argument below.


Fig. 1. Bifurcation lines, $\mu^{\prime}(\nu)=\mu^{\prime}(0, \nu)$, are figured for the case, $D_{1}=\operatorname{Re} C_{1}>0$. The periodic wave solutions, $\mathbf{u}^{\prime}$ and $\mathbf{u}^{n-1}$, in Corollary 4.2 bifurcate at $\mu=\mu^{\prime}(\nu)$.


Fig. 2. A bifurcation diagram for fixed $\nu>0$, under the same condition as in Fig. 1. Vertical direction indicates a function space schematically. The branches of $\mathbf{u}^{l}$ and $\mathbf{u}^{n-1}$ are drawn symmetric with respect to the horizontal axis, which symbolizes that $\mathbf{u}^{\prime}$ and $\mathbf{u}^{n-1}$ are symmetric each other in the sense of Corollary 4.2.

The linearized equation around the solution (4.7) is given by:

$$
\begin{aligned}
\dot{y}_{k}=\left(i \omega_{0}\right. & \left.+\mu^{l} A_{1}+2 B_{1}\left|z_{k}^{l}(t)\right|^{2}\right) y_{k}+B_{1}\left\{z_{k}^{l}(t)\right\}^{2} \bar{y}_{k} \\
& +\nu C_{1}\left(y_{k-1}-2 y_{k}+y_{k+1}\right)+\frac{\partial}{\partial \mathbf{z}} R_{k}^{4}\left(\mu^{l}, \nu, \mathbf{z}^{l}(t), \overline{\mathbf{z}}^{l}(t)\right) \mathbf{y} \\
& +\frac{\partial}{\partial \overline{\mathbf{z}}} R_{k}^{4}\left(\mu^{l}, \nu, \mathbf{z}^{l}(t), \overline{\mathbf{z}}^{l}(t)\right) \overline{\mathbf{y}}
\end{aligned}
$$



Fig. 3. A bifurcation diagram for fixed $\mu>0$, say $\tilde{\mu}$. The value, $\nu^{l}$, is determined by $\mu^{l}\left(\nu^{l}\right)=\tilde{\mu}$. This picture is illustrated in the similar manner as in Fig. 2.
where, $y_{-1}=y_{n-1}, y_{n}=y_{0}$ and $\mu^{l}=\mu^{\prime}(\varepsilon, \nu)$. Let

$$
\begin{equation*}
\alpha_{1} \equiv i \omega^{l}(\varepsilon, \nu)+\varepsilon^{2} B_{1}+\nu \sigma^{l} C_{1}, \quad \alpha_{2}(t) \equiv \varepsilon^{2} B_{1} e^{2 i \omega^{\prime}(\varepsilon, \nu) t} . \tag{5.2}
\end{equation*}
$$

Then, considering the expression of (4.7), we can rewrite (5.1) in the following vector form:

$$
\begin{equation*}
\dot{\mathbf{y}}=\alpha_{1} \mathbf{y}+n \alpha_{2}(t)\left(\mathbf{P}_{l}\right)^{2} \overline{\mathbf{y}}+\nu C_{1} \Delta_{d} \mathbf{y}+\mathbf{w}^{1}(\varepsilon, \nu, t) \mathbf{y}+\mathbf{W}^{2}(\varepsilon, \nu, t) \overline{\mathbf{y}} \tag{5.3}
\end{equation*}
$$

where $\mathbf{P}_{l}$ is defined by (3.3) and $\mathbf{W}^{j}, j=1,2$, are matrices whose elements are periodic with period, $T^{l}(\varepsilon, \nu)=2 \pi / \omega^{l}(\varepsilon, \nu)$, and are $O\left(\varepsilon|(\varepsilon, \nu)|^{2}+|\nu(\varepsilon, \nu)|\right)$. Using (3.6), (3.7) and

$$
\begin{equation*}
\mathbf{y}=\mathbf{P}_{l} \mathbf{P v} \tag{5.4}
\end{equation*}
$$

we transform (5.3) into

$$
\begin{align*}
& \dot{\mathbf{v}}=\alpha_{1} \mathbf{v}+\alpha_{2}(t) S_{2} \overline{\mathbf{v}}-\nu C_{1} \boldsymbol{\Lambda}_{l} \mathbf{v}+\tilde{\mathbf{W}}^{1}(\varepsilon, \nu, t) \mathbf{v}+\tilde{\mathbf{W}}^{2}(\varepsilon, \nu, t) \overline{\mathbf{v}}, \\
& \tilde{\mathbf{W}}^{j} \equiv\left(\mathbf{P}_{l} \mathbf{P}\right)^{-1} \mathbf{W}^{j}\left(\mathbf{P}_{l} \mathbf{P}\right), \quad j=1,2 \tag{5.5}
\end{align*}
$$

where $S_{2}$ and $\Lambda_{l}$ are as in (2.22) and (3.6), respectively.
In general, let $\Phi(t)$ be a fundamental matrix solution (with $\Phi(0)=I$, the identity matrix) of a linear periodic system such as (5.5). Then Floquet theory (for example, see [6]) implies that $\Phi(t)$ can be expressed as $\Phi(t)=X(t) e^{\mathbf{M} t}$, where $X(t)$ is periodic with the same period as the original system, and $\mathbf{M}$ is a certain matrix. By virtue of this expression, the real part of an eigenvalue of $\mathbf{M}$ gives a criteria for stability of the zero solution. The eigenvalue of $\mathbf{M}$ is called a Floquet exponent.

In the case of (5.5), after the change of variables, $v_{k}=w_{k} e^{i \omega^{\prime}(\varepsilon, \nu) t}, k=0, \cdots, n-1$, (5.5) is written in the form,

$$
\begin{equation*}
\binom{\mathbf{w}}{\dot{\mathbf{w}}}=\left(\mathbf{M}_{0}+\mathbf{M}_{1}(\varepsilon, \nu, t)\right)\binom{\mathbf{w}}{\overline{\mathbf{w}}} \tag{5.6}
\end{equation*}
$$

where $\mathbf{M}_{0}$ is a constant matrix with $O\left(\varepsilon^{2}+\nu\right)$ and $\mathbf{M}_{1}=O\left(\nu|(\varepsilon, \nu)|+\varepsilon|(\varepsilon, \nu)|^{2}\right)$. This
fundamental matrix solution, $\Phi(t)$, satisfies

$$
\Phi(t)=e^{\mathbf{M}_{0} t}\left(I+\int_{0}^{t} e^{-\mathbf{M}_{0} s} \mathbf{M}_{1}(\varepsilon, \nu, s) \Phi(s) d s\right),
$$

from which we see that

$$
e^{\mathbf{M} \cdot T^{\prime}(\varepsilon, \nu)}=e^{\mathbf{M}_{0} \cdot T^{\prime}(\varepsilon, \nu)}\left\{I+O\left(\nu|(\varepsilon, \nu)|+\varepsilon|(\varepsilon, \nu)|^{2}\right)\right\} .
$$

This implies that an eigenvalue of $\mathbf{M}_{0}$ gives the principal part of the one corresponding to $\mathbf{M}$, if $\varepsilon$ and $\nu$ are sufficiently small. Since in the absence of $\mathbf{M}_{1}$ the components of the equation (5.6) are given by:

$$
\begin{align*}
& \dot{w}_{k}=\left\{\varepsilon^{2} B_{1}+\nu C_{1}\left(\sigma_{l}-\sigma_{l+k}\right)\right\} w_{k}+\varepsilon^{2} B_{1} \bar{w}_{n-k}, \\
& \dot{w}_{n-k}=\left\{\varepsilon^{2} \bar{B}_{1}+\nu \bar{C}_{1}\left(\sigma_{l}-\sigma_{l-k}\right)\right\} \bar{w}_{n-k}+\varepsilon^{2} \bar{B}_{1} w_{k}, \quad k=0, \cdots, n-1
\end{align*}
$$

(note $\sigma_{l+n-k}=\sigma_{l-k}$ ), the next lemma immediately follows.
Lemma 5.1. The linearized equation of (2.19) around the periodic solution, $\mathbf{z}^{l}(t)$, given by (4.7) has the Floquet exponent such that

$$
\gamma=\gamma_{2}(\varepsilon, \nu)+\hat{\gamma}(\varepsilon, \nu)
$$

where $\hat{\gamma}(\varepsilon, \nu)=O\left(\varepsilon|(\varepsilon, \nu)|^{2}+\nu|(\varepsilon, \nu)|\right)$ and $\gamma_{2}(\varepsilon, \nu)$ is a root of the equation,

$$
\begin{equation*}
\gamma_{2}^{2}-\xi_{k}^{l} \gamma_{2}+\eta_{k}^{l}=0, \quad k=0, \cdots, n-1, \tag{5.8}
\end{equation*}
$$

whose coefficients are defined by

$$
\begin{align*}
& \xi_{k}^{l} \equiv 2 \varepsilon^{2} b_{1}-\nu D_{1}\left(\sigma_{l-k}-2 \sigma_{l}+\sigma_{l+k}\right)+i \nu D_{2}\left(\sigma_{l-k}-\sigma_{l+k}\right), \\
& \eta_{k}^{l} \equiv \nu^{2}\left(D_{1}^{2}+\right.\left.D_{2}^{2}\right)\left(\sigma_{l}-\sigma_{l+k}\right)\left(\sigma_{l}-\sigma_{l-k}\right)  \tag{5.9}\\
&-\nu \varepsilon^{2}\left(D_{1} b_{1}+D_{2} b_{2}\right)\left(\sigma_{l-k}-2 \sigma_{l}+\sigma_{l+k}\right) \\
&-i \nu \varepsilon^{2}\left(D_{1} b_{2}-D_{2} b_{1}\right)\left(\sigma_{l-k}-\sigma_{l+k}\right)
\end{align*}
$$

$\left(b_{j}, D_{j}, j=1,2\right.$ are defined in (4.3)). Furthermore,

$$
\begin{equation*}
\xi_{n-k}^{l}=\bar{\xi}_{k}^{l}, \quad \eta_{n-k}^{l}=\bar{\eta}_{k}^{l}, \quad \xi_{k}^{n-l}=\bar{\xi}_{k}^{l} \quad \text { and } \quad \eta_{k}^{n-1}=\bar{\eta}_{k}^{l}, \tag{5.10}
\end{equation*}
$$

hold.
Now consider the equation (5.8). For $k=0$, (5.8) is $\gamma_{2}^{2}-2 \varepsilon^{2} b_{1} \gamma_{2}=0$, which has roots $0,2 \varepsilon^{2} b_{1}(<0$ by (A2)). A zero Floquet exponent always exists for the linearized equation around a periodic solution. The above zero corresponds to this.

Next consider the case $k \geqq 1$. In the specific cases $l=0$ and $n / 2$ (for $n$ : even), the coefficients of (5.7) are real valued such as:

$$
\begin{aligned}
& \xi_{k}^{0}=2\left(\varepsilon^{2} b_{1}-\nu D_{1} \sigma_{k}\right), \\
& \eta_{k}^{0}=\nu \sigma_{k}\left(D_{1}^{2}+D_{2}^{2}\right)\left\{\nu \sigma_{k}-\frac{2 \varepsilon^{2} E_{1}}{D_{1}^{2}+D_{2}^{2}}\right\}, \\
& \xi_{k}^{n / 2}=2\left\{\varepsilon^{2} b_{1}+\nu D_{1}\left(\sigma_{n / 2}-\sigma_{n / 2-k}\right)\right\}, \\
& \eta_{k}^{n / 2}=\nu\left(\sigma_{n / 2}-\sigma_{n / 2-k}\right)\left(D_{1}^{2}+D_{2}^{2}\right)\left\{\nu\left(\sigma_{n / 2}-\sigma_{n / 2-k}\right)+\frac{2 \varepsilon^{2} E_{1}}{D_{1}^{2}+D_{2}^{2}}\right\},
\end{aligned}
$$

where, $E_{1}=D_{1} b_{1}+D_{2} b_{2}$. Note that $\sigma_{n / 2}-\sigma_{n / 2-k}=\sigma_{n / 2}-\sigma_{n / 2+k}>0, k \geqq 1$. We let $D_{1}>$ $0, E_{1}>0$. Then both roots for $l=0$ exist in the left half of the complex plane for $\varepsilon$ near the zero, and one of them crosses the origin from left to right as $\varepsilon$ increases, while for $l=n / 2$, the pair of roots in the right for small $\varepsilon$ cross the imaginary axis
from right to left as $\varepsilon$ increases. If $D_{1}>0$ and $E_{1}<0$, then for $l=0$, both roots remain in the left half plane, while for $l=n / 2$, there are two cases. For $D_{1} E_{1}+D_{2} E_{2}<0$ ( $E_{2}=D_{1} b_{2}-D_{2} b_{1}$ ), one of them always has positive real part. In the case of $D_{1} E_{1}+$ $D_{2} E_{2}>0$, the roots in the right half for $\varepsilon$ small cross the imaginary axis from right to left, moreover thereafter one of them crosses the origin from left to right.

We can also check the change of roots in a similar manner for the case $D_{1}<0$. For general $l$, the movement of the root of (5.8) in the complex plane is more complicated when $\varepsilon$ increases (or $\nu$ decreases). In a specific region of the parameter space ( $\mu, \nu$ ), however, we can see from Appendix B the stability of all the periodic solutions in (4.7) as follows.

Theorem 5.2. Consider the periodic solutions of (1.1) which bifurcate from the origin, under the assumptions, (A1), (A2) and

$$
\begin{equation*}
D_{1}=\operatorname{Re}\left(D \zeta_{0}, \zeta_{0}^{*}\right)>0 . \tag{A3}
\end{equation*}
$$

If $\operatorname{Re}\left(\left(D \zeta_{0}, \zeta_{0}^{*}\right) \bar{B}_{1}\right)=D_{1} b_{1}+D_{2} b_{2}$ is positive (i.e., $\left.D_{2} b_{2}>-D_{1} b_{1}>0\right)$ and fixed, there exists a sufficiently small $\theta_{1}>0$ such that for $(\mu, \nu), 0<\nu<\theta_{1} \mu$, the periodic solution in (1.3) with indices, l and $n-l, 0 \leqq l \leqq n / 4$ (resp. $n / 4<l \leqq n / 2$ ) are unstable (resp. stable); if $D_{1} b_{1}+D_{2} b_{2}<0$, then in a region satisfying, $0<\nu<\theta_{2} \mu$ and $0<\theta_{2} \ll 1$, those solutions with land $n-l, 0 \leqq l<n / 4$ (resp. $n / 4 \leqq l \leqq n / 2$ ) are stable (resp. unstable). The numbers, $\theta_{j}, j=1,2$, depend on $l, 0 \leqq l \leqq n / 2$ and the values of $D_{1} b_{1}+D_{2} b_{2}$.

Remark 5.1. The assumptions (A1) and (A3) imply that the steady state is stable (resp. unstable) for $\mu<0$ (resp. $\mu>0$ ). The above discussion for the Floquet exponents of (5.1) (or (5.5)) with $l=0$ yields that the homogeneous periodic solution is always stable for $E_{1}<0$ and that for $E_{1}>0$ it becomes unstable in a region, if (A1)-(A3) hold. On the other hand, under (A1)-(A3) the bifurcation of all the periodic wave solutions occurs in the unstable region of the steady state (see Fig. 1), which implies that these solutions are unstable fairly near the bifurcation points. Theorem 5.2 says that recovery of stability occurs for several of the periodic solutions and that they have the stable region as described in the statement.

Remark 5.2. For the case $D_{1}=\operatorname{Re}\left(D \zeta_{0}, \zeta_{0}^{*}\right)<0$, we can also discuss the stability. To avoid repeating a similar statement, we omit the case in the above theorem. The condition $D_{1}<0$ is supposed to be a more specific case than $D_{1}>0$ (see the examples in §§ 6 and 7), which is another reason to omit it here. We also note that $D_{1}>0$ implies $\operatorname{Re}\left(\partial \lambda_{l} / \partial \nu\right)(0,0)<0, l=1, \cdots, n-1$, by ( $\alpha 3$ ) in Appendix A.

Remark 5.3. When the eigenvalue of (5.1) crosses the imaginary axis, a secondary bifurcation occurs and an invariant torus or a new periodic solution might appear. For the specific case $n=2$ (i.e., two coupled oscillators) the structure of a secondary bifurcation of a periodic solution to a class of equation (1.1) has already been studied in [14].

To recover the stability, some kinds of secondary bifurcation occur along the branch of the periodic solution. Therefore the complicated structure of (1.1) for a large system (having many oscillators) is imagined. In spite of this, Theorem 5.2 states that the stability of the primary bifurcating solution is clearly classified in a parameter region.
6. An example. The following equation which is called the Brusselator is known as a simple biochemical reaction model:

$$
\begin{equation*}
\dot{x}(t)=A-(B+1) x+x^{2} y, \quad \dot{y}(t)=B x-x^{2} y \tag{6.1}
\end{equation*}
$$

where $A$ and $B$ are positive parameters. The equation (6.1) has a steady state, $(x, y)=$ ( $A, B / A$ ), and at $B=A^{2}+1$ a Hopf bifurcation occurs; a family of stable limit cycles
bifurcate from the steady state (see [19]). Hence $F(\mu, \cdot)$ in (1.1) (or (1.2)) is given by

$$
F(\mu, u, v)=\left(\begin{array}{cc}
A^{2}+\mu & A^{2} \\
-\left(A^{2}+1+\mu\right) & -A^{2}
\end{array}\right)\binom{u}{v}+\left(\frac{A^{2}+1+\mu}{A} u^{2}+2 A u v+u^{2} v\right)\binom{1}{-1}
$$

where $B=A^{2}+1+\mu, x=A+u$ and $y=B / A+v$.
After a calculation (referring to [11, Appendix]), we have

$$
\begin{gathered}
\zeta_{0}=\binom{1}{\frac{i-A}{A}}, \quad \zeta_{0}^{*}=\frac{1+A i}{2}\binom{1}{\frac{A}{A-i}}, \\
B_{1}=-\frac{1}{2}\left(\frac{A^{2}+2}{A^{2}}+i \frac{4 A^{4}-7 A^{2}+4}{3 A^{2}}\right)
\end{gathered}
$$

and if

$$
D=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right), \quad d_{1}, d_{2} \geqq 0, \quad d_{1}+d_{2}>0
$$

then

$$
\begin{aligned}
& \left(D \zeta_{0}, \zeta_{0}^{*}\right)=\frac{1}{2}\left\{\left(d_{1}+d_{2}\right)+i A\left(d_{2}-d_{1}\right)\right\} \\
& \operatorname{Re}\left(\bar{B}_{1}\left(D \zeta_{0}, \zeta_{0}^{*}\right)\right)=-\frac{1}{12 A^{2}}\left\{3\left(d_{1}+d_{2}\right)\left(A^{2}+2\right)+\left(d_{2}-d_{1}\right)\left(4 A^{4}-7 A^{2}+4\right)\right\}
\end{aligned}
$$

Since $\operatorname{Re}\left(D \zeta_{0}, \zeta_{0}^{*}\right)>0$, we can apply Theorem 5.2 to this case. According to the choice of $d_{1}, d_{2}$ and $A, \operatorname{Re}\left(\bar{B}_{1}\left(D \zeta_{0}, \zeta_{0}^{*}\right)\right)$ takes negative or positive value.
7. Application to a retarded functional differential equation. One may encounter a model of an oscillator represented by a differential equation with time delay. As a specific example, we shall take the following equation:

$$
\begin{equation*}
\dot{u}(t)=-\left(\frac{\pi}{2}+\mu\right)(1+u(t)) u(t-1) \tag{7.1}
\end{equation*}
$$

This equation has a periodic solution which bifurcates from the origin at $\mu=0$ (for example, see [8]). Using this equation, we get to a chain of weakly coupled equations such as

$$
\begin{align*}
& \begin{array}{l}
\dot{u}_{k}(t)=-\left(\frac{\pi}{2}+\mu\right)\left(1+u_{k}(t)\right) u_{k}(t-1)+\nu\left(u_{k-1}(t)-2 u_{k}(t)+u_{k+1}(t)\right), \\
\\
k=0, \cdots, n-1, \\
u_{-1}=u_{n-1}, \quad u_{n}=u_{0} .
\end{array}
\end{align*}
$$

The equations (7.1) and (7.2) are included in a class of retarded functional differential equations. In this section, first we shall state the formulation for a functional differential equation of general form (by following [6]), and then we shall show that the results obtained in the preceding sections can be extended to this case. Finally we shall give the values corresponding to $A_{1}, B_{1}$ and $C_{1}$ in (2.19) for the above equation (7.2). (We refer to [8] about the formulation below.)

Let $C=C\left([-r, 0] ; \mathbf{R}^{m}\right)$ be a set of all continuous functions defined on $[-r, 0]$ with the values in $\mathbf{R}^{m} ; C$ is a Banach space equipped with supremum norm. We define $u_{t} \in C, t \in[a, b]$ by $u_{t}(\theta)=u(t+\theta),-r \leqq \theta \leqq 0$, for a continuous function $u(t) \in$
$C\left([a-r, b] ; \mathbf{R}^{m}\right)$. Let $F(\cdot, \cdot): I_{0} \times C \rightarrow \mathbf{R}^{m}$ be a sufficiently smooth operator satisfying $F(\mu, 0)=0, \mu \in I_{0}$. Using this operator, we consider the equation,

$$
\begin{equation*}
\dot{u}(t)=F\left(\mu, u_{t}\right)=L(\mu) u_{t}+M\left(\mu, u_{t}\right) \tag{7.3}
\end{equation*}
$$

where $L(\mu)$ and $M(\mu, \cdot)$ are the linear and nonlinear parts of $F(\mu, \cdot)$, respectively.
Riesz's representation theorem implies that there is an $m \times m$ matrix function $\eta(\theta ; \mu)$ whose elements have bounded variation in $\theta$ such that

$$
L(\mu) \phi=\int_{-r}^{0}[d \eta(\theta ; \mu)] \phi(\theta), \quad \phi \in C .
$$

The generator $A(\mu)$ of a semigroup $\{T(t)\}_{t \geqq 0}$, associated with the equation

$$
\dot{u}(t)=L(\mu) u_{t}
$$

is defined by

$$
A(\mu) \phi=\left\{\begin{array}{ll}
\frac{d \phi}{d \theta}, & -r \leqq \theta<0  \tag{7.4}\\
L(\mu) \phi, & \theta=0
\end{array} \quad \text { for } \phi \in \mathscr{D}(A(\mu)) .\right.
$$

Then the eigenvalue is given by a root of the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left(\lambda I-\int_{-r}^{0} e^{\lambda \theta}[d \eta(\theta ; \mu)]\right)=0 . \tag{7.5}
\end{equation*}
$$

We assume that $A(\mu)$ has a pair of simple eigenvalues, $\lambda_{0}(\mu)$ and $\overline{\lambda_{0}(\mu)}$, satisfying $\lambda_{0}(0)=i \omega_{0}, \operatorname{Re}\left(d \lambda_{0} / d \mu\right)(0)>0$. The function, $\zeta_{1}(\theta),-r \leqq \theta \leqq 0$, denotes an eigenfunction corresponding to $i \omega_{0}$. Define $\tilde{G}(\mu, \cdot)$ by:

$$
\tilde{G}(\mu, \phi)(\theta) \equiv \begin{cases}0, & -r \leqq \theta<0, \\ G(\mu, \phi) \equiv F(\mu, \phi)-L(0) \phi, & \theta=0 .\end{cases}
$$

By this and (7.4) the equation (7.3) can be written as

$$
\begin{align*}
\frac{d}{d t} u_{t} & =A(0) u_{t}+\tilde{G}\left(\mu, u_{t}\right) \\
& = \begin{cases}\frac{d u(t+\theta)}{d \theta}, & -r \leqq \theta<0 \\
L(0) u_{t}+G\left(\mu, u_{t}\right), & \theta=0\end{cases} \tag{7.6}
\end{align*}
$$

We shall introduce a bilinear form:

$$
\begin{align*}
& \langle\phi, \psi\rangle=(\phi(0), \psi(0))-\int_{-r}^{0} \int_{0}^{\theta} \psi(\xi-\theta)  \tag{7.7}\\
& \quad \text { for } \phi \in C\left([-r, 0] ; \mathbf{C}^{m}\right) \text { and } \psi \in C^{*}=C\left([0, r] ; \mathbf{C}^{m}\right) .
\end{align*}
$$

The adjoint operator $A^{*}$ of $A(0)$ is defined by

$$
\left[A^{*} \psi\right](s) \equiv\left\{\begin{array}{ll}
-\frac{d \psi}{d s}(s), & 0<s \leqq r, \\
\int_{-r}^{0}[d \eta(\theta ; 0)] \psi(-\theta), & s=0,
\end{array} \psi \in C^{*}\right.
$$

that is, $A^{*}$ satisfies $\langle A(0) \phi, \psi\rangle=\left\langle\phi, A^{*} \psi\right\rangle$. We let $\zeta_{1}^{*}(s), 0 \leqq s \leqq r$, be an eigenfunction of $A^{*}$ corresponding to $-i \omega_{0}$, and let $\left\langle\zeta_{1}, \zeta_{1}^{*}\right\rangle=1$ (note $\left\langle\bar{\zeta}_{1}, \zeta_{1}^{*}\right\rangle=0$ ). We can decompose (7.6) as

$$
\begin{align*}
& \dot{z}=i \omega_{0} z+\left\langle\tilde{G}\left(\mu, z \zeta_{1}+\overline{z \zeta_{1}}+u_{t}^{Q}\right), \zeta_{1}^{*}\right\rangle \\
& \quad=i \omega_{0} z+\left(G\left(\mu, z \zeta_{1}+\overline{z \zeta_{1}}+u_{t}^{Q}\right), \zeta_{0}^{*}\right) \quad\left(\zeta_{0}^{*}=\zeta_{1}^{*}(0)\right),  \tag{7.8}\\
& \frac{d}{d t} u_{t}^{Q}=A(0) u_{t}^{Q}+Q \tilde{G}\left(\mu, z \zeta_{1}+\overline{z \zeta_{1}}+u_{t}^{Q}\right)
\end{align*}
$$

where $z(t) \equiv\left\langle u_{t}, \zeta_{1}^{*}\right\rangle, u^{Q} \equiv u-u^{P}=u-\left(z \zeta_{1}+\overline{z \zeta_{1}}\right)$. The existence of a center manifold of (7.8) was shown in [2], by which we are able to reduce (7.8) to an equation on the manifold. This calculation is similar to the case of an ordinary differential equation (see [8]).

We shall consider the following coupled equations of (7.3):

$$
\begin{align*}
& \dot{u}^{k}=F\left(\mu, u_{t}^{k}\right)+\nu\left\{N\left(u_{t}^{k-1}-u_{t}^{k}\right)+N\left(u_{t}^{k+1}-u_{t}^{k}\right)\right\}, \\
& u^{-1}=u^{n-1}, \quad u^{n}=u^{0} \tag{7.9}
\end{align*}
$$

where $N(\cdot)$ is a smooth operator of $C$ into $\mathbf{R}^{m}$ with $N(0)=0$ and $D=(d N / d u)(0)$. By (7.8) the equation (7.9) can be decomposed as seen in (2.3), and the center manifold theorem yields an equation on the manifold. After computations quite similar to those described in $\S 2$ and Appendix A, we have a slightly modified formula of the reduced equation; that is, in this case, $A_{1}, B_{1}$ and $C_{1}$ in (2.19) are given by:

$$
\begin{align*}
& A_{1}=\left(\frac{d}{d \mu} L(0) \zeta_{1}, \zeta_{0}^{*}\right)=\frac{d \lambda_{0}}{d \mu}(0), \\
& B_{1}=\left(F_{u u}(0)\left(\zeta_{1}, \hat{\zeta}_{2}\right), \zeta_{0}^{*}\right)+\left(F_{u u}(0)\left(\bar{\zeta}_{1}, \zeta_{2}\right), \zeta_{0}^{*}\right)+\frac{1}{2}\left(F_{u u u}(0)\left(\zeta_{1}, \zeta_{1}, \overline{\zeta_{1}}\right), \zeta_{0}^{*}\right),  \tag{7.10}\\
& C_{1}=\left(D \zeta_{1}, \zeta_{0}^{*}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& \zeta_{2} \equiv\left(2 i \omega_{0}-A(0)\right)^{-1} \frac{1}{2} \tilde{F}_{u u}(0)\left(\zeta_{1}, \zeta_{1}\right), \\
& \hat{\zeta}_{2} \equiv-A(0)^{-1} \tilde{F}_{u u}(0)\left(\zeta_{1}, \bar{\zeta}_{1}\right), \\
& {\left[\tilde{F}_{u u}(0)(\cdot, \cdot)\right](\theta) \equiv \begin{cases}0, & -r \leqq \theta<0, \\
F_{u u}(0)(\cdot, \cdot), & \theta=0 .\end{cases} }
\end{aligned}
$$

Now consider (7.2). Then we have

$$
F(\mu, \phi)=-\left(\frac{\pi}{2}+\mu\right)(1+\phi(-1)) \phi(0), \quad D \phi=\phi(0), \quad \phi \in C[-1,0] .
$$

In this case, $A_{1}, B_{1}$ and $C_{1}$ in (7.10) are easily calculated as follows:

$$
\begin{aligned}
& A_{1}=\left(\frac{\pi}{2}+i\right) /\left(1+\frac{\pi^{2}}{4}\right), \quad B_{1}=\frac{\pi}{10}(1-3 i)\left(1-\frac{\pi}{2} i\right) /\left(1+\frac{\pi^{2}}{4}\right), \\
& C_{1}=\left(1-\frac{\pi}{2} i\right) /\left(1+\frac{\pi^{2}}{4}\right)
\end{aligned}
$$

(refer to [12]). Hence we obtain $\operatorname{Re}\left(\bar{B}_{1} C_{1}\right)=\pi / 10 /\left(1+\pi^{2} / 4\right)>0$.
Appendix A. Calculation of coefficients for equations (2.8)-(2.10). First we note that

$$
\frac{d \lambda_{0}}{d \mu}(0)=\left(A(0) \zeta_{0}, \zeta_{0}^{*}\right)
$$

which is derived from $A(\mu) \zeta_{0}(\mu)=\lambda_{0}(\mu) \zeta_{0}(\mu)$. The linearized equation of (1.1) around
$u_{k}=0, k=0, \cdots, n-1$, is given by

$$
\dot{u}_{k}=A(\mu) u_{k}+\nu D\left(u_{k-1}-2 u_{k}+u_{k+1}\right), \quad k=0, \cdots, n-1,
$$

$$
u_{-1}=u_{n-1}, \quad u_{n}=u_{0}
$$

It is easily checked that ( $\alpha 2$ ) has the eigenvalues $\lambda_{l}(\mu, \nu), l=1, \cdots, n-1$ satisfying $\lambda_{l}(\mu, 0)=\lambda_{0}(\mu)$ in a neighborhood of $(\mu, \nu)=(0,0)$. Furthermore a corresponding eigenvector to $\lambda_{l}(\mu, \nu)$ is given by

$$
\xi_{k}=e^{i k \cdot 2 l \pi / n} \zeta_{l}(\mu, \nu), \quad k=0, \cdots, n-1
$$

where $\zeta_{l}(\mu, \nu)$ satisfies

$$
\left(A(\mu)-\nu \sigma_{l} D\right) \zeta_{l}(\mu, \nu)=\lambda_{l}(\mu, \nu) \zeta_{l}(\mu, \nu)
$$

( $\sigma_{l}$ is as in (3.5)). Hence, in addition to ( $\alpha 1$ ), we obtain the relation

$$
\frac{\partial \lambda_{l}}{\partial \nu}(0,0)=-\sigma_{l}\left(D \zeta_{0}, \zeta_{0}^{*}\right),
$$

by differentiating it with respect to $\nu$.
The coefficients of (2.9) which are necessary for the later calculation are as follows:

$$
\begin{align*}
a_{10}= & \left(F_{\mu u}(0) \zeta_{0}, \zeta_{0}^{*}\right), \quad a_{20}=\frac{1}{2}\left(F_{u u}(0)\left(\zeta_{0}, \zeta_{0}\right), \zeta_{0}^{*}\right), \\
a_{11}= & \left(F_{u u}(0)\left(\zeta_{0}, \bar{\zeta}_{0}\right), \zeta_{0}^{*}\right), \quad a_{02}=\left(F_{u u}(0)\left(\bar{\zeta}_{0}, \bar{\zeta}_{0}\right), \zeta_{0}^{*}\right), \\
a_{21}= & \left(F_{u u}(0)\left(\zeta_{0}, h_{z \bar{z}}(0)\right), \zeta_{0}^{*}\right)+\frac{1}{2}\left(F_{u u}(0)\left(\bar{\zeta}_{0}, h_{z z}(0)\right), \zeta_{0}^{*}\right) \\
& +\frac{1}{2}\left(F_{u u u}(0)\left(\zeta_{0}, \zeta_{0}, \bar{\zeta}_{0}\right), \zeta_{0}^{*}\right)
\end{align*}
$$

where $\quad F_{\mu u}(0) \equiv\left(\partial^{2} / \partial \mu \partial u\right) F(0,0), F_{u u}(0) \equiv\left(\partial^{2} / \partial u^{2}\right) F(0,0), h_{z z}(0) \equiv\left(\partial^{2} / \partial z^{2}\right) h(0,0,0)$ and so forth. We can also check that

$$
\begin{align*}
& h_{z z}(0)=\left(2 i \omega_{0}-A(0)\right)^{-1} Q F_{u u}(0)\left(\zeta_{0}, \zeta_{0}\right), \\
& h_{z \bar{z}}(0)=-A(0)^{-1} Q F_{u u}(0)\left(\zeta_{0}, \bar{\zeta}_{0}\right), \\
& h_{\bar{z} \bar{z}}(0)=\bar{h}_{z \bar{z}}(0) .
\end{align*}
$$

We shall consider (2.14). By the relations ( $\alpha 4$ ),
( $\alpha 6$ )

$$
\begin{aligned}
B_{1}= & a_{21}+\frac{i}{\omega_{0}}\left(2 a_{20} a_{11}-a_{20} a_{11}\right)-\frac{i}{\omega_{0}} \overline{a_{11}} a_{11}-\frac{2 i}{3 \omega_{0}} \overline{a_{02}} a_{02} \\
= & a_{21}+\frac{i}{\omega_{0}} a_{11}\left(F_{u u}(0)\left(\zeta_{0}, \zeta_{0}\right), \zeta_{0}^{*}\right)-\frac{i}{\omega_{0}} \overline{a_{11}}\left(F_{u u}(0)\left(\zeta_{0}, \overline{\zeta_{0}}\right), \zeta_{0}^{*}\right) \\
& -\frac{i}{\omega_{0}} a_{20}\left(F_{u u}(0)\left(\zeta_{0}, \overline{\zeta_{0}}\right), \zeta_{0}^{*}\right)-\frac{i}{3 \omega_{0}} \overline{a_{02}}\left(F_{u u}(0)\left(\overline{\zeta_{0}}, \overline{\zeta_{0}}\right), \zeta_{0}^{*}\right)
\end{aligned}
$$

$$
\begin{aligned}
=( & \left.F_{u u}(0)\left(\zeta_{0}, h_{z \bar{z}}(0)+\frac{i}{\omega_{0}} a_{11} \zeta_{0}-\frac{i}{\omega_{0}} \overline{a_{11} \zeta_{0}}\right), \zeta_{0}^{*}\right) \\
& +\left(F_{u u}(0)\left(\bar{\zeta}_{0}, h_{z z}(0)-\frac{i}{\omega_{0}} a_{20} \zeta_{0}-\frac{i}{3 \omega_{0}} \overline{a_{02} \zeta_{0}}\right), \zeta_{0}^{*}\right) \\
& +\frac{1}{2}\left(F_{u u u}(0)\left(\zeta_{0}, \zeta_{0}, \overline{\zeta_{0}}\right), \zeta_{0}^{*}\right) .
\end{aligned}
$$

On the other hand, by ( $\alpha 5$ ), $\zeta_{2}$ defined in (2.16) is written as:

$$
\begin{align*}
\zeta_{2} & =\frac{1}{2} h_{z z}(0)+\frac{1}{2}\left(2 i \omega_{0}-A(0)\right)^{-1} P F_{u u}(0)\left(\zeta_{0}, \zeta_{0}\right) \\
& =\frac{1}{2} h_{z z}(0)+\left(2 i \omega_{0}-A(0)\right)^{-1}\left(a_{20} \zeta_{0}+\overline{a_{02} \zeta_{0}}\right) .
\end{align*}
$$

Similarly,

$$
\begin{align*}
\hat{\zeta}_{2} & =h_{z \bar{z}}(0)-A(0)^{-1} P F_{u u}(0)\left(\zeta_{0}, \overline{\zeta_{0}}\right) \\
& =h_{z \bar{z}}(0)-A(0)^{-1}\left(a_{11} \zeta_{0}+\overline{a_{11} \zeta_{0}}\right) .
\end{align*}
$$

We easily check that

$$
\left(2 i \omega_{0}-A(0)\right)^{-1} \zeta_{0}=-\frac{i}{\omega_{0}} \zeta_{0}, \quad\left(2 i \omega_{0}-A(0)\right)^{-1} \overline{\zeta_{0}}=-\frac{i}{3 \omega_{0}} \overline{\zeta_{0}},
$$

$$
-A(0)^{-1} \zeta_{0}=\frac{i}{\omega_{0}} \zeta_{0}, \quad-A(0)^{-1} \overline{\zeta_{0}}=-\frac{i}{\omega_{0}} \overline{\zeta_{0}} .
$$

Combining ( $\alpha 6$ ), ( $\alpha 7$ ), ( $\alpha 8$ ) and ( $\alpha 9$ ), we obtain (2.15).
Appendix B. Proof of Theorem 5.2: Stability of periodic solutions. Let $\gamma_{\alpha}=\gamma_{1}+i \gamma_{2}$ and $\gamma_{\beta}=\gamma_{3}+i \gamma_{4}$ be the roots of (5.8). Then,

$$
\begin{align*}
& \gamma_{1}+\gamma_{3}=2 \varepsilon^{2} b_{1}-\nu D_{1} \Delta_{k}^{l} \sigma, \\
& \gamma_{2}+\gamma_{4}=\nu D_{2}\left(\sigma_{l-k}-\sigma_{l+k}\right), \\
& \gamma_{1} \gamma_{3}-\gamma_{2} \gamma_{4}=\nu^{2}\left(D_{1}^{2}+D_{2}^{2}\right) S_{k}^{l} \sigma-\nu \varepsilon^{2} E_{1} \Delta_{k}^{l} \sigma, \\
& \gamma_{1} \gamma_{4}+\gamma_{2} \gamma_{3}=-\nu \varepsilon^{2} E_{2}\left(\sigma_{l-k}-\sigma_{l+k}\right)
\end{align*}
$$

where $E_{1} \equiv D_{1} b_{1}+D_{2} b_{2}, E_{2} \equiv D_{1} b_{2}-D_{2} b_{1}$ and

$$
\begin{aligned}
& \Delta_{k}^{l} \sigma \equiv \sigma_{l-k}-2 \sigma_{l}+\sigma_{l+k}=8 \sin ^{2} \frac{k \pi}{n} \cos \frac{2 l \pi}{n}, \\
& S_{k}^{l} \sigma \equiv\left(\sigma_{l}-\sigma_{l+k}\right)\left(\sigma_{l}-\sigma_{l-k}\right)=16 \sin ^{2} \frac{k \pi}{n} \sin \frac{k+2 l}{n} \pi \sin \frac{k-2 l}{n} \pi .
\end{aligned}
$$

We are only interested in the signs of $\gamma_{1}$ and $\gamma_{3}$, so by (5.10) it is enough to consider the cases $1 \leqq l<n / 2,1 \leqq k \leqq n / 2$.

First we note that

$$
\begin{align*}
& \Delta_{k}^{l} \sigma= \begin{cases}>0, & 1 \leqq l<\frac{n}{4}, \\
=0, & l=\frac{n}{4}, \\
<0, & \frac{n}{4}<l<\frac{n}{2},\end{cases} \\
& S_{k}^{l} \sigma=\left\{\begin{array}{ll}
<0, & 1 \leqq k<2 l, \\
=0, & k=2 l, \\
>0, & 2 l<k \leqq \frac{n}{2},
\end{array} \quad \text { for } l, 1 \leqq l<\frac{n}{4},\right. \\
& S_{k}^{l} \sigma=\left\{\begin{array}{ll}
<0, & 1 \leqq k<n-2 l, \\
=0, & k=n-2 l, \\
>0, & n-2 l<k \leqq \frac{n}{2},
\end{array} \quad \text { for } l, \frac{n}{4}<l<\frac{n}{2},\right.
\end{align*}
$$

and

$$
S_{k}^{n / 4} \sigma=-\left(\sigma_{n / 4}-\sigma_{n / 4 \pm k}\right)^{2}= \begin{cases}=0, & k=\frac{n}{2} \\ <0, & k \neq \frac{n}{2}\end{cases}
$$

(1) Assume that $\Delta_{k}^{l} \sigma \neq 0$ : Let $\varepsilon$ vanish in $(\beta 1)$. A little consideration reveals that $\gamma_{1} \gamma_{3}>0($ resp. $<0)$ holds for $\gamma_{1} \gamma_{3}-\gamma_{2} \gamma_{4}>0($ resp. $<0)$, and that $\gamma_{1} \gamma_{3}=0$ for $\gamma_{1} \gamma_{3}-$ $\gamma_{2} \gamma_{4}=0$ (i.e., $S_{k}^{l} \sigma=0$ ). Next let $\nu / \varepsilon^{2} \ll 1$ in $(\beta 1)$. Putting $\nu=0$ in $(\beta 1)$, we have $\gamma_{2}=\gamma_{4}=0$. Therefore, $\gamma_{2}=O(\nu)=\gamma_{4}$, which implies that

$$
\begin{align*}
& \operatorname{sign}\left(\gamma_{1}+\gamma_{3}\right)=\operatorname{sign}\left(2 b_{1} \varepsilon^{2}\right), \\
& \operatorname{sign}\left(\gamma_{1} \gamma_{3}-\gamma_{2} \gamma_{4}\right)=\operatorname{sign}\left\{-\nu \varepsilon^{2} E_{1} \Delta_{k}^{l} \sigma\right\}=\operatorname{sign}\left(\gamma_{1} \gamma_{3}\right) .
\end{align*}
$$

Hence $(\beta 2)$ and ( $\beta 5$ ) show the stability result in Theorem 5.2 for $l \neq n / 4$.
(2) Assume that $\Delta_{k}^{l} \sigma=0$ (i.e., $l=n / 4$ ): We see from $(\beta 4)$ that $\gamma_{2}=\gamma_{4}=0, \gamma_{1} \gamma_{3}=0$ and $\gamma_{1}+\gamma_{3}<0$ for $k=n / 2$. Next let $k \neq n / 2$. If $\gamma_{1}=0$, then

$$
\begin{aligned}
& \gamma_{2}+\gamma_{4}=\nu D_{2}\left(\sigma_{l-k}-\sigma_{l+k}\right)=2 \nu D_{2}\left(\sigma_{l-k}-\sigma_{l}\right) \\
& \gamma_{2} \gamma_{4}=-\nu^{2}\left(D_{1}^{2}+D_{2}^{2}\right) S_{k}^{l} \sigma
\end{aligned}
$$

which yields a contradiction: $\left(\gamma_{2}-\gamma_{4}\right)^{2}=\left(\gamma_{2}+\gamma_{4}\right)^{2}-4 \gamma_{2} \gamma_{4}<0$. Thus the roots $\gamma_{\alpha}$ and $\gamma_{\beta}$ never cross the imaginary axis in this case. This concludes the proof of Theorem 5.2.
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# MELNIKOV'S METHOD AT A SADDLE-NODE AND THE DYNAMICS OF THE FORCED JOSEPHSON JUNCTION* 
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#### Abstract

A version of Melnikov's method is developed for time-periodic perturbations of a planar vector field having a separatrix loop at a saddle-node. The method is applied to the forced pendulum, or Josephson junction, equation $\beta \ddot{\phi}+\dot{\phi}+\sin \phi=\rho+\varepsilon \sin \omega t$.
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1. Introduction. Melnikov's method [6], [3] is an analytic technique for showing the existence of transverse homoclinic orbits, which imply the complicated dynamics associated with horseshoes. The method applies to time-periodic perturbations of an autonomous planar vector field having a separatrix loop at a saddle point. In this work we shall extend Melnikov's method to the case in which the unperturbed vector field has a separatrix loop at a saddle-node.

Planar vector fields having a saddle-node separatrix loop occur generically in two-parameter families. It therefore seems natural to study three-parameter problems:

$$
\begin{align*}
& \dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)+\tilde{g}\left(x, \nu_{1}, \nu_{2}, \nu_{3}, t\right),  \tag{1}\\
& x \in \mathbb{R}^{2}, \quad \nu_{1}, \nu_{2}, \nu_{3} \in \mathbb{R},
\end{align*}
$$

with $\tilde{g}\left(x, \nu_{1}, \nu_{2}, 0, t\right) \equiv 0$ and $\tilde{g} T$-periodic in $t$. Here $\dot{x}=\tilde{f}(x, 0,0)$ has a saddle-node separatrix loop, and $\dot{x}=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$ is a generic unfolding. The analytic condition for such a generic unfolding was derived in [9]. There we studied the analogue of Melnikov's method for autonomous perturbations of a saddle-node separatrix loop.
(Similarly, saddle separatrix loops occur generically in one-parameter families of autonomous planar vector fields. Therefore, in the study of the usual Melnikov method it is natural to consider two-parameter problems in which the second parameter corresponds to a small time-periodic perturbation. This point of view is taken, for example, in [2] and [7].)

The motivating problem for this work is the pendulum equation with linear damping, a constant applied torque, and a small sinusoidal applied torque:

$$
\beta \ddot{\phi}+\dot{\phi}+\sin \phi=\rho+\varepsilon \sin \omega t .
$$

The same differential equation describes the AC-DC current-driven point Josephson junction. Setting $y=\dot{\phi}$, we have the system

$$
\begin{align*}
& \dot{\phi}=y,  \tag{2}\\
& \dot{y}=\frac{1}{\beta}(-y-\sin \phi+\rho+\varepsilon \sin \omega t) .
\end{align*}
$$

There is a number $\beta_{0}>0$ such that the system (2) with $\rho=1, \beta=\beta_{0}, \varepsilon=0$ has a saddle-node separatrix loop. It is shown in [9] that the two-parameter autonomous unfolding obtained from (2) by setting $\varepsilon=0$ is generic. Thus (2) has the form (1) with $\nu_{1}=\rho-1, \nu_{2}=\beta-\beta_{0}, \nu_{3}=\varepsilon$. It follows from [5] and the calculations of [9] that there is a curve $\beta=\beta(\rho), 0<\rho \leqq 1$, having a quadratic tangency with the line $\rho=1$ at $\left(1, \beta_{0}\right)$,

[^142]such that (2) with $\beta=\beta(\rho), 0<\rho<1, \varepsilon=0$, has a saddle separatrix loop. In [8] Salam and Sastry applied Melnikov's method to (2) at these saddle separatrix loops. For fixed $\rho, 0<\rho<1$, they found that for most $\omega$ (all but a discrete set), there is an $\mathcal{O}(\varepsilon)$-sized $\beta$-interval containing $\beta(\rho)$ such that for $\beta$ in this interval, (2) has a transverse homoclinic orbit. A consequence of the present work is that, roughly speaking, the size of this interval remains uniformly $\mathcal{O}(\varepsilon)$ as $\rho \rightarrow 1$. This conclusion is consistent with Fig. 12 of [8]. Salam and Sastry speculate [8, p. 794] that for fixed $\varepsilon$, the size of the interval decreases as $\rho \rightarrow 1$. Whether or not this is so can presumably be decided by computing a second-order Melnikov function, but we do not pursue this point in the present paper.

The usual Melnikov method requires the evaluation of an integral around the separatrix loop; the integral involves the first-order approximation of the time-periodic perturbation. The present case is basically the same, except that one perturbation parameter must be rescaled as in [9], and certain boundary terms that go to zero in the saddle case must be retained.

In most applications of Melnikov's method the separatrix loop is known explicitly, and the required integral is explicitly calculated. The saddle separatrix loops of (2), however, are not known explicitly. Nevertheless Salam and Sastry succeed in [8] in determining enough about the integral to derive their results. Here also the saddle-node separatrix loop of (2) with $\rho=1, \beta=\beta_{0}, \varepsilon=0$ is not known explicitly, but enough can be calculated to derive the results.

This paper is organized as follows. In $\S 2$ the results about equation (1) are described. The functions in terms of which the results are stated are specified more precisely in § 3. Proofs are given in § 4 through § 7. In § 8 the results are applied to (2).
2. Melnikov's method at a saddle-node. We shall consider the three-parameter problem (1) with $\tilde{g}\left(x, \nu_{1}, \nu_{2}, 0, t\right) \equiv 0, \tilde{g} T$-periodic in $t$. We assume:
(i) $\tilde{f}$ and $\tilde{g}$ are $C^{k+1}, \quad k \geqq 5$,
(ii) $\tilde{f}(p, 0,0)=0$,
(iii) $D_{x} \tilde{f}(p, 0,0)$ has eigenvalues 0 and $-\lambda$, where $\lambda>0$.

Let $u$ be a right eigenvector and $w$ a left eigenvector of the eigenvalue 0 , with $w$ chosen so that $w u>0$.
(iv) $w D_{x}^{2} \tilde{f}(p, 0,0)(u, u)>0$,
(v) $\dot{x}=\tilde{f}(x, 0,0)$ has a separatrix loop $\Gamma$ at $p$,
(vi) $w D_{\nu_{1}} \tilde{f}(p, 0,0)>0$.

As in [9], these assumptions imply that $\dot{x}=\tilde{f}(x, 0,0)$ has a saddle-node at $p$ with one negative eigenvalue. The vector $u$ is one tangent vector to $\Gamma$ at $p$. As in [9] we let $v$ denote a right eigenvector of $D_{x} \tilde{f}(p, 0,0)$ for the eigenvalue $-\lambda$, chosen so that $v$ is also tangent to $\Gamma$ at $p$. See [9, Fig. 1]. Perturbation in the positive $\nu_{1}$-direction eliminates the equilibrium $p$, while perturbation in the negative $\nu_{1}$-direction splits the equilibrium in two.

For fixed $\nu=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$, let $\tilde{P}_{\nu}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the time ( $0, T$ ) advance map of (2). Then $\tilde{P}_{0}$ has a fixed point of saddle-node type at $p$. In fact, assumptions (i) to (iv) and (vi) imply that there is a $C^{k}$ function $\alpha\left(\nu_{2}, \nu_{3}\right)$, with $\alpha(0,0)=0$, such that $\tilde{P}_{\nu}$ has a fixed point of saddle-node type near $p$ if and only if $\nu_{1}=\alpha\left(\nu_{2}, \nu_{3}\right)$. A fixed point of $\tilde{P}_{\nu}$ corresponds to a $T$-periodic solution of (1).

Let $f\left(x, \mu_{1}, \mu_{2}\right)=\tilde{f}\left(x, \nu_{1}, \nu_{2}\right)$, where $\mu_{1}=\nu_{1}-\alpha\left(\nu_{2}, 0\right) \quad$ and $\mu_{2}=\nu_{2}$. Let $g\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right)=\tilde{g}\left(x, \nu_{1}, \nu_{2}, \nu_{3}, t\right)$, where $\mu_{1}=\nu_{1}-\alpha\left(\nu_{2}, \nu_{3}\right), \mu_{2}=\nu_{2}, \mu_{3}=\nu_{3}$. We consider

$$
\begin{equation*}
\dot{x}=f\left(x, \mu_{1}, \mu_{2}\right)+g\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right) \tag{3}
\end{equation*}
$$

Notice $f$ and $g$ are $C^{k}$. For fixed $\mu=\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$, let $P_{\mu}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the time $(0, T)$ advance map of (3). Then $P_{\mu}$ has a fixed point of saddle-node type near $p$ if and only if $\mu_{1}=0$. If $\mu_{1}<0$, then $P_{\mu}$ has two fixed points, one a saddle and one a sink, near $p$. If $\mu_{1}>0$ there are no fixed points of $P_{\mu}$ near $p$.

We shall show in § 3 that the fixed points of the maps $P_{\mu}$ can be parameterized as follows. There is a $C^{k-2}$ mapping $p\left(\delta, \mu_{2}, \mu_{3}\right)$, from a neighborhood of $(0,0,0)$ in $\mathbb{R}^{3}$ to $\mathbb{R}^{2}$, such that $p(0,0,0)=p ; p\left(0, \mu_{2}, \mu_{3}\right)$ is the fixed point of saddle-node type of $P_{\left(0, \mu_{2}, \mu_{3}\right)}$ near $p ; p\left(\delta, \mu_{2}, \mu_{3}\right)$ is the fixed point of saddle-type of $P_{\left(-\delta^{2}, \mu_{2}, \mu_{3}\right)}$ near $p$ if $\delta>0$, and is the sink of $P_{\left(-\delta^{2}, \mu_{2}, \mu_{3}\right)}$ near $p$ if $\delta<0$.

We define $p\left(\delta, \mu_{2}, \mu_{3}, t\right)$ to be the $T$-periodic solution of

$$
\begin{equation*}
\dot{x}=f\left(x,-\delta^{2}, \mu_{2}\right)+g\left(x,-\delta^{2}, \mu_{2}, \mu_{3}, t\right) \tag{4}
\end{equation*}
$$

that passes through $p\left(\delta, \mu_{2}, \mu_{3}\right)$ at $t=0$. Thus for $\delta \geqq 0$ there might exist solutions of (4) homoclinic to $p\left(\delta, \mu_{2}, \mu_{3}, t\right)$. For $\delta>0$, a homoclinic orbit is of course an orbit in the intersection of the stable and unstable manifolds of $p\left(\delta, \mu_{2}, \mu_{3}, t\right)$; for $\delta=0$, we consider only homoclinic orbits in the intersection of the stable and center manifolds of $p\left(0, \mu_{2}, \mu_{3}, t\right)$. We shall define in $\S 3$ a $C^{k-2}$ function $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)$, $T$-periodic in $t_{0}$, such that (4) has such a homoclinic orbit if and only if for $\delta \geqq 0$ and for some $t_{0}, d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=0$. Moreover, $d\left(\delta, \mu_{2}, 0, t_{0}\right)$ is independent of $\mathrm{t}_{0}$, and $d\left(0,0,0, t_{0}\right) \equiv$ 0 . The homoclinic orbit is transverse if, in addition, $\left(\partial d / \partial t_{0}\right)\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right) \neq 0$.

If $w=\left(w_{1}, w_{2}\right)$ and $z=\left(z_{1}, z_{2}\right)$, we define $w \wedge z=w_{1} z_{2}-w_{2} z_{1}$. The following theorem gives formulas for the partial derivatives of $d$ at $\left(0,0,0, t_{0}\right)$.

Theorem 1.

$$
\frac{\partial d}{\partial \delta}\left(0,0,0, t_{0}\right)=\frac{\partial p}{\partial \delta}(0,0,0) \wedge \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right],
$$

a negative multiple of $u \wedge v$ that is independent of $t_{0}$.

$$
\begin{aligned}
\frac{\partial d}{\partial \mu_{2}}\left(0,0,0, t_{0}\right)=\frac{\partial p}{\partial \mu_{2}} & (0,0,0) \wedge \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}\right), 0,0\right) \exp \left[-\int_{0}^{t_{1}} \operatorname{div} f(q(s), 0,0) d s\right] \\
& +\int_{-\infty}^{\infty} \exp \left[-\int_{0}^{t} \operatorname{div} f(q(s), 0,0) d s\right] f(q(t), 0,0) \\
& \wedge \frac{\partial f}{\partial \mu_{2}}(q(t), 0,0) d t
\end{aligned}
$$

independent of $t_{0}$, where the limit is a negative multiple of $v$ and the integral converges.

$$
\begin{aligned}
& \frac{\partial d}{\partial \mu_{3}}\left(0,0,0, t_{0}\right)=\lim _{t_{1} \rightarrow \infty}\left\{\frac{\partial p}{\partial \mu_{3}}\left(0,0,0, t_{1}\right) \wedge f\left(q\left(t_{1}-t_{0}\right), 0,0\right)\right. \\
& \cdot \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(s-t_{0}\right), 0,0\right) d s\right] \\
&+\int_{t_{0}}^{t_{1}} \exp \left[-\int_{t_{0}}^{t} \operatorname{div} f\left(q\left(s-t_{0}\right), 0,0\right) d s\right] f\left(q\left(t-t_{0}\right), 0,0\right) \\
&\left.\wedge \frac{\partial g}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0,0, t\right) d t\right\} .
\end{aligned}
$$

The limit is finite. Each summand is asymptotically periodic of period $T$ in $t_{1}$ as $t_{1} \rightarrow \infty$. In particular, $\left(\partial p / \partial \mu_{3}\right)\left(0,0,0, t_{1}\right)$ has period $T$ in $t_{1}$, and

$$
f\left(q\left(t_{1}-t_{0}\right), 0,0\right) \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(s-t_{0}\right), 0,0\right) d s\right]
$$

approaches a finite negative multiple of $v$ as $t_{1} \rightarrow \infty$, independent of $t_{0}$.
If the constant $\left(\partial d / \partial \mu_{2}\right)\left(0,0,0, t_{0}\right) \neq 0$, then there is a $C^{k-2}$ function $\mu_{2}(\delta)$ such that for $\delta$ and $\mu_{2}$ small, $d\left(\delta, \mu_{2}, 0, t_{0}\right)=0$ if and only if $\mu_{2}=\mu_{2}(\delta)$. If $\left(\partial d / \partial \mu_{2}\right)\left(0,0,0, t_{0}\right) \neq 0$, we define the Melnikov function

$$
M\left(t_{0}\right)=-\frac{\partial d}{\partial \mu_{3}}\left(0,0,0, t_{0}\right) / \frac{\partial d}{\partial \mu_{2}}\left(0,0,0, t_{0}\right) .
$$

Theorem 2. Assume (1) $\left(\partial d / \partial \mu_{2}\right)\left(0,0,0, t_{0}\right)$, a constant independent of $t_{0}$ by Theorem 1, is not zero; (2) $M\left(t_{0}\right)$ attains its maximum (resp. minimum) value on $0 \leqq t_{0}<T$ at a unique $t_{0}^{\max }$ (resp. $t_{0}^{\min }$ ), and $M\left(t_{0}\right)$ has a nondegenerate extremum at $t_{0}^{\max }$ (resp. $t_{0}^{\text {min }}$ ); (3) if $0 \leqq t_{0}<T, t_{0} \neq t_{0}^{\text {min }}, t_{0}^{\text {max }}$, then $M^{\prime}\left(t_{0}\right) \neq 0$. Then there are functions $\gamma_{*}\left(\delta, \mu_{3}\right)$ and $\gamma^{*}\left(\delta, \mu_{3}\right)$, with $\gamma_{*}(\delta, 0) \equiv \gamma^{*}(\delta, 0) \equiv 0$ and $\left(\partial \gamma_{*} / \partial \mu_{3}\right)(0,0)=M\left(t_{0}^{\min }\right)$, $\left(\partial \gamma^{*} / \partial \mu_{3}\right)(0,0)=M\left(t_{0}^{\max }\right)$, such that,for $\left(\delta, \mu_{2}, \mu_{3}\right)$ small, the equation $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=$ 0 has a solution if and only if either
(a) $\mu_{3} \geqq 0$ and $\gamma_{*}\left(\delta, \mu_{3}\right) \leqq \mu_{2}-\mu_{2}(\delta) \leqq \gamma^{*}\left(\delta, \mu_{3}\right)$, or
(b) $\mu_{3} \leqq 0$ and $\gamma^{*}\left(\delta, \mu_{3}\right) \leqq \mu_{2}-\mu_{2}(\delta) \leqq \gamma_{*}\left(\delta, \mu_{3}\right)$.

Therefore, there is a homoclinic orbit of (3) asymptotic to the periodic solution $p\left(\sqrt{-\mu_{1}}, \mu_{2}, \mu_{3}, t\right)$ if and only if either
(a) $\mu_{3} \geqq 0$ and $\gamma_{*}\left(\sqrt{-\mu_{1}}, \mu_{3}\right) \leqq \mu_{2}-\mu_{2}\left(\sqrt{-\mu_{1}}\right) \leqq \gamma^{*}\left(\sqrt{-\mu_{1}}, \mu_{3}\right)$, or
(b) $\mu_{3} \leq 0$ and $\gamma^{*}\left(\sqrt{-\mu_{1}}, \mu_{3}\right) \leqq \mu_{2}-\mu_{2}\left(\sqrt{-\mu_{1}}\right) \leqq \gamma_{*}\left(\sqrt{-\mu_{1}}, \mu_{3}\right)$.

There is a transverse homoclinic orbit of (3) asymptotic to this periodic solution if and only if (a) or (b) holds with all inequalities replaced by strict inequalities.

See Fig. 1. The upper and lower curves in Fig. 1 meet the $\mu_{2}$-axis at $\mu_{2}=\gamma^{*}\left(0, \mu_{3}\right) \approx$ $\mu_{3} M\left(t_{0}^{\max }\right)$ and $\mu_{2}=\gamma_{*}\left(0, \mu_{3}\right) \approx \mu_{3} M\left(t_{0}^{\min }\right)$. In drawing Fig. 1 we have assumed $\mu_{3}>0$ and $\boldsymbol{M}\left(t_{0}^{\min }\right)<0<\boldsymbol{M}\left(t_{0}^{\max }\right)$.


Fig. 1
Theorem 2 remains true if (2) and (3) are replaced by the assumption that $M\left(t_{0}\right)$ is a Morse function (all critical points nondegenerate, no two have the same value of $\boldsymbol{M})$. Slightly weaker assumptions also suffice. A similar approach to the usual saddle case is in [2] and [7].
3. Functions used in the statements of Theorems 1 and 2. In this section we describe more precisely the functions $p\left(\delta, \mu_{2}, \mu_{3}\right), p\left(\delta, \mu_{2}, \mu_{3}, t\right)$, and $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)$ used in the statements of Theorems 1 and 2 .

We first note that the system

$$
\begin{align*}
& \dot{x}=f\left(x, \mu_{1}, \mu_{2}\right)+g\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right),  \tag{5}\\
& \dot{\mu}_{i}=0 \quad(i=1,2,3)
\end{align*}
$$

has the constant solution

$$
\begin{equation*}
\left(x(t), \mu_{1}(t), \mu_{2}(t), \mu_{3}(t)\right) \equiv(p, 0,0,0) . \tag{6}
\end{equation*}
$$

This $T$-periodic solution of (5) has a five-dimensional $C^{k}$ local center manifold $N_{\text {loc }} \subset \mathbb{R}^{2} \times \mathbb{R}^{3} \times \mathbb{R}$; the last variable is time $t$. (Note that a solution of (5) is a curve in $x \mu$-space, but an invariant manifold of (5) is a submanifold of $x \mu t$-space.) $N_{\text {loc }}$ meets each space $\mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}, \mu_{3}\right)\right\} \times \mathbb{R},\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ small, in a two-dimensional surface. For $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(0,0,0)$, this surface contains
(a portion of $\Gamma$ tangent at $p$ to $u \times\{(0,0,0)\}) \times \mathbb{R}$.
$N_{\text {loc }}$ is $T$-periodic in $t[1, \S 9.4]$.
We shall now give a useful parameterization of the center manifold. Let $q(t)$ be a solution of $\dot{x}=f(x, 0,0)$ with $q(0) \in \Gamma$. Let $N$ denote the "global" center manifold that contains $N_{\text {loc }}$, i.e., the invariant manifold of (5) obtained from $N_{\text {loc }}$ by completing solution curves. $N$ meets each space $\mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}, \mu_{3}\right)\right\} \times \mathbb{R},\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ small, in a two-dimensional surface, which we identify with a surface $N\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ in $\mathbb{R}^{2} \times \mathbb{R}$ ( $x t$-space). Let $L$ be a line segment in $\mathbb{R}^{2}$ perpendicular to $\Gamma$ at $q(0)$. Then the surface $N(0,0,0)$ meets $L \times \mathbb{R}$ transversally in $\mathbb{R}^{2} \times \mathbb{R}$ along the line $\{q(0)\} \times \mathbb{R}$. Therefore for ( $\mu_{1}, \mu_{2}, \mu_{3}$ ) small there is a $C^{k}$ function $x\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right), T$-periodic in $t_{0}$, such that $x\left(0,0,0, t_{0}\right) \equiv q(0)$, and $x\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right) \in N\left(\mu_{1}, \mu_{2}, \mu_{3}\right) \cap L \times\left\{t_{0}\right\}$. Since a $C^{k}$ vector field has a $C^{k}$ flow, there is a $C^{k}$ family of solutions of (3):

$$
q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t\right), \quad\left(\mu_{1}, \mu_{2}, \mu_{3}\right) \quad \text { small, }
$$

such that $q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right)=x\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right)$. Thus

$$
q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}+T, t+T\right)=q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t\right) .
$$

Notice $q^{c}\left(0,0,0, t_{0}, t\right)=q\left(t-t_{0}\right)$, and the curve

$$
\begin{equation*}
\left\{\left(q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t\right), t\right): t \in \mathbb{R}\right\} \tag{7}
\end{equation*}
$$

lies in $N\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$. For $\mu_{1}<0$, the curve (7) lies in the unstable manifold of a $T$-periodic solution of saddle-type of (3); for $\mu_{1}=0$, it lies in the center manifold of a $T$-periodic solution of saddle-node type of (3). (Similar terminology is used in [9], except that the problem studied there is autonomous. See Fig. 3 of [9].)

We next describe coordinates that simplify the differential equation. According to $[1, \S 9.4]$ there is a $C^{k}$ change of coordinates

$$
\begin{equation*}
y\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right)=\left(y_{1}\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right), y_{2}\left(x, \mu_{1}, \mu_{2}, \mu_{3}, t\right)\right), \tag{8}
\end{equation*}
$$

$T$-periodic in $t$, defined for $\|x-p\|, \mu_{1}, \mu_{2}, \mu_{3}$ small, such that (1) $y(p, 0,0,0, t) \equiv 0$; (2) $N_{\text {loc }} \cap \mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}, \mu_{3}, t\right)\right\}$ is transformed into the line $y_{2}=0$; (3) the lines $y_{1}=$ constant in $\mathbb{R}^{2} \times\left\{\left(\mu_{1}, \mu_{2}, \mu_{3}\right)\right\}$ are mapped into each other by the $\left(t_{1}, t_{2}\right)$-advance maps. In other words, in the new coordinates (3) becomes the $C^{k}$ differential equation

$$
\begin{aligned}
& \dot{y_{1}}=a\left(y_{1}, \mu_{1}, \mu_{2}\right)+\mu_{3} b\left(y_{1}, \mu_{1}, \mu_{2}, \mu_{3}, t\right), \\
& \dot{y_{2}}=y_{2}\left[c\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}\right)+\mu_{3} e\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}, \mu_{3}, t\right)\right] .
\end{aligned}
$$

Since the stable manifold of the constant solution (6) necessarily is transformed into the plane $y_{1}=0$ in $\mathbb{R}^{2} \times\{(0,0,0)\} \times \mathbb{R}$, it is easy to arrange that

$$
D_{x} y(p, 0,0,0, t) u \equiv(1,0), \quad D_{x} y(p, 0,0,0, t) v \equiv(0,1)
$$

We may also assume the coordinates are chosen so that for each ( $\mu_{2}, \mu_{3}$ ), the fixed point of $P_{\left(0, \mu_{2}, \mu_{3}\right)}$ near $p$ corresponds to $y_{1}=y_{2}=0$.

Consider the system

$$
\begin{align*}
& \dot{y_{1}}=a\left(y_{1}, \mu_{1}, \mu_{2}\right)+\mu_{3} b\left(y_{1}, \mu_{1}, \mu_{2}, \mu_{3}, t\right), \\
& \dot{y_{2}}=y_{2}\left[c\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}\right)+\mu_{3} e\left(y_{1}, y_{2}, \mu_{1}, \mu_{2}, \mu_{3}, t\right)\right],  \tag{9}\\
& \dot{\mu_{i}}=0, \quad i=1,2,3 .
\end{align*}
$$

As in [9] it can be shown that the fixed points of the time ( $0, T$ ) advance map of (9) near $((0,0), 0,0,0)$ comprise a set of the form

$$
\left\{\left(\left(\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}\right), 0\right),-\delta^{2}, \mu_{2}, \mu_{3}\right):\left(\delta, \mu_{2}, \mu_{3}\right) \text { small }\right\}
$$

with $\hat{p}_{1}$ of class $C^{k-2}$,

$$
\hat{p}_{1}\left(0, \mu_{2}, \mu_{3}\right) \equiv 0 \quad \text { and } \quad \frac{\partial p_{1}}{\partial \delta}\left(0, \mu_{2}, \mu_{3}\right)>0 .
$$

Let $\left(\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right), 0\right)$ denote the $T$-periodic solution of

$$
\begin{align*}
& \dot{y}_{1}=a\left(y_{1},-\delta^{2}, \mu_{2}\right)+\mu_{3} b\left(y_{1},-\delta^{2}, \mu_{2}, \mu_{3}, t\right), \\
& \dot{y}_{2}=y_{2}\left[c\left(y_{1}, y_{2},-\delta^{2}, \mu_{2}\right)+\mu_{3} e\left(y_{1}, y_{2},-\delta^{2}, \mu_{2}, \mu_{3}, t\right)\right] \tag{10}
\end{align*}
$$

that has $\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, 0\right)=\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}\right)$.
Let $x=x\left(y, \mu_{1}, \mu_{2}, \mu_{3}, t\right)$ be the change of coordinates inverse to (8). Define

$$
p\left(\delta, \mu_{2}, \mu_{3}\right)=x\left(\left(\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}\right), 0\right),-\delta^{2}, \mu_{2}, \mu_{3}, 0\right) .
$$

Then $p\left(\delta, \mu_{2}, \mu_{3}\right)$ is $C^{k-2}, p(0,0,0)=p$ and $p\left(\delta, \mu_{2}, \mu_{3}\right)$ is a fixed point of saddle-node type of $P_{\left(0, \mu_{2}, \mu_{3}\right)}$ if $\delta=0$; a fixed point of saddle type of $P_{\left(-\delta^{2}, \mu_{2}, \mu_{3}\right)}$ if $\delta>0$; a sink of $P_{\left(-\delta^{2}, \mu_{2}, \mu_{3}\right)}$ if $\delta<0$. Let $p\left(\delta, \mu_{2}, \mu_{3}, t\right)=x\left(\left(\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right), 0\right),-\delta^{2}, \mu_{2}, \mu_{3}, t\right)$, the $T$ periodic solution of (4) with $p\left(\delta, \mu_{2}, \mu_{3}, 0\right)=p\left(\delta, \mu_{2}, \mu_{3}\right)$.

System (10) has at the $T$-periodic solution ( $\left.\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right), 0\right)$ the invariant manifold $\left\{\left(y_{1}, y_{2}, t\right): y_{1}=\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right)\right\}$. For $\delta=0$, this surface is the stable manifold of the saddle-node $T$-periodic solution ( $\left.\hat{p}_{1}\left(0, \mu_{2}, \mu_{3}, t\right), 0\right)$ of $(10)$; for $\delta>0$ it is the stable manifold of the saddle $T$-periodic solution ( $\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right), 0$ ) of (10); and for $\delta<0$, it is the strong stable manifold of the attracting $T$-periodic solution ( $\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right), 0$ ) of (10). Returning to $x$-coordinates, we find that (4) has at the $T$-periodic solution $p\left(\delta, \mu_{2}, \mu_{3}, t\right)$ the local invariant manifold $\left\{\left(x\left(\left(y_{1}, y_{2}\right),-\delta^{2}, \mu_{2}, \mu_{3}, t\right), t\right): y_{1}=\right.$ $\left.\hat{p}_{1}\left(\delta, \mu_{2}, \mu_{3}, t\right)\right\}$.

For each ( $\delta, \mu_{2}, \mu_{3}$ ) the local invariant manifold of (4) constructed above extends to a "global" invariant manifold $Q\left(\delta, \mu_{2}, \mu_{3}\right)$ by completing solution curves. $Q\left(\delta, \mu_{2}, \mu_{3}\right)$ is a two-dimensional submanifold of $\mathbb{R}^{2} \times \mathbb{R}$ that depends $C^{k-2}$ on $\left(\delta, \mu_{2}, \mu_{3}\right)$. Notice that $Q(0,0,0)$ contains $\Gamma \times \mathbb{R}$. Now a construction similar to that of $q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t\right)$ yields a $C^{k-2}$ family

$$
q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t\right), \quad\left(\delta, \mu_{2}, \mu_{3}\right) \text { small, }
$$

each a solution of (4), such that $q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right) \in L,\left(q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t\right), t\right) \in$ $Q\left(\delta, \mu_{2}, \mu_{3}\right), \quad q^{s}\left(0,0,0, t_{0}, t\right)=q\left(t-t_{0}\right), \quad$ and $\quad q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}+T, t+T\right)=$ $q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t\right)$.

We can now discuss homoclinic solution of (1). For any vector $w=\left(w_{1}, w_{2}\right) \in R^{2}$, recall that $w^{\perp}=\left(-w_{2}, w_{1}\right)$. If $z=\left(z_{1}, z_{2}\right)$, let $w \wedge z=w_{1} z_{2}-w_{2} z_{1}=w^{\perp} \cdot z$. Define $d^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right)$ and $d^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)$ by

$$
\begin{aligned}
q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right) & =q(0)+\left[d^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right) /\|f(q(0), 0,0)\|^{2}\right] f^{\perp}(q(0), 0,0), \\
q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right) & =q(0)+\left[d^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right) /\|f(q(0), 0,0)\|^{2}\right] f^{\perp}(q(0), 0,0) .
\end{aligned}
$$

Then $d^{c}$ is $C^{k}$ and $d^{s}$ is $C^{k-2}$. We have

$$
\begin{aligned}
d^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}\right) & =f^{\perp}(q(0), 0,0) \cdot\left[q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right)-q(0)\right] \\
& =f(q(0), 0,0) \wedge\left[q^{c}\left(\mu_{1}, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right)-q(0)\right] .
\end{aligned}
$$

Similarly,

$$
d^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=f(q(0), 0,0) \wedge\left[q^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}, t_{0}\right)-q(0)\right] .
$$

There is a homoclinic orbit of (4) asymptotic to the $T$-periodic solution $p\left(\delta, \mu_{2}, \mu_{3}, t\right)$ if and only if $\delta \geqq 0$ and for some $t_{0}$,

$$
d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=d_{\text {def }}^{c}\left(-\delta^{2}, \mu_{2}, \mu_{3}, t_{0}\right)-d^{s}\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=0
$$

Here $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)$ is $C^{k-2}$. The homoclinic orbit is transverse if, in addition, $\left(\partial d / \partial t_{0}\right)\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right) \neq 0$.
4. Proof of Theorem 1. Since for $\mu_{3}=0$ the perturbation is autonomous, the formulas for $\partial d / \partial \delta$ and $\partial d / \partial \mu_{2}$ follow immediately from [9]. We shall derive the formula for $\partial d / \partial \mu_{3}$. To simplify the notation, we set

$$
\begin{aligned}
& f\left(x, \mu_{3}\right)=f\left(x, 0,0, \mu_{3}\right), \\
& g\left(x, \mu_{3}, t\right)=g\left(x, 0,0, \mu_{3}, t\right), \\
& p\left(\mu_{3}\right)=p\left(0,0, \mu_{3}\right), \\
& p\left(\mu_{3}, t\right)=p\left(0,0, \mu_{3}, t\right), \\
& q^{c, s}\left(\mu_{3}, t_{0}, t\right)=q^{c, s}\left(0,0, \mu_{3}, t_{0}, t\right), \\
& d^{c, s}\left(\mu_{3}, t_{0}\right)=d^{c, s}\left(0,0, \mu_{3}, t_{0}\right) .
\end{aligned}
$$

For $q^{c, s}\left(\mu_{3}, t_{0}, t\right)$, we have the variational equations

$$
\frac{d}{d t} \frac{\partial q^{c, s}}{\partial \mu_{3}}\left(0, t_{0}, t\right)=D_{x} f\left(q\left(t-t_{0}\right), 0\right) \frac{\partial q^{c, s}}{\partial \mu_{3}}\left(0, t_{0}, t\right)+\frac{\partial g}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0, t\right) .
$$

Define

$$
\begin{equation*}
\Delta_{\mu_{3}}^{c, s}\left(t_{0}, t\right)=f\left(q\left(t-t_{0}\right), 0\right) \wedge \frac{\partial q^{c, s}}{\partial \mu_{3}}\left(0, t_{0}, t\right) \tag{c,s}
\end{equation*}
$$

For $d^{c, s}\left(\mu_{3}, t_{0}\right)$ we have the derivative formulas

$$
\frac{\partial d^{c, s}}{\partial \mu_{3}}\left(0, t_{0}\right)=\Delta_{\mu_{3}}^{c, s}\left(t_{0}, t_{0}\right) .
$$

Using the variational equations for $q^{c}$ and $q^{s}$, we compute as in [3]:

$$
\frac{d}{d t} \Delta_{\mu_{3}}^{c, s}\left(t_{0}, t\right)=\operatorname{div} f\left(q\left(t-t_{0}\right), 0\right) \Delta_{\mu_{3}}^{c, s}\left(t_{0}, t\right)+f\left(q\left(t-t_{0}\right), 0\right) \wedge \frac{\partial g}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0, t\right)
$$

Solving these linear differential equations, we obtain, for any $t_{1}$

$$
\begin{align*}
\Delta_{\mu_{3}}^{c, s}\left(t_{0}, t_{0}\right)= & \Delta_{\mu_{3}}^{c, s}\left(t_{0}, t_{1}\right) \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(t-t_{0}\right), 0\right) d t\right] \\
& -\int_{t_{0}}^{t_{1}} \exp \left[-\int_{t_{0}}^{t} \operatorname{div} f\left(q\left(s-t_{0}\right), 0\right) d s\right]  \tag{c,s}\\
& \cdot f\left(q\left(t-t_{0}\right), 0\right) \wedge \frac{\partial g}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0, t\right) d t .
\end{align*}
$$

We define new $C^{k}$ coordinates $y\left(x, \mu_{3}, t\right), T$-periodic in $t$, on $\mathbb{R}^{2}$ near $p$, such that

$$
\begin{equation*}
y\left(p\left(\mu_{3}, t\right), \mu_{3}, t\right) \equiv 0 \tag{13}
\end{equation*}
$$

the local stable manifold of the $T$-periodic solution $p\left(\mu_{3}, t\right)$ becomes the plane $y_{1}=0$ in $y t$-space, and the local center manifold of $p\left(\mu_{3}, t\right)$ becomes the plane $y_{2}=0$ in $y t$-space. (This coordinate change is a little different from that used in § 2.)

We shall first study ( $12^{s}$ ) in the limit $t_{1} \rightarrow \infty$. Define

$$
\begin{align*}
\tilde{q}^{s}\left(\mu_{3}, t_{0}, t\right) & =y\left(q^{s}\left(\mu_{3}, t_{0}, t\right), \mu_{3}, t\right)  \tag{14}\\
& =\left(0, y_{2}\left(\mu_{3}, t_{0}, t\right)\right) .
\end{align*}
$$

Since $q^{s}\left(\mu_{3}, t_{0}, t\right) \rightarrow p\left(\mu_{3}, t\right)$ as $t \rightarrow \infty$, for each $\mu_{3}$ near $0, \tilde{q}^{s}\left(\mu_{3}, t_{0}, t\right)$ and hence $y_{2}\left(\mu_{3}, t_{0}, t\right)$ are defined for sufficiently large $t$.

Lemma 1. $\left(\partial y_{2} / \partial \mu_{3}\right)\left(0, t_{0}, t\right) \rightarrow 0$ as $t \rightarrow \infty$.
We shall postpone the proof of Lemma 1 to §5. From Lemma 1 and (14) it follows immediately that

$$
\begin{equation*}
\frac{\partial q^{s}}{\partial \mu_{3}}\left(0, t_{0}, t\right) \rightarrow 0 \quad \text { as } t \rightarrow \infty . \tag{15}
\end{equation*}
$$

By (14),

$$
\begin{equation*}
\frac{\partial q^{s}}{\partial \mu_{3}}\left(0, t_{0}, t\right)=D_{x} y\left(q\left(t-t_{0}\right), 0, t\right) \frac{\partial q^{s}}{\partial \mu_{3}}\left(0, t_{0}, t\right)+\frac{\partial y}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0, t\right) . \tag{16}
\end{equation*}
$$

By (13),

$$
\begin{equation*}
D_{x} y(p, 0, t) \frac{\partial p}{\partial \mu_{3}}(0, t)+\frac{\partial y}{\partial \mu_{3}}(p, 0, t)=0 . \tag{17}
\end{equation*}
$$

Let $t \rightarrow \infty$ in (16). Then $q\left(t-t_{0}\right) \rightarrow p$, so (15), (16), (17), and the invertibility of $D_{x} y$ imply

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left[\frac{\partial q^{s}}{\partial \mu_{3}}\left(0, t_{0}, t\right)-\frac{\partial p}{\partial \mu_{3}}(0, t)\right]=0 . \tag{18}
\end{equation*}
$$

Since $\left(\partial p / \partial \mu_{3}\right)(0, t)$ is $T$-periodic in $t,\left(\partial q^{s} / \partial \mu_{3}\right)\left(0, t_{0}, t\right)$ is asymptotically $T$-periodic in $t$ as $t \rightarrow \infty$.

Using ( $11^{s}$ ) we rewrite ( $12^{s}$ ) as

$$
\begin{aligned}
-\Delta_{\mu_{3}}^{s}\left(t_{0}, t\right)= & \frac{\partial q^{s}}{\partial \mu_{3}}\left(0, t_{0}, t_{1}\right) \wedge f\left(q\left(t_{1}-t_{0}\right), 0\right) \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(t-t_{0}\right), 0\right) d t\right] \\
& +\int_{t_{0}}^{t_{1}} \exp \left[-\int_{t_{0}}^{t} \operatorname{div} f\left(q\left(s-t_{0}\right), 0\right) d s\right] \\
& \cdot f\left(q\left(t-t_{0}\right), 0\right) \wedge \frac{\partial g}{\partial \mu_{3}}\left(q\left(t-t_{0}\right), 0, t\right) d t .
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}-t_{0}\right), 0\right) \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(t-t_{0}\right), 0\right) d t\right] \\
& \quad=\lim _{t_{1} \rightarrow \infty} f\left(q\left(t_{1}-t_{0}\right), 0\right) \exp \left[-\int_{0}^{t_{1}-t_{0}} \operatorname{div} f(q(s), 0) d s\right]
\end{aligned}
$$

is a negative multiple of $v$ by [9]. Therefore (18) implies that the first summand of (19) is asymptotically periodic in $t_{1}$ as $t_{1} \rightarrow \infty$ with period $T$. Therefore the second summand of (19), the integral, is asymptotically periodic in $t_{1}$ as $t_{1} \rightarrow \infty$ with period $T$.

Next we shall study ( $12^{c}$ ) in the limit $t_{1} \rightarrow-\infty$. Define

$$
\begin{align*}
\tilde{q}^{c}\left(\mu_{3}, t_{0}, t\right) & =y\left(q^{c}\left(\mu_{3}, t_{0}, t\right), \mu_{3}, t\right)  \tag{20}\\
& =\left(y_{1}\left(\mu_{3}, t_{0}, t\right), 0\right) .
\end{align*}
$$

Since $q^{c}\left(\mu_{3}, t_{0}, t\right) \rightarrow p\left(\mu_{3}, t\right)$ as $t \rightarrow-\infty$, for each $\mu_{3}$ near $0, \tilde{q}^{c}\left(\mu_{3}, t_{0}, t\right)$ and hence $y_{1}\left(\mu_{3}, t_{0}, t\right)$ are defined for sufficiently negative $t$.

Lemma 2. $\left(\partial y_{1} / \partial \mu_{3}\right)\left(0, t_{0}, t\right) \rightarrow 0$ as $t \rightarrow-\infty$.
We postpone the proof of Lemma 2 to §6. Given Lemma 2, we prove as in [9] that the first summand of $\left(12^{c}\right)$ approaches zero as $t_{1} \rightarrow-\infty$, so that the second summand of $\left(12^{c}\right)$, the integral, approaches a limit as $t_{1} \rightarrow-\infty$. Therefore,

$$
\begin{equation*}
\Delta_{\mu_{3}}^{c}\left(t_{0}, t_{0}\right)=\int_{-\infty}^{t_{0}} \exp \left[-\int_{t_{0}}^{t} \operatorname{div} f\left(q\left(s-t_{0}\right), 0\right) d s\right] f\left(q\left(t-t_{0}\right), 0\right) \tag{21}
\end{equation*}
$$

$$
\wedge \frac{\partial g}{\partial \mu_{3}}\left(t-t_{0}, 0, t\right) d t
$$

The formula for $\partial d / \partial \mu_{3}$ in Theorem 1 now follows by adding (21) to (19) and using (18).
5. Proof of Lemma 1. To simplify notation, we fix $t_{0}$ and let $z\left(\mu_{3}, t\right)=y_{2}\left(\mu_{3}, t_{0}, t\right)$. Then $z\left(\mu_{3}, t\right)$ satisfies a differential equation of the form

$$
\begin{equation*}
\dot{z}=-\lambda\left(\mu_{3}, t\right) z\left(1+z G\left(z, \mu_{3}, t\right)\right), \tag{22}
\end{equation*}
$$

where $\lambda(0, t) \equiv \lambda>0, G(z, 0, t)$ is independent of $t, \lambda\left(\mu_{3}, t\right)$ and $G\left(z, \mu_{3}, t\right)$ are $T$-periodic in $t$. When $\mu_{3}=0$ we can solve (22) by separation of variables as in [9] to obtain

$$
\begin{equation*}
z(0, t)=\mathscr{O}\left(e^{-\lambda t}\right) \quad \text { as } t \rightarrow \infty . \tag{23}
\end{equation*}
$$

Using (23), we find that the variational equation for (22) along $z(0, t)$ is

$$
\frac{d}{d t} \frac{\partial z}{\partial \mu_{3}}(0, t)=A(t) \frac{\partial z}{\partial \mu_{3}}(0, t)+B(t)
$$

where $A(t)=-\lambda+\mathscr{O}\left(e^{-\lambda t}\right)$ as $t \rightarrow \infty, B(t)=\mathscr{O}\left(e^{-\lambda t}\right)$ as $t \rightarrow \infty$. Therefore

$$
\begin{aligned}
\frac{\partial z}{\partial \mu_{3}}(0, t) & =\int_{0}^{t} B(s) \exp \left(\int_{s}^{t} A(r) d r\right) d s \\
& =\int_{0}^{t} \mathscr{O}\left(e^{-\lambda s}\right) \exp \left(\int_{s}^{t}-\lambda+\mathcal{O}\left(e^{-\lambda r}\right) d r\right) d s \\
& =\int_{0}^{t} \mathscr{O}\left(e^{-\lambda s}\right) e^{-\lambda(t-s)} \exp \left(\int_{s}^{t} \mathscr{O}\left(e^{-\lambda r}\right) d r\right) d s \\
& \leqq K t e^{-\lambda t} \rightarrow 0 \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

6. Proof of Lemma 2. The function $y_{1}\left(\mu_{3}, t_{0}, t\right)$ satisfies a differential equation of the form

$$
\begin{equation*}
\dot{z}=h\left(z, \mu_{3}, t\right) \tag{24}
\end{equation*}
$$

with $h T$-periodic in $t$ and $h\left(0, \mu_{3}, t\right) \equiv 0$. We have

$$
h(z, 0, t)=\eta z^{2}(1+z H(z))
$$

with $\eta>0$. Moreover, for $\mu_{3}$ small the time $\left(t_{0}, t_{0}+T\right)$ advance map of (24) has the form

$$
\begin{equation*}
z \rightarrow z+A\left(\mu_{3}, t_{0}\right) z^{2}\left(1+B\left(z, \mu_{3}, t_{0}\right)\right) \tag{25}
\end{equation*}
$$

with $A\left(\mu_{3}, t_{0}\right)=A_{1}+\mu_{3} A_{2}\left(\mu_{3}, t_{0}\right), B\left(z, \mu_{3}, t_{0}\right)=z\left[B_{1}(z)+\mu_{3} B_{2}\left(z, \mu_{3}, t_{0}\right)\right], A_{2}$ and $B_{2}$ $T$-periodic in $t_{0}$.

Let $\zeta\left(z, \mu_{3}, t_{0}, t\right)$ be the solution of (24) that has the value $z$ at $t=t_{0}$. Then

$$
\begin{equation*}
\zeta\left(z, 0, t_{0}, t_{0}+t\right)=\zeta(z, 0,0, t)=z+\eta t z^{2}(1+z C(z, t)) . \tag{26}
\end{equation*}
$$

Comparing (25) and (26), we see that

$$
\begin{equation*}
A_{1}=\eta T \quad \text { and } \quad B_{1}(z)=C(z, t) \tag{27}
\end{equation*}
$$

Choose numbers $m$ and $n$ such that $m T<A_{2}\left(\mu_{3}, t_{0}\right)<n T$ for $\mu_{3}$ small and all $t_{0}$. Let $\eta_{*}\left(\mu_{3}\right)=\eta+m \mu_{3}, \eta^{*}\left(\mu_{3}\right)=\eta+n \mu_{3}$. Then for $\mu_{3}>0$ small and any $t_{0}$,

$$
\begin{equation*}
\eta_{*}\left(\mu_{3}\right) T<A\left(\mu_{3}, t_{0}\right)<\eta^{*}\left(\mu_{3}\right) T . \tag{28}
\end{equation*}
$$

Consider, in addition to (25), the autonomous differential equations

$$
\begin{align*}
& \dot{z}=\eta_{*}\left(\mu_{3}\right) z^{2}(1+z H(z)),  \tag{29}\\
& \dot{z}=\eta^{*}\left(\mu_{3}\right) z^{2}(1+z H(z)) . \tag{30}
\end{align*}
$$

The flows are

$$
\begin{align*}
& \zeta_{*}\left(z, \mu_{3}, t\right)=z+\eta_{*}\left(\mu_{3}\right) t z^{2}\left(1+z\left[C(z, t)+\mu_{3} C_{*}\left(z, \mu_{3}, t\right)\right]\right)  \tag{31}\\
& \zeta^{*}\left(z, \mu_{3}, t\right)=z+\eta^{*}\left(\mu_{3}\right) t z^{2}\left(1+z\left[C(z, t)+\mu_{3} C^{*}\left(z, \mu_{3}, t\right)\right]\right) . \tag{32}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\zeta^{*}(z, 0, t)=\zeta\left(z, 0, t_{0}, t_{0}+t\right)=\zeta_{*}(z, 0, t) \tag{33}
\end{equation*}
$$

for $z$ small and any $t_{0}, t$. From (25), (27), (28), (31), (32), and $\eta>0$, it follows that for $z>0$ and $\mu_{3}>0$ small, any $t_{0}$, and any integer $N<0$,

$$
\begin{equation*}
\zeta^{*}\left(z, \mu_{3}, N T\right)<\zeta\left(z, \mu_{3}, t_{0}, t_{0}+N T\right)<\zeta_{*}\left(z, \mu_{3}, N T\right) \tag{34}
\end{equation*}
$$

Now fix $t_{0}$ and consider $s \in\left[t_{0}-T, t_{0}\right]$. Let $z\left(\mu_{3}, s\right)=y_{1}\left(\mu_{3}, t_{0}, s\right)$, so that

$$
\begin{equation*}
y_{1}\left(\mu_{3}, t_{0}, s+N T\right)=\zeta\left(z\left(\mu_{3}, s\right), \mu_{3}, s, s+N T\right) \tag{35}
\end{equation*}
$$

Then (34) and (35) imply for $\mu_{3}>0$ small and any integer $N<0$,

$$
\begin{equation*}
\zeta^{*}\left(z\left(\mu_{3}, s\right), \mu_{3}, N T\right)<y_{1}\left(\mu_{3}, t_{0}, s+N T\right)<\zeta_{*}\left(z\left(\mu_{3}, s\right), \mu_{3}, N T\right) . \tag{36}
\end{equation*}
$$

Also, (33) and (35) imply, for any integer $N$,

$$
\begin{equation*}
\zeta^{*}(z(0, s), 0, N T)=y_{1}\left(0, t_{0}, s+N T\right)=\zeta_{*}(z(0, s), 0, N T) . \tag{37}
\end{equation*}
$$

Let $\theta^{*}\left(\mu_{3}, s, t\right)=\zeta^{*}\left(z\left(\mu_{3}, s\right), \mu_{3}, t\right), \theta_{*}\left(\mu_{3}, s, t\right)=\zeta_{*}\left(z\left(\mu_{3}, s\right), \mu_{3}, t\right)$. For each fixed $\left(\mu_{3}, s\right), \theta^{*}\left(\mu_{3}, s, t\right)$ (resp. $\theta_{*}\left(\mu_{3}, s, t\right)$ ) is a solution of (30) (resp. (29)). Then (36) and (37) imply, for any integer $N<0$,

$$
\begin{equation*}
\frac{\partial \theta^{*}}{\partial \mu_{3}}(0, s, N T) \leqq \frac{\partial y_{1}}{\partial \mu_{3}}\left(0, t_{0}, s+N T\right) \leqq \frac{\partial \theta_{*}}{\partial \mu_{3}}(0, s, N T) . \tag{38}
\end{equation*}
$$

The proof of Lemma 3 in [9] can easily be adapted to show that

$$
\begin{equation*}
\lim _{t \rightarrow-\infty} \frac{\partial \theta^{*}}{\partial \mu_{3}}(0, s, t)=\lim _{t \rightarrow-\infty} \frac{\partial \theta_{*}}{\partial \mu_{3}}(0, s, t)=0, \tag{39}
\end{equation*}
$$

and the limit is uniform in $s \in\left[t_{0}-T, t_{0}\right]$. On the other hand, every $t<t_{0}$ can be expressed as $t=s+N T, s \in\left[t_{0}-T, t_{0}\right], N$ a negative integer. Lemma 2 therefore follows from (38) and (39).
7. Proof of Theorem 2. Since $d\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) \equiv 0$, we have

$$
\begin{align*}
d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=\frac{\partial d}{\partial \mu_{2}} & \left(\delta, \mu_{2}(\delta), 0, t_{0}\right)\left(\mu_{2}-\mu_{2}(\delta)\right) \\
& +\frac{\partial d}{\partial \mu_{3}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) \mu_{3}  \tag{40}\\
& +o\left(\left|\mu_{2}-\mu_{2}(\delta)\right|+\left|\mu_{3}\right|\right) .
\end{align*}
$$

Since $\left(\partial d / \partial \mu_{2}\right)\left(0,0,0, t_{0}\right)$ is a nonzero constant, by the implicit function theorem there is a $C^{k-2}$ function $\gamma\left(\delta, \mu_{3}, t_{0}\right), T$-periodic in $t_{0}$, such that for $\delta, \mu_{2}-\mu_{2}(\delta)$, and $\mu_{3}$ small, $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=0$ if and only if

$$
\begin{equation*}
\mu_{2}-\mu_{2}(\delta)=\gamma\left(\delta, \mu_{3}, t_{0}\right)=\gamma_{1}\left(\delta, t_{0}\right) \mu_{3}+o\left(\mu_{3}\right) \tag{41}
\end{equation*}
$$

For fixed $\left(\delta, \mu_{2}, \mu_{3}\right)$ there is a solution $t_{o}$ of (41) if and only if

$$
\min _{t_{0}} \gamma\left(\delta, \mu_{3}, t_{0}\right) \leqq \mu_{2}-\mu_{2}(\delta) \leqq \max _{t_{0}} \gamma\left(\delta, \mu_{2}, t_{0}\right) .
$$

If $\mu_{3} \neq 0$, an extremum with respect to $t_{0}$ of $\gamma\left(\delta, \mu_{3}, t_{0}\right)$ is also an extremum with respect to $t_{0}$ of

$$
\begin{equation*}
\xi\left(\delta, \mu_{3}, t_{0}\right)=\frac{1}{\mu_{3}} \gamma\left(\delta, \mu_{3}, t_{0}\right)=\gamma_{1}\left(\delta, t_{0}\right)+\mathscr{O}\left(\mu_{3}\right) \tag{42}
\end{equation*}
$$

$\xi$ is $T$-periodic in $t_{0}$. At an extremum with respect to $t_{0}$ of $\xi$ we have

$$
\frac{\partial \xi}{\partial t_{0}}\left(\delta, \mu_{3}, t_{0}\right)=\frac{\partial \gamma_{1}}{\partial t_{0}}\left(\delta, t_{0}\right)+\mathcal{O}\left(\mu_{3}\right)=0
$$

If we substitute (41) into (40), set $d=0$, and solve to order $\mu_{3}$, we obtain

$$
\begin{equation*}
\gamma_{1}\left(\delta, t_{0}\right)=-\frac{\partial d}{\partial \mu_{3}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) / \frac{\partial d}{\partial \mu_{2}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) \tag{43}
\end{equation*}
$$

(Of course this formula is also a consequence of the implicit function theorem.) Thus $\gamma_{1}\left(0, t_{0}\right)=M\left(t_{0}\right)$. By assumption, at $t_{0}=t_{0}^{\min }$ we have $M^{\prime}\left(t_{0}\right)=0$ and $M^{\prime \prime}\left(t_{0}\right)>0$. By the implicit function theorem there is a function $t_{*}\left(\delta, \mu_{3}\right)$, defined for ( $\delta, \mu_{3}$ ) near $(0,0)$, with $t_{*}(0,0)=t_{0}^{\min }$, such that $\left(\partial \xi / \partial t_{0}\right)\left(\delta, \mu_{3}, t_{*}\left(\delta, \mu_{3}\right)\right)=0$. Since $M\left(t_{0}\right)$ attains its minimum on $0 \leqq t<T$ uniquely at $t_{0}=t_{0}^{\min }$, it follows easily from (42) that for ( $\delta, \mu_{3}$ ) small, $\xi\left(\delta, \mu_{3}, t_{0}\right)$ attains its minimum on $0 \leqq t_{0}<T$ uniquely at $t_{*}\left(\delta, \mu_{3}\right)$. Let $\gamma_{*}\left(\delta, \mu_{3}\right)=\gamma\left(\delta, \mu_{3}, t_{*}\left(\delta, \mu_{3}\right)\right)$. A similar argument at $t=t_{0}^{\max }$ allows us to define $\gamma^{*}\left(\delta, \mu_{3}\right)$.

For a transverse homoclinic orbit we need $d\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right)=0$ and $\left(\partial d / \partial t_{0}\right)$ $\left(\delta, \mu_{2}, \mu_{3}, t_{0}\right) \neq 0$. We shall now show that for $\delta, \mu_{2}-\mu_{2}(\delta)$, and $\mu_{3} \neq 0$ all small, the only simultaneous solutions of $d=0$ and $\left(\partial d / \partial t_{0}\right)=0$ occur when $\mu_{2}-\mu_{2}(\delta)=\gamma_{*}\left(\delta, \mu_{3}\right)$ or $\mu_{2}-\mu_{2}(\delta)=\gamma^{*}\left(\delta, \mu_{3}\right)$. By (41) it suffices to consider

$$
\begin{align*}
\frac{\partial d}{\partial t_{0}} & \left(\delta, \mu_{2}(\delta)+\gamma\left(\delta, \mu_{3}, t_{0}\right), \mu_{3}, t_{0}\right) \\
& =\left[\frac{\partial^{2} d}{\partial \mu_{2} \partial t_{0}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) \frac{\partial \gamma}{\partial \mu_{3}}\left(\delta, 0, t_{0}\right)+\frac{\partial^{2} d}{\partial \mu_{3} \partial t_{0}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right)\right] \mu_{3}+o\left(\mu_{3}\right) . \tag{44}
\end{align*}
$$

But $\left(\partial \gamma / \partial \mu_{3}\right)\left(\delta, 0, t_{0}\right)=\gamma_{1}\left(\delta, t_{0}\right)$. We substitute (43) into (44) and rearrange to obtain

$$
\begin{align*}
\frac{\partial d}{\partial t_{0}}(\delta, & \left.\mu_{2}(\delta)+\gamma\left(\delta, \mu_{3}, t_{0}\right), \mu_{3}, t_{0}\right)  \tag{45}\\
& =\frac{\partial d}{\partial \mu_{2}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) \cdot \frac{\partial}{\partial t_{0}}\left[\frac{\partial d}{\partial \mu_{3}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right) / \frac{\partial d}{\partial \mu_{2}}\left(\delta, \mu_{2}(\delta), 0, t_{0}\right)\right] \mu_{3}+o\left(\mu_{3}\right) \\
& =\left[\frac{\partial d}{\partial \mu_{2}}\left(0,0,0, t_{0}\right)+\mathscr{O}(\delta)\right] \cdot\left[M^{\prime}\left(t_{0}\right)+\mathcal{O}(\delta)\right] \mu_{3}+o\left(\mu_{3}\right) .
\end{align*}
$$

For $\mu_{3} \neq 0$, (45) is zero if and only if $1 / \mu_{3} \cdot(45)$ is zero. Since $M^{\prime}\left(t_{0}\right)=0$ if and only if $t_{0}=t_{0}^{\min }$ or $t_{0}=t_{0}^{\max }$, and $M^{\prime \prime} \neq 0$ at these points, we may use the implicit function theorem to show that for $\delta, \mu_{2}-\mu_{2}(\delta)$, and $\mu_{3} \neq 0$ small, (45) is zero if and only if $t_{0}=t_{*}\left(\delta, \mu_{3}\right)$ or $t_{0}=t^{*}\left(\delta, \mu_{3}\right)$. This implies the result.
8. Dynamics of the Josephson junction. We shall study the family of differential equations (2) using Theorems 1 and 2 . The variable $\phi$ is taken $\bmod 2 \pi$, so that (2) is a family of differential equations on the cylinder. We first set $\varepsilon=0$ in (2), yielding a family of autonomous equations. If $\rho=1$, there is a saddle-node at ( $\pi / 2,0$ ). According to [5], there is a unique $\beta_{0}>0$ such that there is a saddle-node separatrix loop $\Gamma$ at $\rho=1, \beta=\beta_{0}$. We let $u=(1,0), v=\left(-\beta_{0}, 1\right)$; these are eigenvectors at $(\pi / 2,0)$ for the eigenvalues $0,-1 / \beta_{0}$, and they are tangent to $\Gamma$ at $(\pi / 2,0)$. If we put $x=(\phi, y)$, $\nu_{1}=\rho-1, \nu_{2}=\beta-\beta_{0}, \nu_{3}=\varepsilon$, then assumptions (i)-(vi) are satisfied at $p=(\pi / 2,0)[9]$.

There is a $C^{\infty}$ function $\rho=R(\beta, \varepsilon)$, defined near $\left(\beta_{0}, 0\right)$, with $R(\beta, 0) \equiv 1$, such that for $(\rho, \beta, \varepsilon)$ near $\left(1, \beta_{0}, 0\right)$, (2) has a period $2 \pi / \omega$ solution of saddle-node type near the constant solution $(\phi, y) \equiv(\pi / 2,0)$ if and only if $\rho=R(\beta, \varepsilon)$. In order to use Theorem 1, we must calculate $R$ to first order at ( $\beta_{0}, 0$ ).

Lemma 3. $(\partial R / \partial \varepsilon)\left(\beta_{0}, 0\right)=0$.
Let $\rho(\varepsilon)=R\left(\beta_{0}, \varepsilon\right)$. Then

$$
\begin{equation*}
\beta_{0} \ddot{\phi}+\dot{\phi}+\sin \phi=\rho(\varepsilon)+\varepsilon \sin \omega t \tag{46}
\end{equation*}
$$

has a smooth family of $2 \pi / \omega$ periodic solutions $\phi(\varepsilon, t)$, one of whose Floquet multipliers is one. Of course, $\phi(0, t) \equiv \pi / 2$. We shall need to calculate $\phi$ to order $\varepsilon$ at $\varepsilon=0$.

Lemma 4. $\phi(\varepsilon, t)=\pi / 2-\varepsilon\left(\cos \omega t+\beta_{0} \omega \sin \omega t\right) / \omega\left(1+\beta_{0}^{2} \omega^{2}\right)+\mathscr{O}\left(\varepsilon^{2}\right)$.
Proof of Lemmas 3 and 4. Write

$$
\begin{aligned}
& \rho(\varepsilon)=1+\rho_{1} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \phi(\varepsilon, t)=\frac{\pi}{2}+\left(a_{0}+\sum_{n=1}^{\infty} a_{n} \cos n \omega t+\sum_{n=1}^{\infty} b_{n} \sin n \omega t\right) \varepsilon+\mathscr{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\sin \phi(\varepsilon, t) & =\cos \left[\left(a_{0}+\sum_{n=1}^{\infty} a_{n} \cos n \omega t+\sum_{n=1}^{\infty} b_{n} \sin n \omega t\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right] \\
& =1+\mathcal{O}\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Substituting into (46) and collecting terms of order $\varepsilon$, we find that

$$
\begin{aligned}
& -\beta_{0}\left(\sum_{n=1}^{\infty} n^{2} \omega^{2} a_{n} \cos n \omega t+\sum_{n=1}^{\infty} n^{2} \omega^{2} b_{n} \sin n \omega t\right) \\
& \quad-\sum_{n=1}^{\infty} n \omega a_{n} \sin n \omega t+\sum_{n=1}^{\infty} n \omega b_{n} \cos n \omega t=\rho_{1}+\sin \omega t .
\end{aligned}
$$

Therefore, $\rho_{1}=0$, which proves Lemma 3. Also,

$$
\begin{equation*}
a_{1}=\frac{-1}{\omega\left(1+\beta_{0}^{2} \omega^{2}\right)}, \quad b_{1}=\frac{-\beta_{0}}{\left(1+\beta_{0}^{2} \omega^{2}\right)}, \tag{47}
\end{equation*}
$$

and, for $n>1, a_{n}=b_{n}=0$. Thus

$$
\begin{equation*}
\phi(\varepsilon, t)=\frac{\pi}{2}+\left(a_{0}+a_{1} \cos \omega t+b_{1} \sin \omega t\right) \varepsilon+\mathscr{O}\left(\varepsilon^{2}\right) \tag{48}
\end{equation*}
$$

where $a_{1}$ and $b_{1}$ are given by (47) and $a_{0}$ is yet to be determined. To complete the proof of Lemma 4 , we must show that $a_{0}=0$.

Let $y(\varepsilon, t)=(\partial \phi / \partial t)(\varepsilon, t)$. We linearize (2) about $(\phi(\varepsilon, t), y(\varepsilon, t))$ to obtain the variational equation

$$
\frac{\partial}{\partial t}\left[\begin{array}{l}
\psi(\varepsilon, t)  \tag{49}\\
z(\varepsilon, t)
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-\left(1 / \beta_{0}\right) \cos \phi(\varepsilon, t) & -1 / \beta_{0}
\end{array}\right]\left[\begin{array}{c}
\psi(\varepsilon, t) \\
z(\varepsilon, t)
\end{array}\right] .
$$

Since $(\phi(\varepsilon, t), y(\varepsilon, t))$ has exactly one Floquet multiplier that is one, there is a smooth family of solutions $(\psi(\varepsilon, t), z(\varepsilon, t))$ of (49) such that $(\psi(\varepsilon, t), z(\varepsilon, t))$ has period $2 \pi / \omega$ in $t$. We may choose

$$
\begin{equation*}
(\psi(0, t), z(0, t)) \equiv(1,0) \tag{50}
\end{equation*}
$$

since $u=(1,0)$.
Differentiating (49) with respect to $\varepsilon$ we obtain

$$
\frac{\partial}{\partial t}\left[\begin{array}{c}
\frac{\partial \psi}{\partial \varepsilon} \\
\frac{\partial z}{\partial \varepsilon}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-\frac{1}{\beta_{0}} \cos \phi(\varepsilon, t) & -\frac{1}{\beta_{0}}
\end{array}\right]\left[\begin{array}{c}
\frac{\partial \psi}{\partial \varepsilon} \\
\frac{\partial z}{\partial \varepsilon}
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
\frac{1}{\beta_{0}} \sin \phi(\varepsilon, t) \frac{\partial \phi}{\partial \varepsilon} & 0
\end{array}\right]\left[\begin{array}{c}
\psi \\
z
\end{array}\right] .
$$

We set $\varepsilon=0$ and use $\phi(0, t) \equiv \pi / 2$ and (50) to obtain

$$
\frac{\partial}{\partial \mathrm{t}}\left[\begin{array}{l}
\frac{\partial \psi}{\partial \varepsilon}(0, t) \\
\frac{\partial z}{\partial \varepsilon}(0, t)
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial z}{\partial \varepsilon}(0, t) \\
-\frac{1}{\beta_{0}} \frac{\partial \psi}{\partial \varepsilon}(0, t)
\end{array}\right]+\left[\begin{array}{c}
0 \\
\frac{1}{\beta_{0}} \frac{\partial \phi}{\partial \varepsilon}(0, t)
\end{array}\right] .
$$

This constant coefficient nonhomogeneous linear differential equation has the solution

$$
\begin{align*}
& \frac{\partial \psi}{\partial \varepsilon}(0, t)=\frac{\partial \psi}{\partial \varepsilon}(0,0)+\int_{0}^{t} \frac{\partial z}{\partial \varepsilon}(0, s) d s  \tag{51}\\
& \frac{\partial z}{\partial \varepsilon}(0, t)=e^{-t / \beta_{0}}\left[\frac{\partial z}{\partial \varepsilon}(0,0)+\frac{1}{\beta_{0}} \int_{0}^{t} \frac{\partial \phi}{\partial \varepsilon}(0, s) e^{s / \beta_{0}} d s\right] . \tag{52}
\end{align*}
$$

We substitute (48) into (52) and integrate to obtain

$$
\begin{align*}
\frac{\partial z}{\partial \varepsilon}(0, t)= & e^{-t / \beta_{0}}\left[\frac{\partial z}{\partial \varepsilon}(0,0)-a_{0}-\left(a_{1}-\omega \beta_{0} b_{1}\right) /\left(1+\omega^{2} \beta_{0}^{2}\right)\right]  \tag{53}\\
& +a_{0}+\left[\left(a_{1}-\omega \beta_{0} b_{1}\right) \cos \omega t+\left(b_{1}+\omega \beta_{0} a_{1}\right) \sin \omega t\right] /\left(1+\omega^{2} \beta_{0}^{2}\right)
\end{align*}
$$

Now we set $t=2 \pi / \omega$ in (53) and require $(\partial z / \partial \varepsilon)(0,2 \pi / \omega)=(\partial z / \partial \varepsilon)(0,0)$. This yields

$$
\frac{\partial z}{\partial \varepsilon}(0,0)=a_{0}+\left(a_{1}-\omega \beta_{0} b_{1}\right) /\left(1+\omega^{2} \beta_{0}^{2}\right) .
$$

Therefore,

$$
\begin{equation*}
\frac{\partial z}{\partial \varepsilon}(0, t)=a_{0}+\left[\left(a_{1}-\omega \beta_{0} b_{1}\right) \cos \omega t+\left(b_{1}+\omega \beta_{0} a_{1}\right) \sin \omega t\right] /\left(1+\omega^{2} \beta_{0}^{2}\right) \tag{54}
\end{equation*}
$$

We substitute (54) into (51) and integrate to obtain

$$
\begin{equation*}
\frac{\partial \psi}{\partial \varepsilon}(0, t)=\frac{\partial \psi}{\partial \varepsilon}(0,0)+a_{0} t+\left[\left(a_{1}-\omega \beta_{0} b_{1}\right) \sin \omega t-\left(b_{1}+\omega \beta_{0} a_{1}\right) \cos \omega t\right] / \omega\left(1+\omega^{2} \beta_{0}^{2}\right) . \tag{55}
\end{equation*}
$$

Now we set $t=2 \pi / \omega$ in (55) and require $(\partial \varphi / \partial \varepsilon)(0,2 \pi / \omega)=(\partial \varphi / \partial \varepsilon)(0,0)$. We find that $a_{0}=0$. This completes the proof of Lemma 4.

In order to use Theorem 1, we must change to the new parameters

$$
\mu_{1}=\rho-R(\beta, \varepsilon), \quad \mu_{2}=\beta-\beta_{0^{\prime}} \quad \mu_{3}=\varepsilon .
$$

Since $R(\beta, 0) \equiv 1$, and $(\partial R / \partial \varepsilon)\left(\beta_{0}, 0\right)=0$ by Lemma 3, we have

$$
\frac{\partial\left(\mu_{1}, \mu_{2}, \mu_{3}\right)}{\partial(\rho, \beta, \varepsilon)}\left(1, \beta_{0}, 0\right)=\text { Identity. }
$$

Thus instead of calculating derivatives with respect to $\mu_{1}, \mu_{2}, \mu_{3}$ at $(0,0,0)$, we may calculate derivatives with respect to $\rho, \beta, \varepsilon$, at $\left(1, \beta_{0}, 0\right)$.

Let
$f(\phi, y, \rho, \beta)=\left(y, \frac{1}{\beta}(-y-\sin \phi+\rho)\right)$,
$g(\phi, y, \rho, \beta, \varepsilon, t)=(0, \varepsilon \sin \omega t)$,
$q(t)=(\phi(t), y(t))=$ a solution of $(\dot{\phi}, \dot{y})=f\left(\phi, y, 1, \beta_{0}\right)$ that lies in $\Gamma$,
$p(\varepsilon, t)=\left[\begin{array}{c}\phi(\varepsilon, t) \\ y(\varepsilon, t)\end{array}\right]=\left[\begin{array}{c}\pi / 2-\varepsilon\left(\cos \omega t+\beta_{0} \omega \sin \omega t\right) / \omega\left(1+\beta_{0}^{2} \omega^{2}\right)+\mathscr{O}\left(\varepsilon^{2}\right) \\ \varepsilon\left(\omega \sin \omega t-\beta_{0} \omega^{2} \cos \omega t\right) / \omega\left(1+\beta_{0}^{2} \omega^{2}\right)+\mathcal{O}\left(\varepsilon^{2}\right)\end{array}\right]$.
From [9], we know that $(\partial d / \partial \beta)\left(1, \beta_{0}, 0, t_{0}\right)>0$. We now turn to $(\partial d / \partial \varepsilon)$ $\left(1, \beta_{0}, 0, t_{0}\right)$.

Lemma 5. $(\partial d / \partial \varepsilon)\left(1, \beta_{0}, 0, t\right)=A(\omega) \cos \omega t+B(\omega) \sin \omega t$, where

$$
\begin{aligned}
& A(\omega)=\lim _{s_{1} \rightarrow \infty}\left[\frac{k}{\omega} \cos \omega s_{1}+\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \sin \omega s d s\right], \\
& B(\omega)=\lim _{s_{1} \rightarrow \infty}\left[-\frac{k}{\omega} \sin \omega s_{1}+\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \cos \omega s d s\right] .
\end{aligned}
$$

Proof. We have

$$
\frac{\partial p}{\partial \varepsilon}(0, t)=-\left(\cos \omega t\left[\begin{array}{c}
1 \\
\omega^{2} \beta_{0}
\end{array}\right]+\sin \omega t\left[\begin{array}{c}
\omega \beta_{0} \\
-\omega
\end{array}\right]\right) / \omega\left(1+\beta_{0}^{2} \omega\right) .
$$

According to Theorem 1,

$$
\lim _{t \rightarrow \infty} f\left(q\left(t-t_{0}\right), 1, \beta_{0}\right) \exp \left[-\int_{t_{0}}^{t} \operatorname{div} f\left(q\left(s-t_{0}\right), 1, \beta_{0}\right) d s\right]=-k v=-k\left[\begin{array}{c}
\beta_{0}  \tag{56}\\
1
\end{array}\right]
$$

where $k$ is a positive constant. Therefore, as $t_{1} \rightarrow \infty$,

$$
\begin{equation*}
\frac{\partial p}{\partial \varepsilon}\left(0, t_{1}\right) \wedge f\left(q\left(t_{1}-t_{0}\right), 1, \beta_{0}\right) \exp \left[-\int_{t_{0}}^{t_{1}} \operatorname{div} f\left(q\left(s-t_{0}\right), 1, \beta_{0}\right) d s\right] \rightarrow \frac{k}{\omega} \cos \omega t_{1} \tag{57}
\end{equation*}
$$

independent of $t_{0}$.
To study the second summand of the expression for $(\partial d / \partial \varepsilon)\left(1, \beta_{0}, 0, t_{0}\right)$ given by Theorem 1, the integral, we note that

$$
\begin{aligned}
& \operatorname{div} f\left(\phi, y, 1, \beta_{0}\right)=-\frac{1}{\beta_{0}} \\
& \frac{\partial g}{\partial \varepsilon}\left(\phi, y, 1, \beta_{0}, 0, t_{0}\right)=\left[\begin{array}{c}
0 \\
1 / \beta_{0} \sin \omega t
\end{array}\right] \\
& f\left(q\left(t-t_{0}\right), 1, \beta_{0}\right) \wedge \frac{\partial g}{\partial \varepsilon}\left(q\left(t-t_{0}\right), 1, \beta_{0}, 0, t\right)=\left[\begin{array}{l}
\dot{\phi}\left(t-t_{0}\right) \\
\dot{y}\left(t-t_{0}\right)
\end{array}\right] \\
& \wedge\left[\begin{array}{c}
0 \\
1 / \beta_{0} \sin \omega t
\end{array}\right]=\frac{1}{\beta_{0}} \dot{\phi}\left(t-t_{0}\right) \sin \omega t=\frac{1}{\beta_{0}} y\left(t-t_{0}\right) \sin \omega t
\end{aligned}
$$

Therefore the integral becomes

$$
\begin{equation*}
\int_{-\infty}^{t_{1}} e^{\left(t-t_{0}\right) / \beta_{0}} \frac{1}{\beta_{0}} y\left(t-t_{0}\right) \sin \omega t d t \tag{58}
\end{equation*}
$$

Let $s=t-t_{0}, s_{1}=t_{1}-t_{0}$ in (58). We obtain

$$
\begin{equation*}
\left[\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \sin \omega s d s\right] \cos \omega t_{0}+\left[\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \cos \omega s d s\right] \sin \omega t_{0} \tag{54}
\end{equation*}
$$

We now combine (57) and (59) and rewrite $\cos \omega t_{1}=\cos \omega s_{1} \cos \omega t_{0}-$ $\sin \omega s_{1} \sin \omega t_{0}$ :

$$
\begin{aligned}
\frac{\partial d}{\partial \varepsilon}\left(1, \beta_{0}, 0, t_{0}\right)=\lim _{s_{1} \rightarrow \infty}\{ & {\left[\frac{k}{\omega} \cos \omega s_{1}+\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \sin \omega s d s\right] \cos \omega t_{0} } \\
& \left.+\left[-\frac{k}{\omega} \sin \omega s_{1}+\int_{-\infty}^{s_{1}} e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}} \cos \omega s d s\right] \sin \omega t_{0}\right\}
\end{aligned}
$$

where the limit exists by Theorem 1 . Setting $t_{0}=0$ and $t_{0}=\pi / 2 \omega$ we show that each term in square brackets approaches a limit as $s_{1} \rightarrow \infty$. Let $A(\omega)$ and $B(\omega)$ equal these limits.

Lemma 6. $A(\omega) \neq 0$ for all but a discrete set of $\omega$ 's.
Proof. Let

$$
h(s)= \begin{cases}0, & -\infty \leqq s<0 \\ -k, & 0 \leqq s<\infty\end{cases}
$$

Then

$$
\begin{aligned}
& \int_{-\infty}^{s_{1}}\left[e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}}+h(s)\right] \cos \omega s d s \rightarrow B(\omega) \quad \text { as } s_{1} \rightarrow \infty, \\
& \int_{-\infty}^{s_{1}}\left[e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}}+h(s)\right] \sin \omega s d s \rightarrow A(\omega)-\frac{k}{\omega} \quad \text { as } s_{1} \rightarrow \infty .
\end{aligned}
$$

We claim that

$$
\left[e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}}+h(s)\right] e^{s / \beta_{0}} \rightarrow 0 \quad \text { as } s \rightarrow \infty
$$

From formula (29) in [9], for example, we have that

$$
\left[\begin{array}{l}
\phi(t) \\
y(t)
\end{array}\right]=c\left[\begin{array}{c}
-\beta \\
1
\end{array}\right] e^{-t / \beta_{0}+\mathscr{O}\left(e^{-t / \beta_{0}}\right)^{2}}
$$

for a positive constant $c$. Therefore,

$$
\begin{equation*}
e^{t / \beta_{0}} \frac{y(t)}{\beta_{0}}=\frac{c}{\beta_{0}}+\mathscr{O}\left(e^{-t / \beta_{0}}\right) . \tag{60}
\end{equation*}
$$

But (56) can be rewritten as

$$
\lim _{t \rightarrow \infty}\left[\begin{array}{c}
\dot{\phi}(t)  \tag{61}\\
\dot{y}(t)
\end{array}\right] e^{t / \beta_{0}}=-k\left[\begin{array}{c}
-\beta_{0} \\
1
\end{array}\right] .
$$

Since $\dot{\phi}(t)=y(t),(60)$ and (61) imply that $c / \beta_{0}=k$. Therefore (60) implies that as $t \rightarrow \infty$,

$$
e^{t / \beta_{0}} \frac{y(t)}{\beta_{0}}+h(t)=\mathscr{O}\left(e^{-t / \beta_{0}}\right)
$$

Therefore,

$$
e^{t / \beta_{0}} \frac{y(t)}{\beta_{0}}+h(t) \in L^{2}(-\infty, \infty)
$$

On the other hand, the Fourier transform of $e^{t / \beta_{0}}\left(y(t) / \beta_{0}\right)+h(t)$ is

$$
\begin{aligned}
F(\omega) & =\int_{-\infty}^{\infty}\left[e^{s / \beta_{0}} \frac{y(s)}{\beta_{0}}+h(s)\right] e^{i \omega s} d s \\
& =B(\omega)+i\left(A(\omega)-\frac{k}{\omega}\right) .
\end{aligned}
$$

If $A(\omega) \equiv 0$, then $F(\omega) \notin L^{2}(-\infty, \infty)$, which contradicts a well-known fact about the Fourier transform. Since $A(\omega)$ is analytic (because $e^{t / \beta_{0}}\left(y(t) / \beta_{0}\right)+h(t)$ is also absolutely integrable on $(-\infty, \infty)), \boldsymbol{A}(\omega) \neq 0$ except on a discrete set of $\omega^{\prime} s$. $\square$

The idea of relating Melnikov functions to Fourier transforms comes from [4].
From Lemmas 5 and 6 and § 5 of [9] we have immediately the following theorem.
Theorem 3. If $\omega$ does not belong to the discrete set of Lemma 6, then the family (2) satisfies the hypotheses of Theorem 2 at $(\phi, y, \rho, \beta, \varepsilon)=\left(\pi / 2,0,1, \beta_{0}, 0\right)$.

In fact, it only remains to remark that since $M\left(t_{0}\right)$ is a constant multiple of $A(\omega)$ $\cos \omega t_{0}+B(\omega) \sin \omega t_{0}$, we have $M\left(t_{0}^{\max }\right)>0$ and $M\left(t_{0}^{\min }\right)<0$. It follows that for fixed small $\varepsilon \neq 0$, the set of $(\rho, \beta)$, near $\left(1, \beta_{0}\right)$ for which (2) has a homoclinic orbit is given by Fig. 1. In interpreting Fig. 1, the reader should recall that $\mu_{1}=\rho-\boldsymbol{R}(\beta, \varepsilon)$ and $\mu_{2}=\beta-\beta_{0}$. This result is consistent with [8], where it is shown that at every positive parameter pair $(\rho, \beta)$ at which the autonomous equation $(\dot{\phi}, \dot{y})=f(\phi, y, \rho, \beta)$ has a saddle separatrix loop, homoclinic orbits occur when one perturbs in the $\varepsilon$-direction.
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#### Abstract

In this paper we examine the existence and the pathwise uniqueness of solutions to infinite delay stochastic differential equations with general initial conditions and the Lipschitz conditions replaced by some less restrictive ones. Similar questions have been considered by Hale and Kato [3], Kappel and Schappacher [7], Schumacher [13] for deterministic equations and by Rodkina [11] for stochastic equations.
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1. Introduction. Suppose we are given $\left(\Omega, \mathscr{F}, P,\left(\mathscr{F}_{t}\right)_{t \geq 0}\right)$ a filtered probability space satisfying the usual assumptions, $Z=\{Z(t)\}_{t \geq 0}$ a continuous $R^{m}$-valued semimartingale with $Z(0)=0$ and $Q=\{Q(t)\}_{t \geqq 0}$ a continuous control process for $Z$, i.e.,

$$
E\left(\sup _{\leq \leq \sigma}\left|\int_{0}^{t} f(u) d Z(u)\right|^{2}\right) \leqq E\left(Q_{\sigma} \int_{0}^{\sigma}|f(u)|^{2} d Q(u)\right)
$$

for every stopping time $\sigma$ and bounded predictable process $f . \tilde{Y}$ is the linear space of all $R^{d}$-valued processes $\{\phi(s)\}_{s \leqq 0}$ with $\mathscr{B}(\phi(s) ; s \leqq 0) \subset \mathscr{F}_{0}$ (initial histories). If $f: R \rightarrow$ $R^{d}$ and $t \geqq 0$ the history up to $t$ is the map $f_{t}: R_{-} \mapsto R^{d}$ defined by $f_{t}(s)=f(t+s)$.

We shall denote by $R_{\infty}$ the set of all $\left(x_{0}, x_{1}, \cdots\right), x_{i} \in R^{d}$, and by $\mathscr{B}_{\infty}$ the product Borel field on $R_{\infty}$. We shall denote by $C$ the set of all continuous functions defined on $R_{+}$and with values in $R^{d}$ ( $C$ is endowed with the compact convergence), by $\mathscr{C}$ the Borel field on $C$ and by $\left(\mathscr{C}_{t}\right)_{t \geqq 0}$ the canonical filtration on $C$. Also, we shall denote $\bar{\Omega}=\Omega \times C, \overline{\mathscr{F}}=\mathscr{F} \otimes \mathscr{C}, \overline{\mathscr{F}}_{t}=\bigcap_{s>t}\left(\mathscr{F}_{s} \otimes \mathscr{C}_{s}\right)$ and by $\{\bar{x}(t)\}_{t \geqq 0}$ the canonical process defined by $\bar{x}(t, \omega, f)=f(t)$.

The topic of our study is the Cauchy problem (I) for the stochastic functional equation of Doleans-Dade-Protter type

$$
\begin{equation*}
d x(t)=a\left(t, x_{t}\right) d Z(t), \quad x_{0}=\phi \in \hat{Y} \tag{I}
\end{equation*}
$$

where $a: \hat{Y} \subset \tilde{Y} \mapsto R^{d} \otimes R^{m}$.
Following Jacod and Memin [6] we consider two possible definitions of "a solution" to equation (I).

Definition 1. Let $\left(\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P},\left(\tilde{\mathscr{F}}_{t}\right)\right)$ be an extension of $\left(\Omega, \mathscr{F}, P,\left(\mathscr{F}_{t}\right)\right)$, i.e.:
(1) $\tilde{\Omega}=\Omega \times \Omega^{\prime}, \Omega^{\prime}$ an auxiliary space;
(2) $\tilde{\mathscr{F}} \subset \tilde{\mathscr{F}}, \quad \mathscr{F}_{t} \subset \tilde{\mathscr{F}}_{t}$ for every $t$;
(3) $\tilde{P} / \mathscr{F}=P$.

A process $\tilde{x}=\{\tilde{x}(t)\}_{t \geqq 0}$ is a solution process (or strong solution) of (I) if:
( $i_{1}$ ) $\quad Z$ is a semimartingale on $\left(\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P},\left(\tilde{\mathscr{F}}_{t}\right)\right)$;
( $i_{2}$ ) $\quad \tilde{x}$ is continuous and $\tilde{\mathscr{F}}_{t}$-adapted;
( $i_{3}$ ) $\quad a\left(t, \tilde{x}_{t}\right)$ is $\tilde{\mathscr{F}}_{t}$-predictable and $Z$-integrable (here $\tilde{x}$ is extended onto $R_{-}$by $\tilde{x}(s)=\phi(s))$;
(i4) $\tilde{P}$-a.s. and for all $t \geqq 0$

$$
\tilde{x}(t)=\phi(0)+\int_{0}^{t} a\left(s, \tilde{x}_{s}\right) d Z(s) .
$$

[^143]Definition 2. A probability measure $\overline{\boldsymbol{P}}$ on $\overline{\mathscr{F}}$ is a solution measure (or weak solution) of (I) if ( $\bar{\Omega}, \overline{\mathscr{F}}, \bar{P},\left(\overline{\mathscr{F}}_{t}\right)$ ) is an extension of $\left(\Omega, \mathscr{F}, P,\left(\mathscr{F}_{t}\right)\right)$ on which the canonical process $\bar{x}$ is a solution process of (I).

Definition 3. A solution process on ( $\left.\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P},\left(\tilde{\mathscr{F}}_{t}\right)\right)$ (resp. a solution measure $\bar{P}$ ) is very good (or regular) if every martingale on $\left(\Omega, \mathscr{F}, P,\left(\mathscr{F}_{t}\right)\right)$ is also a martingale on $\left(\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P},\left(\tilde{\mathscr{F}}_{t}\right)\right)\left(\operatorname{resp} .\left(\bar{\Omega}, \overline{\mathscr{F}}, \bar{P},\left(\tilde{\mathscr{F}}_{t}\right)\right)\right.$.

We introduce the following two families of functions:

$$
L S=\left\{\alpha: R_{+} \mapsto R_{+} ; \alpha \text { concave, nondecreasing and } \int_{0+}^{1} d t / \alpha(t)=\infty\right\}
$$

and for a measurable function $h: R_{+} \mapsto R_{+}$and $a<b$,
$K(a, b, h)=\left\{Z(t, x):[a, b] \times R_{+} \mapsto R_{+} ; Z\right.$ is measurable in $(t, x), Z(t, \cdot)$ is continuous, concave and nondecreasing such that for each $a<c \leqq b$ $u=0$ is the unique nonnegative nondecreasing solution of $u(t) \leqq$ $C \int_{a}^{t} Z(s, u(h(s))) d s, a \leqq t \leqq c$, for a constant $C$ large enough $\}$.
In § 2, problem (I) is considered for initial histories which have paths in a general space of functions. The existence of weak (resp. strong) solutions of (I) is established for bounded (this assumption can be relaxed) coefficients $a(t, f)$ that are continuous in $f$ (resp. $a$ is $x|\log x|^{1-\varepsilon}$-Hölder-continuous in $f$ ). Also the convergence of successive approximations to the solution is obtained.

In § 3 we consider the equation (I) with $Z(t)=(t, w(t))^{\prime}(w$ is a standard Wiener process) and with general histories. Existence and uniqueness of strong solutions are proved under less restrictive conditions (the Lipschitz functions are replaced by those of Osgood or Hölder).

Finally a stochastic version of the dangling spider equation is considered.
2. Stochastic functional-differential equations of Doleans-Dade and Protter type with unbounded delay. In this section the initial histories are taken with paths in a semi-normed linear space. More precisely, let $X$ denote a linear real vector space of functions mapping $R_{-}$into $R^{d}$ endowed with a semi-norm $|\cdot|_{X}$. We require that $X$ satisfies the following general qualitative properties: If $f: R \mapsto R^{d}$ is continuous on $[\sigma, \infty)$ and $f_{\sigma} \in X$ then:
$\left(j_{1}\right) \quad f_{t} \in X \quad$ for every $t \geqq \sigma$;
( $j_{2}$ ) (The fundamental inequality): there exist $K_{1}, K_{2}$ locally bounded such that

$$
\left|f_{t}\right|_{X} \leqq K_{1}(t-\sigma) \max _{\sigma \leqq s \leqq t}|f(s)|+K_{2}(t-\sigma)\left|f_{\sigma}\right|_{X}
$$

( $j_{3}$ ) The map $t \mapsto f_{t}$ is continuous.
Remark 2.1. Such a space $X$ has been considered as phase space in the theory of retarded functional equations (see [1], [3], [7], [12]).

Theorem 2.1. Let $\phi \in \tilde{Y}$ be an initial history with the paths in $X$ and $a(t, \omega, f): R_{+} \times$ $\Omega \times X \mapsto R^{d} \otimes R^{m}$ be a functional such that
(1) $a(t, \omega, \cdot)$ is continuous for every $t, \omega$ and $a$ is bounded;
(2) The process $\left\{a\left(t, f_{t}\right)\right\}_{t}$ is $\mathscr{F}_{t}$-predictable for every process $\{f(t)\}_{t \in R}$ with $f_{0}=\phi$ and $\{f(t)\}_{t \geqq 0}$ continuous and $\mathscr{F}_{t}$-adapted. Then there exists a regular weak solution of $(\mathrm{I})$.

Theorem 2.2. Assume the hypotheses of Theorem 2.1 are satisfied. Moreover suppose that there is $\alpha \in L S$ such that

$$
|a(t, \omega, f)-a(t, \omega, g)|^{2} \leqq \gamma(t, \omega) \alpha\left(|f-g|_{X}^{2}\right)
$$

for every $t \in R_{+}, \omega \in \Omega, f, g \in X$ and for a Q-integrable and predictable process $\gamma$. Then there exists a pathwise unique strong solution of (I).

Proof of Theorems 2.1 and 2.2. It follows from the following two lemmas and the corresponding results for the Doleans-Dade and Protter equation (see [6], [8], [10]) for weak solutions and [15] for strong solutions.

Lemma 1. Let a be as in Theorem 2.1. Define the functional $a^{\prime}: R_{+} \times \Omega \times C \mapsto$ $R^{d} \otimes R^{m}$ by $a^{\prime}(t, \omega, f)=a\left(t, \omega, \bar{f}_{t}\right)$, where

$$
\bar{f}(t)=f(0) \lambda_{(-\infty, 0)}(t)+f(t) \lambda_{R_{+}}(t) .
$$

Then
( $k_{1}$ ) $\quad a^{\prime}(t, \omega, \cdot)$ is continuous with respect to the compact convergence and $a^{\prime}$ is bounded, $\left(k_{2}\right) \quad a^{\prime}$ is $\mathscr{F}_{t} \otimes \mathscr{C}_{t}$-predictable.

Proof. ( $k_{1}$ ). It is a consequence of the fundamental inequality and of hypothesis (1) of Theorem 2.1.
$\left(k_{2}\right)$. By the monotone class theorem it is sufficient to consider the case $a^{\prime}(t, \omega, f)=$ $a_{1}(t, \omega) a_{2}\left(\bar{f}_{t}\right)$ with $a_{1} \mathscr{F}_{t}$-predictable and $a_{2} X$-continuous. Since $t \mapsto a_{2}\left(\bar{f}_{t}\right)$ is continuous it remains to prove that $a_{2}\left(\bar{f}_{t}\right)$ is $\mathscr{C}_{t}$-adapted. If $f, g \in C$ are such that $f(s)=g(s)$ for $s \leqq t$ then $\bar{f}_{t}=\bar{g}_{t}$, where from $a_{2}\left(\bar{f}_{t}\right)=a_{2}\left(\bar{g}_{t}\right)$.

Lemma 2. Assume the hypotheses of Theorem 2.1 are satisfied. Then, for every coefficient a, the following three assertions are equivalent:
( $k$ ) For every initial process $\phi$ there exists a strong (resp. a regular weak) solution of (I).
( $k^{\prime}$ ) There exists a strong (resp. a regular weak) solution of (I) with $\phi=0$.
$\left(k^{\prime \prime}\right) \quad$ There exists a strong (resp. a regular weak) solution for the Doleans-Dade and Protter equation

$$
\begin{equation*}
d y(t)=a^{\prime}(t, y) d Z(t), \quad y(0)=0 \tag{II}
\end{equation*}
$$

(here $a^{\prime}$ is defined as in Lemma 1).
Proof. The implications $(k) \Rightarrow\left(k^{\prime}\right) \Rightarrow\left(k^{\prime \prime}\right)$ are immediate. $\left(k^{\prime \prime}\right) \Rightarrow(k)$. Let $y$ be a strong solution of (II) associated with the functional $a\left(t, \omega, f+(\bar{\phi})_{0}\right)$, where $\bar{\phi}(t)=$ $\phi(t) \lambda_{(-\infty, 0)}(t)+\phi(0) \lambda_{R_{+}}(t)$. It is easy to check that $x(t)=y(t)+\phi(0), t \geqq 0$, is a strong solution of (I) with $\phi$ as the initial process.

We now consider the case of regular weak solutions. Define the mapping $\Psi: \bar{\Omega} \mapsto \bar{\Omega}$ by $\Psi(\omega, f)=(\omega, f-\phi(0)) . \Psi$ is bijective, bimeasurable and $\Psi\left(\overline{\mathscr{F}}_{t}\right)=\Psi^{-1}\left(\mathscr{\mathscr { F }}_{t}\right)=\overline{\mathscr{F}_{t}}$.

Denote $\hat{a}=a \circ \Psi^{-1}$ and let $\hat{P}$ be a regular solution of

$$
y(t)=\int_{0}^{t} \hat{a}^{\prime}(s, y) d Z(s)
$$

or equivalently of

$$
z(t)=\int_{0}^{t} \hat{a}\left(s, z_{s}\right) d Z(s), \quad z_{0}=0
$$

Then the probability measure $\bar{P}=\hat{P} \circ \Psi$ is a regular weak solution of (I).
Corollary. Let $F(s, \omega, x): R_{+} \times \Omega \times R_{\infty} \mapsto R^{d} \otimes R^{m}$ be such that
(1) $F$ is $\mathscr{P} \otimes \mathscr{R}_{\infty}$-measurable and bounded ( $\mathscr{P}$ is the Borel field of predictable sets on $R_{+} \times \Omega$ ).
(2) There exists $\alpha \in L S$ such that

$$
|F(t, \omega, x)-F(t, \omega, y)|^{2} \leqq \gamma(t, \omega) \alpha\left(\sum_{i \geqq 0} c_{i}\left|x_{i}-y_{i}\right|^{2}\right)
$$

for every $t \in R_{+}, \omega \in \Omega, x, y \in R$ and for some $Q$-integrable and predictable process $\gamma$, where $c_{i} \geqq 0, \sum_{i \geqq 0} c_{i}=1$. Then the stochastic equation

$$
d x(t)=F\left(t, \tilde{x}_{t}\right) d Z(t), \quad x_{0}=\phi
$$

has a pathwise unique strong solution for every initial process $\phi$ with paths in $X$, where $\tilde{x}_{t}=\left(x(t), x\left(t-s_{1}\right), \cdots\right), s_{i} \geqq 0$.

Theorem 2.3. Suppose the hypotheses of Theorem 2.2 are satisfied and let $x$ be the strong solution of (I). Define the successive approximations

$$
\begin{aligned}
x^{0}(t) & =\phi(t), \quad t<0, \\
& =\phi(0), \quad t \geqq 0, \\
x^{n+1}(t) & =\phi(t), \quad t<0, \\
& =\phi(0)+\int_{0}^{t} a\left(s, x_{s}^{n}\right) d Z(s), \quad t \geqq 0 .
\end{aligned}
$$

Then $x^{n}$ converges to $x$ with respect to the compact convergence in probability.
Proof. It is sufficient to prove the assertion for the Doleans-Dade and Protter equation (II) associated by Lemma 2.

Denote $y^{n}$ the successive approximations associated to (II). Choose a stopping time $\theta$ such that $Q(\theta)+(\gamma \cdot Q)(\theta) \leqq c$. All we need to show is that

$$
E\left(\sup _{t \leqq \theta}\left|y^{n}(t)-y(t)\right|^{2}\right) \mapsto 0 .
$$

By standard arguments we see that there exists a constant $K$ such as

$$
\sup _{n} E\left(\sup _{t \leqq \theta}\left|y^{n}(t)\right|^{2}\right)+E\left(\sup _{t \leqq \theta}|y(t)|^{2}\right) \leqq K .
$$

By using the time change theorem with $\theta_{s}=\inf (t \leqq \theta ;(\gamma \cdot Q)(t)>s)$ and the Jensen inequality we get

$$
\varlimsup_{n \rightarrow \infty} E\left(\sup _{t \leqq \theta_{s}}\left|y^{n}(t)-y(t)\right|^{2}\right) \leqq \int_{0}^{s} \alpha\left(\varlimsup_{n \rightarrow \infty} E\left[\sup _{u \leqq \theta_{t}}\left|y^{n}(u)-y(u)\right|^{2}\right]\right) d t
$$

where from

$$
\lim _{n \rightarrow \infty} E\left(\sup _{t \leqq \theta_{s}}\left|y^{n}(t)-y(t)\right|^{2}\right)=0 \quad \text { for every } s \leqq c
$$

Taking $s=c$, we obtain the conclusion.
Remark 2.2. The result of Theorem 2.3 for Ito equations and for non-Lipschitz conditions has been proved in [16].

Remark 2.3. If the semi-norm $|\cdot|_{X}$ satisfies $|f(0)| \leqq c|f|_{X}$ for all $f$ and for some constant $c$ and the initial process $\phi$ is such that $E\left(|\phi|_{X}^{2}\right)<\infty$, then the boundedness hypothesis on $a$ can be replaced by the following: There is a $Q$-integrable and predictable process $\gamma$ such that

$$
|a(t, \omega, f)|^{2} \leqq \gamma(t, \omega)\left(1+|f|_{X}^{2}\right)
$$

for every $t \geqq 0, \omega \in \Omega, f \in X$.
3. Stochastic functional-differential equations of Ito type with unbounded delay. For every $t>0$ let $\left(\tilde{C}_{t},|\cdot|_{t}\right)$ be a Banach space of continuous adapted $R^{d}$-valued processes $\{\eta(s)\}_{0 \leqq s \leqq t}$ with $\eta(0)=0$ such that if $\eta \in \tilde{C}_{t}$ and $s<t$ then $\eta \in \tilde{C}_{s}$ and $|\eta|_{s} \leqq|\eta|_{t}$.

Let $w$ be an $R^{m}$-valued Wiener process. For $\psi \in \tilde{Y}$ and a process $\{\eta(t)\}_{t \geqq 0}$ we define the process $\psi \vee \eta$ by

$$
(\psi \vee \eta)(s)=\psi(s) \lambda_{(-\infty, 0)}(s)+[\psi(0)+\eta(s)] \lambda_{R_{+}}(s) .
$$

We consider the operators $I_{i}(t): \tilde{C}_{t} \mapsto L^{2}([0, t] \times \Omega, d s \times d P), i=1,2$, defined by

$$
\left(I_{1}(t) \eta\right)(s)=\int_{0}^{s} \eta(u) d w(u) ; \quad\left(I_{2}(t) \eta\right)(s)=\int_{0}^{s} \eta(u) d u .
$$

We introduce the following assumptions.
Assumption 1. A subset $\hat{Y}$ of $\tilde{Y}$ is given such that for $\psi \in \hat{Y}, \eta \in \tilde{C}_{t}$ we have $(\psi \vee \eta)_{t} \in \hat{Y}$.

Assumption 2. There exist $B_{1}(t), B_{2}(t)$ locally bounded such that for every $\eta \in \tilde{C}_{t}$ and $0<s<t$ we have

$$
|\eta|_{t}^{2} \leqq B_{1}(t-s)|\eta|_{s}^{2}+B_{2}(t-s) E\left(\max _{s \leq u \leqq t}|\eta(u)|^{2}\right) .
$$

Assumption 3. There exist $C_{1}(t), C_{2}(t)$ locally bounded such that

$$
\left|I_{i}(t) \eta\right|_{t}^{2} \leqq C_{i}(t)\||\eta| \cdot\|_{L^{2}([0, t] \times \Omega)} \quad i=1,2 .
$$

Remark 3.1. Concrete Banach spaces $\tilde{C}_{t}$ can be found in [11] and typical examples of spaces $\hat{Y}$ are given by $L^{2}(\Omega, \mathscr{F}, P, X)$, where $X$ is as shown in the beginning of $\S 2$.

Consider the stochastic functional-differential equation of neutral type:

$$
\begin{equation*}
d\left[x(t)-f\left(t, x_{t}\right)\right]=F\left(t, x_{t}\right) d t+G\left(t, x_{t}\right) d w(t), \quad x_{0}=\phi \in \hat{Y} \tag{III}
\end{equation*}
$$

where

$$
F(t, \psi), f(t, \psi): R_{+} x \hat{Y} \mapsto L^{2}\left(\Omega, \mathscr{F}, P, R^{d}\right), G(t, \psi): R_{+} \times \hat{Y}_{\mapsto} \mapsto L^{2}\left(\Omega, \mathscr{F}, P, R^{d} \otimes R^{m}\right)
$$

Theorem 3.1. Suppose Assumptions 1 and 2 are satisfied. Moreover assume that
(i) There exists $H \in L_{\mathrm{loc}}^{1}\left(R_{+}\right)$such that $|F(t, \psi)|^{2}+|G(t, \psi)|^{2} \leqq H(t)$ for all $\psi \in \hat{Y}$.
(ii) For every $\psi \in \hat{Y}$ and process $\eta=\{\eta(t)\}_{t \geqq 0}$ such that $\eta \in \tilde{C}_{t}$ for every $t$, the processes $s \rightarrow F\left(s,(\psi \vee \eta)_{s}\right), s \rightarrow G\left(s,(\psi \vee \eta)_{s}\right)$ are measurable and adapted.
(iii) For every $\psi \in \hat{Y}$ and $t>0$ the operators

$$
\begin{array}{ll}
\eta \rightarrow \int_{0}^{t} F\left(s,(\psi \vee \eta)_{s}\right) d s, & \eta \rightarrow \int_{0}^{t} G\left(s,(\psi \vee \eta)_{s}\right) d w(s): \tilde{C}_{t} \mapsto L^{2}\left(\Omega, \mathscr{F}_{t}, P, R^{d}\right), \\
\eta \rightarrow \int_{0}^{\cdot} F\left(s,(\psi \vee \eta)_{s}\right) d s, & \eta \rightarrow \int_{0}^{\cdot} G\left(s,(\psi \vee \eta)_{s}\right) d w(s): \tilde{C}_{t} \mapsto \tilde{C}_{t}
\end{array}
$$

are continuous.
(iv) There exists a measurable function $h: R_{+} \rightarrow R_{+}$with $h(s) \leqq s$ for all $s$ and for every $t_{0} \geqq 0$ there exist $J=\left[t_{0}, t_{0}+\varepsilon\right]$ and $Z \in K(J, h)$ such that for all $t \in J, \psi \in \hat{Y}, \eta$, $\eta^{\prime} \in \tilde{C}_{t}$

$$
\begin{align*}
& \int_{t_{0}}^{t} E\left[\left|F\left(s,(\psi \vee \eta)_{s}\right)-F\left(s,\left(\psi \vee \eta^{\prime}\right)_{s}\right)\right|^{2}\right] d s \leqq \int_{t_{0}}^{t} Z\left(s,\left|\eta-\eta^{\prime}\right|_{h(s)}^{2}\right) d s,  \tag{3.1}\\
& \int_{t_{0}}^{t} E\left[\left|G\left(s,(\psi \vee \eta)_{s}\right)-G\left(s,\left(\psi \vee \eta^{\prime}\right)_{s}\right)\right|^{2}\right] d s \leqq \int_{t_{0}}^{t} Z\left(s,\left|\eta-\eta^{\prime}\right|_{h(s)}^{2}\right) d s . \tag{3.2}
\end{align*}
$$

(v) For every $\psi \in \hat{Y}$ and $t>0$ the operator $\hat{F}: \tilde{C}_{t} \mapsto \tilde{C}_{t}$ defined by

$$
(\hat{F} \eta)(s)=f\left(s,(\psi \vee \eta)_{s}\right)-f(0, \psi)
$$

satisfies

$$
\left|\hat{F} \eta-\hat{F} \eta^{\prime}\right|_{t} \leqq k\left|\eta-\eta^{\prime}\right|_{t}, \quad k<1
$$

For $\phi \in \hat{Y}$ define the successive approximations by

$$
\begin{aligned}
& \left(y^{n+1}\right)_{0}=\phi \\
& y^{n+1}(t)=\left(\hat{F} y^{n+1}\right)(t)+\int_{0}^{t} F\left(s,\left(\phi \vee y^{n}\right)_{s}\right) d s+\int_{0}^{t} G\left(s,\left(\phi \vee y^{n}\right)_{s}\right) d w(s),
\end{aligned}
$$

for $t \geqq 0$, where the initial approximation is $y^{0}=\phi \vee \tilde{y}, \tilde{y} \in \tilde{C}_{T}$ for all $T$. Then there exists a continuous process $\{y(t)\}_{t \geqq 0}$ such that

$$
\left|y^{n}-y\right|_{T} \mapsto 0 \quad \text { for every } T \geqq 0 .
$$

In particular the process $x_{0}=\phi, x(t)=y(t)+\phi(0), t \geqq 0$, is a solution of (III), i.e., $x$ is continuous for $t \geqq 0$ and satisfies

$$
x(t)=f\left(t, x_{t}\right)-f(0, \phi)+\phi(0)+\int_{0}^{t} F\left(s, x_{s}\right) d s+\int_{0}^{t} G\left(s, x_{s}\right) d w(s) .
$$

Proof. Step 1. Assume that $\lim _{m, n \rightarrow \infty}\left|y^{m}-y^{n}\right|_{t}=0$ and choose $y=\{y(s)\}_{s \leqq t} \in \tilde{C}_{t}$ such that $\left|y^{n}-y\right|_{\mathrm{t}} \mapsto 0$.

Denote

$$
\begin{aligned}
& I_{n}(t)=\int_{0}^{t}\left[F\left(s,\left(\phi \vee y^{n}\right)_{s}\right)-F\left(s,(\phi \vee y)_{s}\right)\right] d s, \\
& J_{n}(t)=\int_{0}^{t}\left[G\left(s,\left(\phi \vee y^{n}\right)_{s}\right)-G\left(s,(\phi \vee y)_{s}\right)\right] d w(s), \\
& \theta_{n}(t)=\left\|I_{n}(t)\right\|_{L^{2}(\Omega, \mathscr{F}, P)}^{2}+\left\|J_{n}(t)\right\|_{L^{2}(\Omega, \mathcal{F}, P)}^{2}+\left|I_{n}\right|_{t}^{2}+\left|J_{n}\right|_{t}^{2} .
\end{aligned}
$$

By hypothesis (iii) we have $\lim _{m \rightarrow \infty} \theta_{m}(t)=0$. By Assumption 1, (3.1), (3.2), and Doob and Schwartz's inequalities we get for $T-t$ small enough and for a constant $C(T)$ :

$$
\begin{align*}
& \left|y^{m+1}-y^{n+1}\right|_{T}^{2} \leqq C(T)\left[\theta_{m}(t)+\theta_{n}(t)+\int_{t}^{T} H(s) d s\right] /(1-k)^{2},  \tag{3.3}\\
& \left|y^{m+1}-y^{n+1}\right|_{T}^{2} \leqq C(T)\left[\theta_{m}(t)+\theta_{n}(t)+\int_{t}^{T} Z\left(s,\left|y^{m}-y^{n}\right|_{s}^{2}\right) d s\right] /(1-k)^{2} \tag{3.4}
\end{align*}
$$

Step 2. Define $T=\sup \left(t \geqq 0 ; \lim _{m, n \rightarrow \infty}\left|y^{m}-y^{n}\right|_{t}=0\right)$. We have $T \geqq 0$ and we want to prove that $T=\infty$. Assume $T<\infty$. From (3.3) we have that

$$
\begin{equation*}
\lim _{m, n \rightarrow \infty}\left|y^{m}-y^{n}\right|_{T}=0 \tag{3.5}
\end{equation*}
$$

It is easily seen that

$$
\sup _{n} \sup _{s \leqq t}\left|y^{n}\right|_{s}^{2} \leqq C(t)<\infty .
$$

Denote $\delta_{p}(t)=\sup _{m, n \geqq p}\left|y^{m}-y^{n}\right|_{t}^{2} ; \delta(t)=\lim _{p \rightarrow \infty} \delta_{p}(t)$ and let $J=[T, T+\varepsilon]$ and $Z \in$ $K(J, H)$ be given by hypothesis (iv).

From (3.4) and for $t \in J$ we deduce

$$
\delta_{p-1}(t) \leqq C(T+\varepsilon)\left[\sup _{m \geqq p} \theta_{m}(T)+\sup _{n 刃 p} \theta_{n}(T)+\int_{T}^{t} Z\left(s, \delta_{p}(s)\right) d s\right] /(1-k)^{2} ;
$$

hence

$$
\delta(t) \leqq C \int_{T}^{t} Z(s, \delta(s)) d s
$$

where from $\delta(t)=0$. In particular we obtain $\lim _{m, n \rightarrow \infty}\left|y^{m}-y^{n}\right|_{T+\varepsilon}=0$ which contradicts the definition of $T$.

Theorem 3.2. Suppose Assumptions 1 and 3 and hypothesis (v) of Theorem 3.1 are satisfied. Moreover assume that
(1) For every $\psi \in \hat{Y}$ and $t>0$ the operators

$$
F(\cdot,(\psi \vee \cdot) .), G_{i}(\cdot,(\psi \vee \cdot) .): \tilde{C}_{t} \mapsto \tilde{C}_{t}, i=1, \cdots, d
$$

are continuous.
(2) There is a measurable function $h: R_{+} \mapsto R_{+}$with $h(s) \leqq s$ for each $s$ and for every $t_{0} \geqq 0$ there exists $J=\left[t_{0}, t_{0}+\varepsilon\right]$ and $Z \in K(J, h)$ such that for each $t \in J, \psi \in \hat{Y}, \eta, \eta^{\prime} \in \tilde{C}_{t}$ $\left|F(\cdot,(\psi \vee \eta) .)-F\left(\cdot,\left(\psi \vee \eta^{\prime}\right) .\right)\right|_{t}^{2}+\left|G(\cdot,(\psi \vee \eta) .)-G\left(\cdot,\left(\psi \vee \eta^{\prime}\right)\right)\right|_{t}^{2} \leqq Z\left(t,\left|\eta-\eta^{\prime}\right|_{h(t)}^{2}\right)$.

Then we have the same conclusion as in Theorem 3.1.
Proof. It is easily seen that

$$
\left|y^{n+1}\right|_{s}^{2} \leqq C(t, k, \phi)\left(1+\int_{0}^{s}\left|y^{n}\right|_{u}^{2} d u\right)
$$

where from by induction we obtain

$$
\begin{equation*}
\sup _{n} \sup _{s \cong t}\left|y_{s}^{n}\right|^{2} \leqq C(t)<\infty . \tag{3.6}
\end{equation*}
$$

Now we fix a positive constant $T$ and assume that $\lim _{m, n \rightarrow \infty}\left|y^{m}-y^{n}\right|_{t}=0$ for every $t<T$.
Let $\{y(t)\}_{0 \leqq t<T}$ be a continuous adapted process such that $\left|y^{n}-y\right|_{t} \mapsto 0$ for every $t<T$. Then we have

$$
\begin{aligned}
\int_{0}^{T} & \left|F\left(\cdot,\left(\phi \vee y^{m}\right) .\right)-F\left(\cdot,\left(\phi \vee y^{n}\right)\right)\right|_{t}^{2} d t \leqq 2 \int_{0}^{T} \mid F\left(\cdot,\left(\phi \vee y^{m}\right) .\right) \\
& \quad-\left.F(\cdot,(\phi \vee y) .)\right|_{t} ^{2} d t+2 \int_{0}^{T}\left|F\left(\cdot,\left(\phi \vee y^{n}\right) .\right)-F(\cdot,(\phi \vee y) .)\right|_{t}^{2} d t \rightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$ by the continuity of $F$, (3.6) and the dominated convergence theorem.
An analogue computation holds for $G$. Therefore if we put

$$
\begin{aligned}
\delta_{m, n}(T)=\int_{0}^{T} & {\left[\left|F\left(\cdot,\left(\phi \vee y^{m}\right) .\right)-F\left(\cdot,\left(\phi \vee y^{n}\right)\right)\right|_{t}^{2}\right.} \\
& \left.+\left|G\left(\cdot,\left(\phi \vee y^{m}\right) .\right)-G\left(\cdot,\left(\phi \vee y^{n}\right) .\right)\right|_{t}^{2}\right] d t
\end{aligned}
$$

then we have

$$
\begin{equation*}
\lim _{m, n \rightarrow \infty} \delta_{m, n}(T)=0 \tag{3.7}
\end{equation*}
$$

Let $T$ be as in step 2 of Theorem 2.1. If we assume $T<\infty$ then a little computation yields

$$
\left|y^{m+1}-y^{n+1}\right|_{t}^{2} \leqq C(k, T, \phi)\left[\delta_{m, n}(T)+\int_{T}^{t} Z\left(s,\left|y^{m}-y^{n}\right|_{h(s)}^{2}\right) d s\right]
$$

Now the proof continues as in Theorem 2.1.
Corollary. Suppose Assumptions 1 and 2 and hypotheses (i), (ii) and (v) of Theorem 3.1 are satisfied. Moreover assume there exist a measurable function $h: \boldsymbol{R}_{+} \mapsto R_{+}$ with $h(s) \leqq s$ for each $s$ and $Z \in K\left(R_{+}, h\right)$ such that (3.1) and (3.2) hold for every $t \geqq 0$, $\psi \in \hat{Y}, \eta, \eta^{\prime} \in \tilde{C}_{l}$. Then the equation (III) has a pathwise unique strong solution.

Remark 3.2. The results of Theorems 3.1 and 3.2 and of the corollary cover those from [5], [11], [14].

Remark 3.3. An abstract deterministic case closely related to our setting has been considered in [13].

Remark 3.4. Another general approach for Ito integrodifferential equations can be found in [9].

Theorem 3.3. For $j=1,2, \cdots$ let $A_{j}: R_{+} \times R^{d} \mapsto R^{d}, B_{j}: R_{+} \times R^{d} \mapsto R^{d} \otimes R^{m}$, $a_{j}, b_{j}: R_{+} \mapsto R_{+}$be measurable functions and let $Z: R_{+}^{2} \mapsto R_{+}$be such that $Z$ is measurable, $Z(t, \cdot)$ is continuous, concave and nondecreasing. Assume the following:
(i) There exists a sequence $\theta_{-1}=-\theta<0=\theta_{0}<\theta_{1}<\cdots, \theta_{n} \nearrow \infty$ such as:
( $\mathrm{i}_{1}$ ) For each $j, k \geqq 1, a_{j}, b_{j}$ map $\left[\theta_{k-1}, \theta_{k}\right]$ into $\left[\theta_{r-1}, \theta_{r}\right]$ with $r \leqq k$;
( $i_{2}$ ) If $a_{j}, b_{j} \operatorname{map}\left[\theta_{k-1}, \theta_{k}\right]$ into $\left[\theta_{k-1}, \theta_{k}\right]$, then $a_{j}(t) \leqq t, b_{j}(t) \leqq t$ for $\theta_{k-1} \leqq t \leqq$ $\theta_{k}$,
( $\mathrm{i}_{3}$ ) If we define for $k \geqq 0$

$$
\begin{aligned}
& J_{1}(k)=\left\{j ; a_{j}\left(\left[\theta_{k-1}, \theta_{k}\right]\right) \subset\left[\theta_{k-1}, \theta_{k}\right]\right\}, \\
& J_{2}(k)=\left\{j ; b_{j}\left(\left[\theta_{k-1}, \theta_{k}\right]\right) \subset\left[\theta_{k-1}, \theta_{k}\right]\right\},
\end{aligned}
$$

then $u=0$ is the unique nondecreasing solution of

$$
\begin{aligned}
u & =0, \quad t \leqq \theta_{k-1}, \\
& \leqq C \int_{\theta_{k-1}}^{t}\left[\sum_{j \in J_{1}(k)} Z\left(s, u\left(a_{j}(s)\right)\right)+\sum_{j \in J_{2}(k)} Z\left(s, u\left(b_{j}(s)\right)\right)\right] d s, \quad t \geqq \theta_{k-1},
\end{aligned}
$$

for a constant C large enough.
(ii) There is a locally integrable function $\gamma$ such that

$$
\sum_{j \geqq 1}\left|A_{j}(t, x)\right|^{2}+\sum_{j \geqq 1}\left|B_{j}(t, x)\right|^{2} \leqq \gamma(t) \quad \text { for all } t \geqq 0, \quad x \in R^{d} .
$$

(iii) For every $j \geqq 1, t \geqq 0, x, y \in R^{d}$

$$
\left|A_{j}(t, x)-A_{j}(t, y)\right|^{2}+\left|B_{j}(t, x)-B_{j}(t, y)\right|^{2} \leqq Z\left(t,|x-y|^{2}\right)
$$

Let $\left(w_{j}\right)_{j \geq 1}$ be an infinite number of independent d-dimensional Wiener processes.
Then the stochastic equation

$$
\begin{align*}
& x_{0}=\phi \in \hat{Y}, \\
& x(t)=\phi(0)+\sum_{j \geqq 1} \int_{0}^{t} A_{j}\left(s, x\left(a_{j}(s)\right)\right) d s  \tag{IV}\\
& \quad+\sum_{j \geqq 1} \int_{0}^{t} B_{j}\left(s, x\left(b_{j}(s)\right)\right) d w_{j}(s), \quad t \geqq 0
\end{align*}
$$

has a pathwise unique strong solution (for definition and properties of stochastic integral $\sum_{j \geqq 1} \int_{0}^{t} B_{j}(\cdot) d w_{j}(\cdot)$; see [4]).

Proof. We proceed by induction on the intervals $\left[\theta_{k-1}, \theta_{k}\right]$. Assume that a unique solution exists on $\left[0, \theta_{k}\right]$. We shall prove the existence of a unique solution on $\left[\theta_{k}, \theta_{k+1}\right]$. On the interval $\left[\theta_{k}, \theta_{k+1}\right]$ the equation (IV) becomes

$$
x(t)=z(t)+S x(t)
$$

where

$$
\begin{aligned}
z(t)= & x\left(\theta_{k}\right)+\sum_{j \notin J_{1}(k)} \int_{\theta_{k}}^{t} A_{j}\left(s, x\left(a_{j}(s)\right)\right) d s \\
& +\sum_{j \notin J_{2}(k)} \int_{\theta_{k}}^{t} B_{j}\left(s, x\left(b_{j}(s)\right)\right) d w_{j}(s), \\
S x(t)= & \sum_{j \in J_{1}(k)} \int_{\theta_{k}}^{t} A_{j}\left(s, x\left(a_{j}(s)\right)\right) d s \\
& +\sum_{j \in J_{2}(k)} \int_{\theta_{k}}^{t} B_{j}\left(s, x\left(b_{j}(s)\right)\right) d w_{j}(s) .
\end{aligned}
$$

Remark that $z(t)$ depends only on the known values of $x$ on $\left[-\theta, \theta_{k}\right]$. Now the conclusion of the theorem is a consequence of Theorem 3.1 (the fact that $S x$ is an infinite sum of integrals does not change the proof and the validity of Theorem 3.1).

Remark 3.5. Theorem 3.3 represents a stochastic version of a result of Datko [2, Thm. 2.6].
4. An example. We conclude by briefly outlining a stochastic version of the dangling spider equation (see [11], [12] for the deterministic case). The initial histories have the paths in $X=\left\{f=\left(f_{1}, f_{2}\right): R_{-} \mapsto R^{2} ; f\right.$ continuous $\}$. The semi-norm in $X$ is given by

$$
|f|_{X}=\left|f_{1}(0)\right|+\left|f_{2}(0)\right|+\left[\int_{-\infty}^{0} k(s)\left|f_{1}(s)\right|^{p} d s\right]^{1 / p}
$$

where $p \geqq 1, k \in L_{\text {loc }}\left(R_{-}, R_{+}\right)$and $\bar{k}(t)=$ ess sup $k(s+t) / k(s)<\infty$. The stochastic functional equation which we consider is

$$
\begin{align*}
& d v(t)=\left[F(t, x(t), v(t))-\tau\left(t, x_{t}\right)\right] d t+\sigma(t, x(t), v(t)) d M(t), \\
& d x(t)=v(t) d t \tag{V}
\end{align*}
$$

where $F: R_{+}^{2} \times R \mapsto R_{+}, \tau: R_{+}^{2} \times X \mapsto R_{+}, \sigma: R_{+}^{2} \times R \mapsto R$ and $\{M(t)\}_{t \geqq 0}$ is a continuous square integrable martingale.

The equation (V) can describe the evolution in time of the length of an extensible, massless, viscoelastic filament which has one end fixed while the other supports a ball (or spider) of unit mass. It is assumed that the ball moves "up and down" with velocity $v(t)$ and $x(t)$ denotes the length of the filament at $t$. The number $F(t, x(t), v(t))$ is an applied force pulling the ball downward, $\tau\left(t, x_{t}\right)$ is the tension in the filament and $\sigma(t, x(t), v(t)) d M(t)$ is a random perturbation.

The equation (V) can be written in the form (I) with

$$
\begin{aligned}
& a(t, f)=\left(\begin{array}{cc}
F\left(t, f_{1}(0), f_{2}(0)\right)-\tau\left(t, f_{1}\right) & \sigma\left(t, f_{1}(0), f_{2}(0)\right) \\
f_{2}(0) & 0
\end{array}\right), \\
& Z(t)=(t, M(t))^{\prime} .
\end{aligned}
$$

By using Theorem 2.2 we can state Theorem 4.1:
Theorem 4.1. Suppose the following:
(1) $a(t, 0)$ is locally bounded.
(2) There exist $\alpha \in L S$ and $\gamma(t)$ locally bounded such that

$$
\begin{aligned}
& \left|F(t, x, y)-F\left(t, x^{\prime}, y^{\prime}\right)\right|^{2}+\left|\sigma(t, x, y)-\sigma\left(t, x^{\prime}, y^{\prime}\right)\right|^{2} \leqq \gamma(t) \alpha\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right), \\
& |\tau(t, f)-\tau(t, g)|^{2} \leqq \gamma(t) \alpha\left(|f-g|_{X}^{2}\right)
\end{aligned}
$$

for every $t \geqq 0, f, g \in X, x, x^{\prime}, y, y^{\prime} \in R$. Then (V) has a pathwise unique strong solution for all initial history $\phi$ which is continuous and $E\left(|\phi|_{X}^{2}\right)<\infty$.
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# STABILITY OF SINGULARLY PERTURBED SOLUTIONS TO SYSTEMS OF REACTION-DIFFUSION EQUATIONS* 
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#### Abstract

Stability theorem is presented for large amplitude singularly perturbed solutions (SPS) of reaction-diffusion systems on a finite interval. Spectral analysis shows that there exists a unique real critical eigenvalue $\lambda_{c}(\varepsilon)$ which behaves like $\lambda_{c}(\varepsilon) \simeq \tau \varepsilon$ as $\varepsilon \downarrow 0$, where $\varepsilon$ is a small parameter contained in the system. All the other noncritical eigenvalues have strictly negative real parts independent of $\varepsilon$. The singular limit eigenvalue problem in $\S 2$ plays a key role to judge the $\operatorname{sign}$ of $\tau$, which determines the stability of SPS for small $\varepsilon$. Under a natural framework of nonlinearities, $\tau$ becomes negative, namely, SPS is asymptotically stable. Instability result is also shown in § 4.
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Introduction. In this paper, we present a stability theorem of singularly perturbed (and large amplitude) stationary solutions with an interior transition layer (SPS1) to systems of reaction-diffusion equations of the form:

$$
\begin{array}{lll}
u_{t}=\varepsilon^{2} u_{x x}+f(u, v), & (t, x) \in(0, \infty) \times I, & I=(0,1), \\
v_{t}=D v_{x x}+g(u, v), & (t, x) \in(0, \infty) \times \partial I, & \partial I=\{0,1\},  \tag{P}\\
u_{x}=0=v_{x}, &
\end{array}
$$

where $\varepsilon$ is a small parameter and $D>0$.
The system ( P ) appears in a number of fields such as eco-systems, morphogenesis in developing biology, chemical reactions, and so on. For some classes of $f$ and $g$, (P) exhibits as its stationary solutions large amplitude patterns with interior transition layers when one of the diffusion coefficients $\varepsilon$ is small. Singular perturbation approaches have been one of the most established methods to construct such spatially inhomogeneous large amplitude patterns. See Fife [4] and the survey by Conway [3]. There have been many works concerning the construction of such singularly perturbed solutions (SPS), e.g., Fife [4], Mimura, Tabata and Hosono [15], Ito [11], Mimura, Nishiura, Tesei and Tsujikawa [13], Fujii and Hosono [5] and so on, in which not only solutions of interior transition layer type but also boundary layer type and mixture of both types are treated. On the other hand, concerning the stability properties of SPS, very few works have been known at least to the authors' best knowledge. (See the survey [3].) The difficulty may lie in the largeness of amplitude of SPS and subtle behaviors of the spectra of the linearized operators as $\varepsilon$ tends to zero. The work for the degenerate case $\varepsilon=0$ of a simple density-dependent diffusion system, by Aronson, Tesei and Weinberger [1], appears to be an exception. However, there is a gap between the degenerate and nondegenerate cases, as will become clear in § 2. Recent works of the authors [17], [19] show the stability of SPS1, i.e., SPS of mode 1, for the nondegenerate case $(\varepsilon>0)$ with large $D>0$. The basic method there is a perturbation from the limit of $D \uparrow+\infty$. Nevertheless, for a general $D$, the stability problem of SPS has remained open up to the present time.

[^144]The goal of this paper is to give a stability theorem to SPS1 for a general $D$, which provides a framework of global assumptions to be imposed on the nonlinearities to obtain a stable SPS1. A violation of our stability assumptions may cause instability. In fact, we shall show an instability theorem at the final section.

A key role in our theory will be played by the singular limit eigenvalue problem introduced in § 2, which preserves information on the interior transition layer in the form of Dirac's $\delta$-function, even though it is a limit equation of $\varepsilon \downarrow 0$.

In order to treat the limiting case as $D \uparrow \infty$ equally, we set $D=1 / \sigma$. The stationary problem of ( P ) becomes

$$
\begin{equation*}
\varepsilon^{2} u_{x x}+f(u, v)=0, \quad \frac{1}{\sigma} v_{x x}+g(u, v)=0, \quad u_{x}=0=v_{x} \quad \text { on } \partial I . \tag{SP}
\end{equation*}
$$

When $\sigma \downarrow 0,(\mathrm{P})$ is replaced by

$$
\begin{equation*}
u_{t}=\varepsilon^{2} u_{x x}+f(u, \xi), \quad \xi_{t}=\int_{I} g(u, \xi) d x, \quad u_{x}=0 \tag{P}
\end{equation*}
$$

where $v=\xi$ is a constant function of $x$ and the associated stationary problem is given by the following:

$$
\varepsilon^{2} u_{x x}+f(u, \xi)=0, \quad \int_{I} g(u, \xi) d x=0 \quad \text { in } I,
$$

$$
\begin{equation*}
u_{x}=0 \quad \text { on } \partial I . \tag{SP}
\end{equation*}
$$

$(\mathrm{SP})_{0}$ is called the shadow system (see Nishiura [16] for details).
Since ( P ) is a system of semilinear parabolic equations with diagonal diffusion matrix, the stability of SPS1 is determined by the spectra of the linearized eigenvalue problem:

$$
\begin{gather*}
\mathscr{L}^{\varepsilon, \sigma}\binom{w}{z} \stackrel{\operatorname{def}}{=}\left[\begin{array}{cc}
\varepsilon^{2} \frac{d^{2}}{d x^{2}}+f_{u}^{\varepsilon, \sigma} & f_{v}^{\varepsilon, \sigma} \\
g_{u}^{\varepsilon, \sigma} & \frac{1}{\sigma} \frac{d^{2}}{d x^{2}}+\boldsymbol{g}_{v}^{\varepsilon, \sigma}
\end{array}\right]\binom{w}{z}=\lambda\binom{w}{z},  \tag{LP}\\
w_{x}=0=z_{x} \\
\text { on } \partial I,
\end{gather*}
$$

where all partial derivatives are evaluated at SPS1, $U^{\varepsilon, \sigma}$ (see Theorem 1.1 in § 1), namely, $f_{u}^{\varepsilon, \sigma}=f_{u}(u(x ; \varepsilon, \sigma), v(x ; \varepsilon, \sigma))$ and so on. For the limiting case as $\sigma \downarrow 0$, (LP) is replaced by
$(\mathrm{LP})_{0}$

$$
\mathscr{L}^{\varepsilon, 0}\binom{w}{\eta} \stackrel{\text { def }}{=}\left[\begin{array}{cc}
\varepsilon^{2} \frac{d^{2}}{d x^{2}}+f_{u}^{\varepsilon, 0} & f_{v}^{\varepsilon, 0} \\
\int_{I} g_{u}^{\varepsilon, 0} & \int_{I} g_{v}^{\varepsilon, 0}
\end{array}\right]\binom{w}{\eta}=\lambda\binom{w}{\eta},
$$

where $z=\eta$ is a constant function. Hereafter, (LP) automatically means (LP) $)_{0}$ when $\sigma=0$. If $\operatorname{Re} \lambda<0$ for all eigenvalues of (LP), then, $U^{\varepsilon, \sigma}$ is an asymptotically stable solution of ( P ). It will be convenient to divide the spectra into two classes: one is the class of critical eigenvalues which tend to zero as $\varepsilon \downarrow 0$, and the other noncritical ones which are bounded away from zero for small $\varepsilon$. We will see in $\S 2$ that noncritical eigenvalues are not dangerous to the stability of SPS1 (Proposition 2.1). Therefore,
the stability wholely depends on the asymptotic behavior of critical eigenvalues as $\varepsilon \downarrow 0$. Our conclusion is the following.

Main Theorem. Under (A.5), and (A.0)-(A.4) as well, there exists only one critical eigenvalue $\lambda=\lambda_{c}(\varepsilon, \sigma)$ for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ (see Theorem 1.1), and which is real and simple. Furthermore, the principal part of $\lambda_{c}(\varepsilon, \sigma)$ as $\varepsilon \downarrow 0$ is given by

$$
\begin{equation*}
\lambda_{c}(\varepsilon, \sigma) \simeq \tau_{N}^{*, \sigma} \varepsilon\left(\tau_{N}^{*, \sigma}<0\right), \tag{0.1}
\end{equation*}
$$

namely, $\lambda_{c}$ approaches to zero from the negative side with $O(\varepsilon)$ when $\varepsilon \downarrow 0$.
Apparently, this theorem implies the asymptotic stability of SPS1 for any small ع. The Main Theorem has been announced in Nishiura and Fujii [18].

Now we state the assumptions for $f$ and $g$ (see Fig. 1).


Fig. 1. Functional forms of $f$ and $g$.

## Existence Assumptions.

(A.0) $f$ and $g$ are smooth functions of $u$ and $v$ defined on some open set $\mathcal{O}$ in $\mathbb{R}^{2}$.
(A.1) The nullcline of $f$ is sigmoidal and consists of three continuous curves $u=h_{-}(v), h_{0}(v)$ and $h_{+}(v)$ defined on the intervals $I_{-}, I_{0}$ and $I_{+}$, respectively. Let $\min I_{-}=\underline{v}$ and $\max I_{+}=\bar{v}$, then the inequality $h_{-}(v)<h_{0}(v)<h_{+}(v)$ holds for $v \in I^{*} \stackrel{\text { def }}{=}(\underline{v}, \bar{v})$, and $h_{+}(v)\left(h_{-}(v)\right)$ coincides with $h_{0}(v)$ at only one point $v=\bar{v}(\underline{v})$, respectively.
(A.2) $J(v)$ has an isolated zero at $v=v^{*} \in I^{*}$ such that $d J / d v<0$ at $v=v^{*}$, where $J(v)=\int_{h_{-}(v)}^{h_{1}(v)} f(s, v) d s$.
(A.3) $f_{u}<0$ on $R_{+} \cup R_{-}$, where $R_{+}\left(R_{-}\right)$denotes the part of the curve $u=h_{+}(v)$ $\left(h_{-}(v)\right)$ defined by $R_{+}\left(R_{-}\right)=\left\{(u, v) \mid u=h_{+}(v)\left(h_{-}(v)\right)\right.$ for $\left.v^{*} \leqq v<\bar{v}\left(\underline{v}<v \leqq v^{*}\right)\right\}$ (solid parts of $f=0$ in Fig. 1), respectively.
(A.4) (a) $\left.g\right|_{R_{-}}<0<\left.g\right|_{R_{+}}$.
(b) $\left.\operatorname{det}(\partial(f, g) / \partial(u, v))\right|_{R_{+} \cup R_{-}}>0$.

Stability Assumption.
(A.5) $\left.g_{v}\right|_{R_{+} \cup R_{-}} \leqq 0$.

Remark 0.1. Let $G_{ \pm}(v) \stackrel{\text { def }}{=} g\left(h_{ \pm}(v), v\right)$ for $v \in I_{ \pm}$. Then, the assumption (A.4b) is equivalent to

$$
\begin{equation*}
\left.\frac{d}{d v} G_{ \pm}(v)\right|_{R_{ \pm}}<0, \quad \text { respectively }, \tag{0.2}
\end{equation*}
$$

since it follows from $f\left(h_{ \pm}(v), v\right)=0$ and (A.3) that

$$
\left.\frac{d}{d v} G_{ \pm}(v)\right|_{R_{ \pm}}=\left.\frac{f_{u} g_{v}-f_{v} g_{u}}{f_{u}}\right|_{R_{ \pm}} .
$$

Note that in [15] the condition (0.2) is assumed in place of (A.4b).
Remark 0.2. It holds that $f_{u}=0$ at $\left(h_{+}(\bar{v}), \bar{v}\right)$ and $\left(h_{-}(\underline{v}), \underline{v}\right)$. Moreover, in general, $g$ and $\operatorname{det}(\partial(f, g) / \partial(u, v))$ in (A.4) may become zero at these end points.

The outline of this paper is the following. In § 1, first, the existence theorem of SPS1 and the asymptotic form of the stretched SPS1 are presented. Second, the spectral behavior of the Sturm-Liouville operator $L^{\ell, \sigma}$ with respect to the parameters $(\varepsilon, \sigma)$ is studied in detail, which is a basic result for later spectral analysis. In § 2, we introduce the singular limit eigenvalue problem (SLEP), which characterizes the asymptotic behavior of the critical eigenvalues of (LP) as $\varepsilon \downarrow 0$. A geometric consideration of the solution of SLEP implies that the critical eigenvalue really behaves as in Main Theorem. It is also proved that all the other noncritical eigenvalues have strictly negative real parts independent of $\varepsilon$. A justification of SLEP is given in § 3, namely, it is shown that the critical eigenvalue is real, unique and simple, and the asymptotic behavior of it as $\varepsilon \downarrow 0$ is just the same as is given by SLEP in $\S 2$. Finally, in $\S 4$, the instability of SPS1 is discussed when some of the assumptions for nonlinearities are violated.

We show several examples which fall into our framework.
Example 1 (Diffusive prey-predator model [14]. See Fig. 2).

$$
u_{t}=\varepsilon^{2} u_{x x}+f_{0}(u) u-k u v, \quad v_{t}=D v_{x x}+g_{0}(v) v+k u v
$$

where $k$ is a positive constant; $f_{0}(u)$ is a smooth function such that

$$
f_{0}(0) \geqq 0, \quad \frac{d}{d u} f_{0}(u) \begin{cases}>0, & 0 \leqq u<c \\ =0, & u=c \\ <0, & u>c\end{cases}
$$

for some positive constant $c$, and $g_{0}(v)=c_{0}+c_{1} v^{m}\left(c_{0}, c_{1}, m>0\right)$. We assume that

$$
g_{0}\left(v^{*}\right)+\left(\frac{d}{d v} g_{0}\left(v^{*}\right)\right) v^{*}>k h_{+}\left(v^{*}\right)
$$

which guarantees the stability assumption (A.5), where $u=h_{+}(v)$ is the right branch of the nullcline $f(u, v)=0$.


Fig. 2. Functional forms of prey-predator model.


Fig. 3. Functional forms of Gierer-Meinhardt model with saturation.
Example 2 (Gierer-Meinhardt model with saturation [9]. See Fig. 3).

$$
\begin{aligned}
& u_{t}=\varepsilon^{2} u_{x x}+\rho \rho_{0}+\frac{c \rho u^{2}}{v\left(1+\kappa u^{2}\right)}-\mu u \\
& v_{t}=D v_{x x}+c^{\prime} \rho^{\prime} u^{2}-v v
\end{aligned}
$$

where $\rho, \rho^{\prime}, \rho_{0}, c, c^{\prime}, \kappa, \mu$ and $v$ are all positive constants.
Example 3 (Seelig's model with diffusion [12]. See Fig. 4).

$$
u_{t}=\varepsilon^{2} u_{x x}+j_{1}-u-\beta r(u, v), \quad v_{t}=D v_{x x}+j_{2}-\gamma r(u, v),
$$

where $r(u, v)=u v /\left(1+u+v+K u^{2}\right)$ and $j_{1}, j_{2}, \beta, \gamma$ and $K$ are all positive constants.


Fig. 4. Functional forms of Seelig's model.
We use the following notation and acronym (with page reference) throughout the paper:
$C^{p}(\bar{I})=$ the space of $p$-times continuous differentiable functions on $\bar{I}$ with usual norm,
$C_{\varepsilon}^{p}(\bar{I})=$ the space of $p$-times continuous differentiable functions on $\bar{I}$ with the norm

$$
\|u\|_{C_{e}^{p}}=\sum_{k=0}^{p} \max \left|\left(\varepsilon \frac{d}{d x}\right)^{k} u(x)\right|
$$

$H^{p}(I)=$ the usual Sobolev space,
$H_{N}^{p}(I)=$ the space of closure of $\{\cos (n \pi x)\}_{n=0}^{\infty}$ in $H^{p}(I)$.
$\langle\cdot, \cdot\rangle=$ the inner product in $L^{2}(I)$-space.
$C_{\text {c.u. }}^{k}(\Omega)=$ the compact uniform convergence in $C^{k}$-sense in $\Omega$, namely, the uniform convergence on any compact subset of $\Omega$ in $C^{k}$-sense.
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1. Existence theorem and preliminaries. In this section, we show the existence theorem of SPS1 and prepare several lemmas which will be used in subsequent sections.

First, let us begin with the study of reduced solutions and their $\sigma$-dependency to understand the form of SPS1. The reduced problem is given by putting $\varepsilon=0$ in (SP),

$$
\begin{align*}
& f(u, v)=0  \tag{RP.1}\\
& \frac{1}{\sigma} v_{x x}+g(u, v)=0, \tag{RP.2}
\end{align*}
$$

subject to zero flux boundary conditions and $(u, v) \in L^{2}(I) \times\left\{H^{2}(I) \cap H_{N}^{1}(I)\right\}$. The amount of solutions expand to a great extent, when we switch the problem from (SP) to (RP). However, we are interested in the solutions of (RP) which are the limits of those of (SP) as $\varepsilon \downarrow 0$. One of the important such classes is the following. We take

$$
u=h^{*}(v)= \begin{cases}h_{-}(v) & \text { for } v \leqq v^{*}, v \in I_{-},  \tag{1.1}\\ h_{+}(v) & \text { for } v \geqq v^{*}, v \in I_{+},\end{cases}
$$

as a special solution of (RP.1). Substituting this into (RP.2), we have a scalar equation
for $v$, i.e., the reduced equation,

$$
\begin{equation*}
\frac{1}{\sigma} v_{x x}+G^{*}(v)=0, \quad v \in H^{2}(I) \cap H_{N}^{1}(I) \tag{RSP}
\end{equation*}
$$

where $G^{*}(v)=g\left(h^{*}(v), v\right)$. It follows from (0.2) that $G^{*}(v)$ is strictly decreasing in each of the subintervals $\underline{v} \leqq v \leqq v^{*}$ and $v^{*} \leqq v \leqq \bar{v}$ and that it has a discontinuity of the first kind at $v=v^{*}$ as in Fig. 5. We only consider monotone increasing $C^{1}$-matching solutions of (RSP) at $v=v^{*}$. Let $\operatorname{Num}(v(x))$ denotes the numerical range of a monotone increasing solution $v(x)$ of (RSP), i.e.,

$$
\operatorname{Num}(v(x))=\left[\min _{x \in I} v(x), \max _{x \in I} v(x)\right] .
$$



Fig. 5. Functional form of $G^{*}(v)$.

Proposition 1.1. There exists a uniquely determined positive constant $\sigma_{1}^{*}$ such that
(a) Monotone increasing $C^{1}$-matching solutions $V^{*, \sigma}(x)$ of (RSP) exist for $0<\sigma \leqq$ $\sigma_{i}^{*}$,
(b) $\operatorname{Num}\left(V^{*, \sigma}(x)\right)$ is a monotone increasing sequence of intervals of $\sigma$ with respect to inclusion relation and satisfies $\lim _{\sigma \downarrow 0} \operatorname{Num}\left(V^{*, \sigma}(x)\right)=\left\{v^{*}\right\}$. Moreover, $\lim _{\sigma \downarrow 0} V^{*, \sigma}(x)=v^{*}$ in $C^{1}(\bar{I})$-sense;
(c) $\operatorname{Num}\left(V^{*, \sigma_{1}^{*}}(x)\right)$ contains at least one of the end points $\underline{v}$ and $\bar{v}$, namely, the reduced solution (see (1.2)) covers completely at least one of the curves $R_{+}$and $R_{-}$defined in (A.3).

Proof. See Appendix 1 and Proposition 3.2 in [6] (see also § 3 in [15]).
Using (1.1), we obtain the $\sigma$-family of reduced solutions (see Fig. 6),

$$
\begin{equation*}
\left(U^{*, \sigma}(x), V^{*, \sigma}(x)\right), \quad 0 \leqq \sigma \leqq \sigma_{1}^{*} \tag{1.2}
\end{equation*}
$$

where $U^{*, \sigma}(x)=h^{*}\left(V^{*, \sigma}(x)\right)$.
Remark 1.1. The value $\sigma=\sigma_{1}^{*}$ is an interesting point from a global bifurcation point of view. In fact, it is a taking off point of the $D_{1}$ (i.e., one-mode solution)-sheet from the singular wall. Namely, SPS1 constructed by our method ceases to exist for $\sigma>\sigma_{1}^{*}$. See [6] and [7] for more detailed discussions.

Proposition 1.2. The matching point $x_{1}^{*}(\sigma)$ is well defined by

$$
\begin{equation*}
V^{*, \sigma}\left(x_{1}^{*}(\sigma)\right)=v^{*} \tag{1.3}
\end{equation*}
$$



Fig. 6. Reduced solution and SPS.
due to the monotonicity of $V^{*, \sigma}(x)$. Then, $x_{1}^{*}(\sigma)$ is a continuous function of $\sigma$ for $0<\sigma \leqq \sigma_{1}^{*}$ and uniquely extendable to $\sigma=0$. Here $x_{1}^{*}(0)=\lim _{\sigma \downarrow 0} x_{1}^{*}(\sigma)$ is determined by

$$
\int_{I} g\left(U^{*, 0}(x), v^{*}\right) d x=0
$$

where

$$
U^{*, 0}(x)= \begin{cases}h_{-}\left(v^{*}\right) & \text { for } x \in\left[0, x_{1}^{*}(0)\right),  \tag{1.4}\\ h_{+}\left(v^{*}\right) & \text { for } x \in\left(x_{1}^{*}(0), 1\right] .\end{cases}
$$

Proof. See Appendix 1, [15] and [16].
Theorem 1.1 (Existence Theorem of SPS1). For any $\sigma_{0}$ with $0<\sigma_{0}<\sigma_{1}^{*}$, there is an $\varepsilon_{0}>0$ such that (SP) has an $(\varepsilon, \sigma)$-family of solutions $U^{\varepsilon, \sigma}=(u(x ; \varepsilon, \sigma), v(x ; \varepsilon, \sigma)) \in$ $C_{\varepsilon}^{2}(\bar{I}) \times C^{2}(\bar{I})$ for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}=\left\{(\varepsilon, \sigma) \mid 0<\varepsilon<\varepsilon_{0}, 0 \leqq \sigma<\sigma_{0}\right\}$. $U^{\varepsilon, \sigma}$ are uniformly bounded in $C_{\varepsilon}^{2}(\bar{I}) \times C^{2}(\bar{I})$, and satisfy

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} u(x ; \varepsilon, \sigma)=U^{*, \sigma}(x) \quad \text { uniformly on } I \backslash I_{\kappa} \text { for any } \kappa>0 \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} v(x ; \varepsilon, \sigma)=V^{*, \sigma}(x) \quad \text { uniformly on } I, \tag{1.6}
\end{equation*}
$$

where $I_{\kappa}=\left(x_{1}^{*}(\sigma)-\kappa, x_{1}^{*}(\sigma)+\kappa\right)$, and $\sigma_{1}^{*}, U^{*, \sigma}(x)$ and $V^{*, \sigma}(x)$ are defined in Proposition 1.2 and (1.2). See Fig. 6.

Moreover, when $\sigma \downarrow 0, U^{\varepsilon, \sigma}$ converges to the shadow SPS1 $U^{\varepsilon, 0}=(u(x ; \varepsilon, 0), \xi(\varepsilon))$ of $(\mathrm{SP})_{0}$ satisfying

$$
\begin{align*}
& \lim _{\varepsilon \downarrow 0}(x ; \varepsilon, 0)=U^{*, 0}(x),  \tag{1.7}\\
& \lim _{\varepsilon \downarrow 0} \xi(\varepsilon)=v^{*} \tag{1.8}
\end{align*}
$$

where $U^{*, 0}(x)$ is defined in Proposition 1.2, and the convergent manner is the same as in (1.5) and (1.6) replacing $x_{1}^{*}(\sigma)$ by $x_{1}^{*}(0)$.

Finally, $U^{\varepsilon, \sigma}$ depends continuously on $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ in $C_{\varepsilon}^{2} \times C^{2}$-topology, and continuously on $(\varepsilon, \sigma) \in \bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}$ in $L^{2} \times C^{1}$-topology, where $\bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}=\left\{(\varepsilon, \sigma) \mid 0 \leqq \varepsilon<\varepsilon_{0}\right.$, $\left.0 \leqq \sigma<\sigma_{0}\right\}$.

Proof. See Appendix 1. Also, see Mimura, Tabata and Hosono [15], Hosono and Mimura [10] and Ito [11].

In the following, we use the same notation $\varepsilon_{0}$ for the bound of $\varepsilon$, though we may replace it by a smaller one at need.

The following lemmas concern the asymptotic form of the stretched solution and the spectral behavior of the Sturm-Liouville operator. Here the stretching means the change of variables from $x$ to $y=\left(x-x_{1}(\varepsilon, \sigma)\right) / \varepsilon$, where $x_{1}(\varepsilon, \sigma)$ is the $C^{1}$-matching point of SPS1 with $\lim _{\varepsilon \downarrow 0} x_{1}(\varepsilon, \sigma)=x_{1}^{*}(\sigma)$ and $u\left(x_{1}(\varepsilon, \sigma) ; \varepsilon, \sigma\right)=h_{0}\left(v^{*}\right)$ (see (17) in Appendix 1). For a given function $w(x)$ on $I$, we denote the stretched function by $\tilde{w}(y)$, i.e.,

$$
\begin{equation*}
\tilde{w}(y)=w\left(x_{1}(\varepsilon, \sigma)+\varepsilon y\right) . \tag{1.9}
\end{equation*}
$$

We also use the following notation for the stretched intervals:

$$
\begin{equation*}
\tilde{I}=(-l / \varepsilon, r / \varepsilon), \quad \tilde{I}_{-}=(-l / \varepsilon, 0) \quad \text { and } \quad \tilde{I}_{+}=(0, r / \varepsilon), \tag{1.10}
\end{equation*}
$$

where $l=x_{1}(\varepsilon, \sigma)$ and $r=1-x_{1}(\varepsilon, \sigma)$.
The first lemma is on the convergence of the stretched SPS1 to the static front solution as $\varepsilon \downarrow 0$.

Lemma 1.1. Let $\tilde{U}^{\varepsilon, \sigma}=(\tilde{u}(y ; \varepsilon, \sigma), \tilde{v}(y ; \varepsilon, \sigma))$ be the stretched solution of SPS1 $U^{\varepsilon, \sigma}$, and let $\tilde{u}^{*}$ be a unique monotone increasing solution on $\mathbb{R}$ of the following problem

$$
\begin{align*}
& \frac{d^{2}}{d y^{2}} u+f\left(u, v^{*}\right)=0,  \tag{1.11a}\\
& u( \pm \infty)=h_{ \pm}\left(v^{*}\right),  \tag{1.11b}\\
& u(0)=h_{0}\left(v^{*}\right) . \tag{1.11c}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \tilde{U}^{\varepsilon, \sigma}=\tilde{U}^{*} \quad \text { in } C_{\text {c.u. }}^{2}(\mathbb{R}) \text {-sense }, \tag{1.12}
\end{equation*}
$$

where $\tilde{U}^{*}$ is defined by $\tilde{U}^{*}=\left(\tilde{u}^{*}, v^{*}\right)$.
Recall that $C_{\text {c.u. }}^{2}(\mathbb{R})$ is the abbreviation of compact uniform convergence in $C^{2}$-sense on $\mathbb{R}$. Here, we note that the limiting function $\tilde{U}^{*}$ is independent of $\sigma$. The convergence (1.12) is uniform with respect to $\sigma$ for $0 \leqq \sigma<\sigma_{0}$.

Remark 1.2. Though $\tilde{U}^{\varepsilon, \sigma}$ is not defined for all $x \in \mathbb{R}$, (1.12) makes sense, because for any fixed compact interval $K$, there exists an $\varepsilon_{K}$ such that $\tilde{U}^{\varepsilon, \sigma}$ is defined on $K$ for $0<\varepsilon<\varepsilon_{K}$.

Proof of Lemma 1.1. We can assume without loss of generality that $u(x ; \varepsilon, \sigma)$ takes the value $h_{0}\left(v^{*}\right)$ at the matching point $x=x_{1}(\varepsilon, \sigma)$. We prove this lemma according to the construction of SPS1 in Appendix 1.

We divide the solution $U^{\varepsilon, \sigma}$ into two parts at $x=x_{1}(\varepsilon, \sigma)$, i.e.,

$$
U^{\varepsilon, \sigma}= \begin{cases}U^{\varepsilon, \sigma} & \text { for } x \in \bar{I}_{-}=\left[0, x_{1}(\varepsilon, \sigma)\right], \\ U_{+}^{\varepsilon, \sigma} & \text { for } x \in \bar{I}_{+}=\left[x_{1}(\varepsilon, \sigma), 1\right] .\end{cases}
$$

We shall show that $\tilde{U}_{+}^{\varepsilon, \sigma}\left(\tilde{U}^{\varepsilon, \sigma}\right)$ converges to the right(left)-half of $\tilde{U}^{*}$ in $C_{\text {c.u. }}^{2}$-sense on $\mathbb{R}^{+}\left(\mathbb{R}^{-}\right)$as $\varepsilon \downarrow 0$, where $\mathbb{R}^{+}=[0,+\infty)\left(\mathbb{R}^{-}=(-\infty, 0]\right)$. First, note the following two remarks: For any interval $I_{\#} \subseteq I$; (i) Let $w(x ; \varepsilon)$ be uniformly bounded in $C_{\varepsilon}^{2}\left(I_{\nexists}\right)$-sense for small $\varepsilon\left(I_{\# \#} \subseteq I\right)$, then after stretching, $\tilde{w}(y ; \varepsilon)$ is uniformly bounded in $C^{2}\left(\tilde{I}_{\#}\right)$; (ii) Let $w(x ; \varepsilon)$ be uniformly bounded in $C^{2}\left(I_{\#}\right)$-sense for small $\varepsilon$, and $w\left(x_{1}(\varepsilon, \sigma) ; \varepsilon\right)$ converges to $w^{*}$ as $\varepsilon \downarrow 0$, then $\tilde{w}(y ; \varepsilon)$ converges to $w^{*}$ in $C_{\text {c.u. }}^{2}\left(\tilde{I}_{\neq}\right)$-sense as $\varepsilon \downarrow 0$.

In view of (8) and (10) in Appendix $1, U_{ \pm}^{\varepsilon, \sigma}=\left(u_{ \pm}(x ; \varepsilon, \sigma), v_{ \pm}(x ; \varepsilon, \sigma)\right)$ has the form

$$
\begin{align*}
u_{ \pm}(x ; \varepsilon, \sigma)= & h_{ \pm}\left(\hat{V}_{ \pm}(x ; \delta, \omega, \sigma)\right)+z_{ \pm}(x ; \delta, \omega, \varepsilon, \sigma)+r_{ \pm}(\varepsilon, \sigma)  \tag{1.13}\\
& +\sigma \frac{d}{d v} h_{ \pm}\left(\hat{V}_{ \pm}(x ; \delta, \omega, \sigma)\right) \cdot s_{ \pm}(\varepsilon, \sigma), \\
v_{ \pm}(x ; \varepsilon, \sigma)= & v^{*}+\omega+\sigma\left\{W_{ \pm}(x ; \delta, \omega, \sigma)+\varepsilon^{2} Y_{ \pm}+s_{ \pm}(\varepsilon, \sigma)\right\} . \tag{1.14}
\end{align*}
$$

Since $v_{ \pm}(x ; \varepsilon, \sigma)$ remains uniformly bounded in $C^{2}\left(I_{ \pm}\right)$for small $\varepsilon$, it follows from the above remark, Lemma A.2, Remark A.2, Theorem A.1, and (16) in Appendix 1 that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \tilde{v}_{ \pm}(y ; \varepsilon, \sigma)=v^{*} \quad \text { in } C_{\text {c.u. }}^{2}\left(\mathbb{R}^{ \pm}\right) \text {-sense. } \tag{1.15}
\end{equation*}
$$

For the $u$-component, first note that $\lim _{\varepsilon \downarrow 0} \hat{V}_{ \pm}=v^{*}$ in $C_{\text {c.u. }}^{2}\left(\mathbb{R}^{ \pm}\right)$-sense (see (7) in Appendix 1). Therefore, we have

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} h_{ \pm}\left(\hat{V}_{ \pm}\right)=h_{ \pm}\left(v^{*}\right) \quad \text { in } C_{\text {c.u. }}^{2}\left(\mathbb{R}^{ \pm}\right) \text {-sense. } \tag{1.16}
\end{equation*}
$$

On the other hand, it follows from the definition of $z_{ \pm}$(see § A. 2 in Appendix 1) and the continuous dependence of solutions on initial data and parameters on any fixed compact interval that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \tilde{z}_{ \pm}=\tilde{z}_{ \pm}^{*} \quad \text { in } C_{\text {c.u. }}^{2}\left(\mathbb{R}^{ \pm}\right) \text {-sense }, \tag{1.17}
\end{equation*}
$$

where $\tilde{z}_{ \pm}^{*}$ is the unique solution of

$$
\begin{align*}
& \frac{d^{2}}{d y^{2}} \tilde{z}_{ \pm}^{*}+f\left(h_{ \pm}\left(v^{*}\right)+\tilde{z}_{ \pm}^{*}, v^{*}\right)=0, \\
& \tilde{z}_{ \pm}^{*}(0)=h_{0}\left(v^{*}\right)-h_{ \pm}\left(v^{*}\right),  \tag{1.18}\\
& \tilde{z}_{+}^{*}(+\infty)=0 \quad \text { or } \quad \tilde{z}_{-}^{*}(-\infty)=0 .
\end{align*}
$$

Using the above results and Theorem A. 1 in Appendix 1 and recalling that $\tilde{u}_{-}(y ; \varepsilon, \sigma)$ and $\tilde{u}_{+}(y ; \varepsilon, \sigma)$ are matched in $C^{2}$-sense at $y=0$, we can see that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \tilde{u}(y ; \varepsilon, \sigma)=\tilde{u}^{*}(y) \quad \text { in } C_{\text {c... }}^{2}(\mathbb{R}) \text {-sense. } \tag{1.19}
\end{equation*}
$$

Since all the above convergence results have a uniformity with respect to $\sigma$, the convergence (1.12) is uniform for $0 \leqq \sigma<\sigma_{0}$, which completes the proof of Lemma 1.1.

Remark 1.3. Differentiating (1.11a) with respect to $y$, we see that $(d / d y) \tilde{u}^{*}(y)$ is a constant multiple of the positive normalized principal eigenfunction $\hat{\phi}_{0}^{*}$ of the Sturm-Liouville operator $\left(d^{2} / d y^{2}\right)+f_{u}\left(\tilde{u}^{*}(y), v^{*}\right)$ on $\mathbb{R}$. Therefore, it follows from Lemma 1.1 that

$$
\begin{equation*}
\frac{d}{d y} \tilde{u}(y ; \varepsilon, \sigma) \underset{\varepsilon \downarrow 0}{\rightarrow} \kappa^{*^{-1}} \hat{\phi}_{0}^{*}\left(=\frac{d}{d y} \tilde{u}^{*}(y)\right) \tag{1.20}
\end{equation*}
$$

compact uniformly in $C^{2}$-sense, where $\kappa^{*^{-1}}=\left\|(d / d y) \tilde{u}^{*}(y)\right\|_{L^{2}(\mathbb{R})}$.
Corollary 1.1. Let $F(u, v)$ be a smooth function of $u$ and $v$. Then, the composite function $F(\tilde{u}(y ; \varepsilon, \sigma), \tilde{v}(y ; \varepsilon, \sigma))$ converges to $F\left(\tilde{u}^{*}, v^{*}\right)$ compact uniformly in $C^{2}$-sense.

In view of the construction of $U^{\varepsilon, \sigma}$ and the properties of $z_{ \pm}$, we have the following.
Corollary 1.2. For any $\gamma>0$, there exists $M>0$ such that

$$
\left|\tilde{U}^{\varepsilon, \sigma}(y ; \varepsilon, \sigma)-\tilde{U}^{*, \sigma}\right|<\gamma \quad \text { for }|y|>M \text { and all small } \varepsilon,
$$

where $\tilde{U}^{*, \sigma}$ is the stretched function of the reduced solution, i.e., $\tilde{U}^{*, \sigma}=$ $U^{*, \sigma}\left(x_{1}(\varepsilon, \sigma)+\varepsilon y\right)$.

Let us introduce the following Sturm-Liouville problem at $U^{\varepsilon, \sigma}$,

$$
\begin{align*}
& L^{\varepsilon, \sigma} \phi \stackrel{\text { def }}{=}\left(\varepsilon^{2} \frac{d^{2}}{d x^{2}}+f_{u}^{\varepsilon, \sigma}\right) \phi=\zeta \phi \text { in } I,  \tag{SL}\\
& \phi_{x}=0 \text { on } \partial I,
\end{align*}
$$

where $f_{u}^{\varepsilon, \sigma}=f_{u}(u(x ; \varepsilon, \sigma), v(x ; \varepsilon, \sigma))$ (see Fig. 7(a)). Let $\left\{\phi_{n}^{\varepsilon, \sigma}\right\}_{n \geqq 0}$ be the complete orthonormal set (CONS), and $\left\{\zeta_{n}^{\ell, \sigma}\right\}_{n \geqq 0}$ the associated eigenvalues of (SL), which are all real and simple. It is convenient to define the stretched Sturm-Liouville problem for (SL):

$$
\begin{align*}
& \tilde{L}^{\varepsilon, \sigma} \hat{\phi} \stackrel{\text { def }}{=}\left(\frac{d^{2}}{d y^{2}}+\tilde{f}_{u}^{\varepsilon, \sigma}\right) \hat{\phi}=\zeta \hat{\phi} \text { in } \tilde{I},  \tag{SL}\\
& \hat{\phi}_{y}=0 \quad \text { on } \partial \tilde{I},
\end{align*}
$$

where $\tilde{f}_{u}^{e, \sigma}$ is the stretched potential of $f_{u}^{\varepsilon, \sigma}$ (see Fig. 7(b)). Similarly as above, let $\left\{\hat{\phi}_{n}^{\varepsilon, \sigma}\right\}_{n \geqq 0}$ be the CONS and $\left\{\zeta_{n}^{\varepsilon, \sigma}\right\}_{n \geqq 0}$ the associated real simple eigenvalues of ( $\widetilde{\mathrm{SL}}$ ). Note that the set of eigenvalues $\left\{\zeta_{n}^{\varepsilon, \sigma}\right\}_{n} \geqq 0$ remain the same after stretching. On the other hand, we need $\sqrt{\varepsilon}$-factor for the eigenfunctions

$$
\begin{equation*}
\hat{\phi}_{n}^{\varepsilon, \sigma}=\sqrt{\varepsilon} \tilde{\phi}_{n}^{\varepsilon, \sigma}, \tag{1.21}
\end{equation*}
$$

where $\tilde{\phi}_{n}^{\varepsilon, \sigma}$ is the stretched function of $\phi_{n}^{\varepsilon, \sigma}$, i.e.,

$$
\tilde{\phi}_{n}^{\varepsilon, \sigma}(y)=\phi_{n}^{\varepsilon, \sigma}\left(x_{1}(\varepsilon, \sigma)+\varepsilon y\right) .
$$

The relation (1.21) comes from the normalization

$$
\int_{I}\left(\phi_{n}^{\varepsilon, \sigma}\right)^{2} d x=1=\int_{\tilde{I}}\left(\sqrt{\varepsilon} \tilde{\phi}_{n}^{\varepsilon, \sigma}\right)^{2} d y .
$$



Fig. 7(a). Functional form of the potential $f_{u}^{\varepsilon, \sigma}$.


Fig. 7(b). The stretched potential $\tilde{f}_{u}^{\varepsilon, \sigma}$.

Motivated by

$$
\tilde{f}_{u}^{\varepsilon, \sigma} \underset{\varepsilon \downarrow 0}{ } \tilde{f}_{u}^{*} \text { in } C_{\text {c.u. }}^{2} \text {-sense, }
$$

which follows from Corollary 1.1, where $\tilde{f}_{u}^{*}=f_{u}\left(\tilde{u}^{*}, v^{*}\right)$, we introduce a SturmLiouville problem on $\mathbb{R}$ :

$$
\begin{equation*}
\tilde{L}^{*} \hat{\phi}=\left(\frac{d^{2}}{d y^{2}}+\tilde{f}_{u}^{*}\right) \hat{\phi}=\zeta \hat{\phi} \quad \text { in } \mathbb{R} \tag{SL}
\end{equation*}
$$

which is a natural limiting problem of ( $\widetilde{\mathrm{SL}}$ ) as $\varepsilon \downarrow 0$. In view of (A.3) and Lemma A. 3 in Appendix 1, we see that the potential $\tilde{f}_{u}^{*}$ approaches to negative constants $f_{u}\left(h_{ \pm}\left(v^{*}\right), v^{*}\right)$ as $y \rightarrow \pm \infty$ in the following way (see Fig. 7(c));

$$
\begin{equation*}
\left|f_{u}\left(\tilde{u}^{*}(y), v^{*}\right)-f_{u}\left(h_{ \pm}\left(v^{*}\right), v^{*}\right)\right| \leqq C \exp (-\gamma|y|), \quad y \rightarrow \pm \infty, \tag{1.22}
\end{equation*}
$$

where $C$ and $\gamma$ are positive constants.


FIG. 7(c). Limiting form $\tilde{f}_{u}^{*}$ of the stretched potential.
The following observation for (SL)* is useful.
Lemma 1.2. The value 0 is the principal eigenvalue of (SL)*, which is simple in $L^{2}(\mathbb{R})$, and the associated normalized positive eigenfunction $\hat{\phi}_{0}^{*}$ is given by

$$
\hat{\phi}_{0}^{*}=\kappa^{*} \frac{d}{d y} \tilde{u}^{*}
$$

with

$$
\kappa^{*}=\left\|\frac{d}{d y} \tilde{u}^{*}\right\|_{L^{2}(\mathbb{R})}^{-1}
$$

Proof. Noting that the potential $\tilde{f}_{u}^{*}$ of (SL)* is of well-type, which satisfies (1.22), this lemma is a direct consequence of Remark 1.3 and the fact that (SL)* is of limit point type (see Coddington and Levinson [2, Chap. 9]).

The principal eigenfunction $\hat{\phi}_{0}^{\varepsilon, \sigma}$ of ( $\widetilde{\mathrm{SL}}$ ) converges to that of (SL)* in the following sense.

Lemma 1.3. It follows that

$$
\hat{\phi}_{0}^{\varepsilon, \sigma}\left(=\sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma}\right) \underset{\varepsilon \downarrow 0}{ } \hat{\phi}_{0}^{*} \quad \text { in } C_{\text {c.u. }}^{2}(\mathbb{R}) \text {-sense, }
$$

$\hat{\phi}_{0}^{\varepsilon, \sigma}\left(\hat{\phi}_{0}^{*}\right)$ is the normalized positive principal eigenfunction of $(\widetilde{\mathrm{SL}})\left((\mathrm{SL})^{*}\right)$, respectively. This convergence is uniform for $0 \leqq \sigma<\sigma_{0}$.

Proof. First, since $\tilde{u}^{*}$ approaches to $h_{+}\left(v^{*}\right)$ (or, $\left.h_{-}\left(v^{*}\right)\right)$ with an exponential order as $y \rightarrow+\infty$ (or, $-\infty$ ) (Lemma A. 3 in Appendix 1), $\tilde{f}_{u}^{\epsilon, \sigma}$ converges to $\tilde{f}_{u}^{*}=f_{u}\left(\tilde{u}^{*}, v^{*}\right)$ in $C_{\text {c.u.-sense }}^{2}$ from Corollary 1.1. Second, from Corollary 1.2 and (A.3),

$$
\begin{equation*}
\tilde{f}_{u}^{\varepsilon, \sigma}<-\mu<0 \tag{1.23}
\end{equation*}
$$

holds uniformly for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ outside of an appropriate fixed finite interval $I_{\mu}, \mu$ being independent of $\varepsilon$ and $\sigma$. Therefore, it is easy to verify that $\left\{\hat{\phi}_{0}^{\varepsilon, \sigma}\right\}_{0<\varepsilon<\varepsilon_{0}}\left(\left\|\hat{\phi}_{0}^{\varepsilon, \sigma}\right\|_{L^{2}(\tilde{I})}=1\right)$ is uniformly bounded, with the decaying estimate

$$
\begin{equation*}
\hat{\phi}_{0}^{\varepsilon, \sigma}(y) \leqq \hat{C} \exp (-\hat{\gamma}|y|) \quad \text { for } y \in \tilde{I} \backslash I_{\mu}, \tag{1.24}
\end{equation*}
$$

where $\hat{C}$ and $\hat{\gamma}$ are positive constants which do not depend on $(\varepsilon, \sigma)$. Let $K$ be an arbitrary compact interval. Then, using the above fact, and that $\hat{\phi}_{0}^{\varepsilon, \sigma}$ is a solution of ( $\widetilde{\mathrm{SL}}$ ), we can see that $\left\{\hat{\phi}_{0}^{\varepsilon, \sigma}\right\}_{0<\varepsilon<\varepsilon_{0}}$ forms an Ascoli-Arzela set on $K$ in $C^{2}$-sense (i.e., precompact set in $C^{2}$-topology on $K$ ). Let us choose a subsequence $\left\{\hat{\phi}_{0^{\varepsilon^{\prime}}}\right\}_{n \geqq 1}$ which constitutes a Cauchy sequence on $K$ in $C^{2}$-sense. Using a diagonal argument on an expanding sequence of compact intervals which eventually covers the whole line $\mathbb{R}$, we can select a subsequence $\left\{\hat{\phi}_{0^{\varepsilon_{n}},}\right\}_{n \geqq 1}$ (we use the same symbol as before) which converges uniformly on any compact interval. Namely, it forms a convergent sequence on $\mathbb{R}$ in $C_{\text {c.u. }}^{2}$-topology. Let us denote this limit by $\Phi^{*}$. Let $\left\{\zeta_{0^{\boldsymbol{\varepsilon}^{\prime}} \boldsymbol{\sigma}}\right\}$ be the set of corresponding eigenvalues. We can then assume without loss of generality that $\zeta_{0^{\varepsilon_{n}},}^{\boldsymbol{\sigma}^{*}} \zeta^{*}$ as $n \rightarrow+\infty$, since it must be in the bounded interval

$$
\left[\min _{y \in \bar{I},(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}} f_{u}^{\varepsilon, \sigma}, \max _{\text {the same region }} f_{u}^{\varepsilon, \sigma}\right] .
$$

Consequently, $\Phi^{*}$ satisfies

$$
\begin{align*}
& \frac{d^{2}}{d y^{2}} \Phi^{*}+\tilde{f}_{u}^{*} \Phi^{*}=\zeta^{*} \Phi^{*} \\
& \Phi^{*}>0, \quad\left\|\Phi^{*}\right\|_{L^{2}(\mathbb{R})}=1 . \tag{1.25}
\end{align*}
$$

The strict positivity comes from $\hat{\phi}_{0}^{\varepsilon, \sigma}>0$ and that $\Phi^{*}$ satisfies the above equation. On the other hand, 0 is the principal eigenvalue of (SL)* from Lemma 1.2, and the associated normalized positive eigenfunction is given by $\hat{\phi}_{0}^{*}\left(=\kappa^{*}(d / d y) \tilde{u}^{*}\right)$. By virtue of the uniqueness of the normalized positive principal eigenfunction and the orthogonal property of eigenfunctions, we can conclude that $\Phi^{*}=\hat{\phi}_{0}^{*}$ and $\zeta^{*}=0$. Thus, the limit $\Phi^{*}$ does not depend on the choice of subsequences. Hence, $\hat{\phi}_{0}^{\text {E, }}$ itself converges to $\hat{\phi}_{0}^{*}$ in $C_{\text {c. } \mathrm{u} \text {.-sense. The uniformity with respect to } \sigma \text { is easily shown by contradiction }}^{2}$ with the aid of the uniqueness of $\hat{\phi}_{0}^{*}$.

Corollary 1.3.

$$
\int_{I} \phi_{0}^{\varepsilon, \sigma} d x=L(\varepsilon, \sigma) \sqrt{\varepsilon}
$$

where $L(\varepsilon, \sigma)$ is a positive continuous function of $(\varepsilon, \sigma) \in \bar{\Omega}_{\varepsilon_{0} \sigma_{0}}$. Moreover,

$$
L^{*} \stackrel{\text { def }}{=} L(0, \sigma)=\kappa^{*}\left(h_{+}\left(v^{*}\right)-h_{-}\left(v^{*}\right)\right)>0
$$

Note that the limit $L^{*}$ is independent of $\sigma$.
Proof. Using a stretched variable $y=\left(x-x_{1}(\varepsilon, \sigma)\right) / \varepsilon$, the integral is rewritten as

$$
\int_{I} \phi_{0}^{\varepsilon, \sigma} d x=\sqrt{\varepsilon} \int_{\tilde{I}} \sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma} d y .
$$

Define $L(\varepsilon, \sigma)$ by

$$
\begin{equation*}
L(\varepsilon, \sigma)=\int_{\tilde{I}} \sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma} d y . \tag{1.27}
\end{equation*}
$$

It is clear from the smooth parametric dependency of SPS1 $U^{\varepsilon, \sigma}$ in $\Omega_{\varepsilon_{0}, \sigma_{0}}$ that $L(\varepsilon, \sigma)$ is a continuous function in $\Omega_{\varepsilon_{0}, \sigma_{0}}$. It follows from Lemmas 1.2 and 1.3 and (1.24) that

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} L(\varepsilon, \sigma) & =\int_{\mathbb{R}} \hat{\phi}_{0}^{*} d y \\
& =\kappa^{*} \int_{\mathbb{R}} \frac{d}{d y} \tilde{u}^{*} d y \\
& =\kappa^{*}\left(h_{+}\left(v^{*}\right)-h_{-}\left(v^{*}\right)\right) \quad \text { uniformly for } 0 \leqq \sigma<\sigma_{0} .
\end{aligned}
$$

Note that the right-hand side does not depend on $\sigma$. Consequently, we see that $L(\varepsilon, \sigma)$ is uniquely extended to be a continuous function on $\bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}$ with the limit condition (1.26).

Remark 1.4. Let $\phi_{0, \alpha}^{\varepsilon, \sigma}$ be the normalized positive principal eigenfunction of
$(\mathrm{SL})_{\alpha}$

$$
L^{\varepsilon, \sigma}=\left(\varepsilon^{2} \frac{d^{2}}{d x^{2}}+f_{u}^{\varepsilon, \sigma}\right) \phi=\zeta \phi \quad \text { in } I,
$$

$$
\alpha_{i} \frac{\partial u}{\partial n}+\left(1-\alpha_{i}\right) u=0 \quad \text { at } x=i(i=0,1),
$$

where $0 \leqq \alpha_{i} \leqq 1(i=0,1)$ and $\partial / \partial n$ denotes the outer normal derivative at the boundary point. Then, Lemma 1.3 and Corollary 1.3 also hold for $\phi_{0, \alpha}^{\varepsilon, \sigma}$ without any change. In particular, one can take Dirichlet boundary conditions at both ends or Dirichlet boundary condition at one end and Neumann boundary condition on the other end.

Lemma 1.4. Let $\left\{\zeta_{n}^{\varepsilon, \sigma}\right\}_{n \geqq 0}$ be the complete set of real simple eigenvalues of (SL). Then, it holds that for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ (see Fig. 8),

$$
\begin{align*}
& \zeta_{0}^{\varepsilon, \sigma}>0>\zeta_{1}^{\varepsilon, \sigma}>\cdots>\zeta_{n}^{\varepsilon, \sigma}>\cdots, \\
& \zeta_{0}^{\varepsilon, \sigma}=\hat{\zeta}_{0}(\varepsilon, \sigma) \varepsilon \sigma+\operatorname{Exp}(\varepsilon, \sigma), \tag{1.28}
\end{align*}
$$



Fig. 8. Asymptotic behaviors of the eigenvalues of (SL).
and

$$
\begin{equation*}
\zeta_{1}^{\varepsilon, \sigma}<-\Delta^{*}<0, \tag{1.29}
\end{equation*}
$$

where $\hat{\zeta}_{0}(\varepsilon, \sigma)$ is a positive continuous function in $\Omega_{\varepsilon_{0}, \sigma_{0}}$ uniquely extendable to $\varepsilon=0$ as

$$
\begin{equation*}
\hat{\zeta}_{0}^{*, 0} \stackrel{\operatorname{def}}{=} \lim _{\varepsilon \downarrow 0} \hat{\zeta}_{0}(\varepsilon, \sigma)=\left(\kappa^{*}\right)^{2} \frac{d J}{d v}\left(v^{*}\right) \int_{0}^{x_{1}^{*}(\sigma)} g\left(U^{*, \sigma}, V^{*, \sigma}\right) d x, \tag{1.30}
\end{equation*}
$$

and Exp is a continuous function of $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ satisfying

$$
\begin{equation*}
|\operatorname{Exp}(\varepsilon, \sigma)| \leqq C \exp (-\gamma / \varepsilon) . \tag{1.31}
\end{equation*}
$$

Here, $\Delta^{*}, C$, and $\gamma$ are positive constants independent of $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$.
Proof. For simplicity, we use the symbols $u^{\varepsilon, \sigma}, \tilde{u}^{\varepsilon, \sigma}$ and $\tilde{u}_{y}^{\varepsilon, \sigma}$ instead of $u(x ; \varepsilon, \sigma)$, $\tilde{u}(y ; \varepsilon, \sigma)$, and $(d / d y) \tilde{u}(y ; \varepsilon, \sigma)$ in the following proof.

First we show the asymptotic formula (1.28). The principal eigenfunction $\hat{\phi}_{0}^{\varepsilon, \sigma}$ of $(\widetilde{\mathrm{SL}})$ satisfies

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} \hat{\phi}_{0}^{\varepsilon, \sigma}+\tilde{f}_{u}^{\varepsilon, \sigma} \hat{\phi}_{0}^{\varepsilon, \sigma}=\zeta_{0}^{\varepsilon, \sigma} \hat{\phi}_{0}^{\varepsilon, \sigma} \tag{1.32}
\end{equation*}
$$

The stretched equations for (SP) becomes

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} \tilde{u}^{\varepsilon, \sigma}+f\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{\varepsilon, \sigma}\right)=0, \quad \frac{1}{\sigma} \frac{d^{2}}{d y^{2}} \tilde{v}^{\varepsilon, \sigma}+\varepsilon^{2} g\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{\varepsilon, \sigma}\right)=0 . \tag{SP}
\end{equation*}
$$

Differentiating the first equation of $(\widetilde{\mathrm{SP}})$ with respect to $y$, we obtain

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} \tilde{u}_{y}^{\varepsilon, \sigma}=\tilde{f}_{u}^{\epsilon, \sigma} \tilde{u}_{y}^{\varepsilon, \sigma}=-\tilde{f}_{v}^{\varepsilon, \sigma} \tilde{v}_{y}^{\varepsilon, \sigma} . \tag{1.33}
\end{equation*}
$$

Multiplying $\tilde{u}_{y}^{\varepsilon, \sigma}$ to (1.32), we have

$$
\left\langle\frac{d^{2}}{d y^{2}} \hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle+\left\langle\tilde{f}_{u}^{\varepsilon, \sigma} \hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle=\zeta_{0}^{\varepsilon, \sigma}\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle .
$$

Applying the integration by parts twice, and using ( $\widetilde{\mathrm{SP}}$ ) and (1.33), we have

$$
\begin{equation*}
\left.\hat{\phi}_{0}^{\varepsilon, \sigma} f\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{\varepsilon, \sigma}\right)\right|_{-\nu / \varepsilon} ^{r / \varepsilon}+\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma},-\tilde{f}_{v}^{\varepsilon, \sigma} \tilde{v}_{y}^{\varepsilon, \sigma}\right\rangle=\zeta_{0}^{\varepsilon, \sigma}\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle . \tag{1.34}
\end{equation*}
$$

Owing to Remark 1.3, Lemma 1.3, and (1.24), we see that

$$
\begin{equation*}
\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle \underset{\varepsilon \downarrow 0}{\longrightarrow} \kappa^{*^{-1}}\left\langle\hat{\phi}_{0}^{*}, \hat{\phi}_{0}^{*}\right\rangle=\kappa^{*^{-1}} \tag{1.35}
\end{equation*}
$$

holds uniformly for $0 \leqq \sigma<\sigma_{0}$. This implies $\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle$ is positive and uniformly bounded away from zero for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$. Integrating the second equation of $(\widetilde{\mathrm{SP}})$, we have

$$
\begin{equation*}
\tilde{v}_{y}^{\varepsilon, \sigma}(y)=\left(-\varepsilon \int_{-l / \varepsilon}^{y} g\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{\varepsilon, \sigma}\right) d y\right) \varepsilon \sigma \stackrel{\text { def }}{=} \tilde{\Theta}(y ; \varepsilon, \sigma) \varepsilon \sigma . \tag{1.36}
\end{equation*}
$$

Substituting (1.36) into (1.34), we obtain the following

$$
\zeta_{0}^{\varepsilon, \sigma}=\hat{\zeta}_{0}(\varepsilon, \sigma) \varepsilon \sigma+\operatorname{Exp}(\varepsilon, \sigma),
$$

where

$$
\begin{align*}
\hat{\zeta}_{0}(\varepsilon, \sigma) & \stackrel{\text { def }}{=}\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma},-\tilde{f}_{v}^{\varepsilon, \sigma}\left(-\varepsilon \int_{-l / \varepsilon}^{y} g\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{\varepsilon, \sigma}\right) d y\right)\right\rangle / P(\varepsilon, \sigma),  \tag{1.37}\\
& \left.\operatorname{Exp}(\varepsilon, \sigma) \stackrel{\text { def }}{=}\left[\hat{\phi}_{0}^{\varepsilon, \sigma} f\left(\tilde{u}^{\varepsilon, \sigma}, \tilde{v}^{e, \sigma}\right)\right]\right|_{l / \varepsilon} ^{r / \varepsilon} / P(\varepsilon, \sigma) \tag{1.38}
\end{align*}
$$

and

$$
\begin{equation*}
P(\varepsilon, \sigma)=\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma}, \tilde{u}_{y}^{\varepsilon, \sigma}\right\rangle . \tag{1.39}
\end{equation*}
$$

It is easily seen from Theorem 1.1, (A.0) and the continuous dependence of solutions on coefficients that $\hat{\zeta}_{0}(\varepsilon, \sigma)$ and $\operatorname{Exp}(\varepsilon, \sigma)$ are continuous functions of $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$. In view of the definition (1.38), the estimate (1.31) easily follows from (1.24) and (1.35). In order to study the behavior of $\hat{\zeta}_{0}(\varepsilon, \sigma)$, we first consider the term $\tilde{\Theta}(y ; \varepsilon, \sigma)$. It is apparent from the definition (1.36) that $\tilde{\Theta}(y ; \varepsilon, \sigma)$ is the stretched function of

$$
\Theta(x ; \varepsilon, \sigma) \stackrel{\text { def }}{=}-\int_{0}^{x} g\left(u^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right) d x
$$

by using $y=\left(x-x_{1}(\varepsilon, \sigma)\right) / \varepsilon . \Theta(x ; \varepsilon, \sigma)$ is uniformly bounded in $C^{1}(I)$-sense for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$, and converges to the following value as $\varepsilon \downarrow 0$ at $x=x_{1}(\varepsilon, \sigma)$,

$$
\Theta\left(x_{1}(\varepsilon, \sigma) ; \varepsilon, \sigma\right) \underset{\varepsilon \downarrow 0}{\longrightarrow}-\int_{0}^{x_{1}^{*}(\sigma)} g\left(U^{*, \sigma}, V^{*, \sigma}\right) d x .
$$

Consequently, we can see that the stretched function $\tilde{\Theta}(y ; \varepsilon, \sigma)$ satisfies

$$
\begin{equation*}
\tilde{\Theta}(y ; \varepsilon, \sigma) \underset{\varepsilon \downarrow 0}{\longrightarrow}-\int_{0}^{x_{1}^{*}(\sigma)} g\left(U^{*, \sigma}, V^{*, \sigma}\right) d x, \tag{1.40}
\end{equation*}
$$

compact uniformly in $C^{1}$-sense. On the other hand, it follows from Corollary 1.1, Lemma 1.3 and (1.24) that

$$
\begin{align*}
\lim _{\varepsilon \downarrow 0}\left\langle\hat{\phi}_{0}^{\varepsilon, \sigma},-\tilde{f}_{v}^{\varepsilon, \sigma}\right\rangle & =-\kappa^{*} \int_{-\infty}^{\infty} \tilde{f}_{v}^{*} \tilde{u}_{y}^{*} d y \\
& =-\kappa^{*} \int_{h_{-}\left(v^{*}\right)}^{h_{+}\left(v^{*}\right)} \tilde{f}_{v}^{*} d \tilde{u}^{*}  \tag{1.41}\\
& =-\kappa^{*} \frac{d J}{d v}\left(v^{*}\right)>0 \quad(\operatorname{see}(\mathrm{~A} .2)) .
\end{align*}
$$

Thus, combining the above results (1.35), (1.40), (1.41), and recalling (1.24) again, we can see that

$$
\begin{equation*}
\hat{\zeta}_{0}^{*, \sigma} \stackrel{\operatorname{def}}{=} \lim _{\varepsilon \downarrow 0} \hat{\zeta}_{0}(\varepsilon, \sigma)=\left(\kappa^{*}\right)^{2} \frac{d J}{d v}\left(v^{*}\right) \int_{0}^{x_{1}^{*}(\sigma)} g\left(U^{*, \sigma}, V^{*, \sigma}\right) d x \tag{1.30}
\end{equation*}
$$

Since $x_{1}^{*}(\sigma)$ is a continuous function of $\sigma$ (see Proposition 1.2), so is $\hat{\zeta}_{0}^{*, \sigma}$. Here, it holds from (A.2) and (A.3) that

$$
\begin{equation*}
\hat{\zeta}_{0}^{*, \sigma}>0 \quad \text { for } 0 \leqq \sigma<\sigma_{0} . \tag{1.42}
\end{equation*}
$$

Since the convergence (1.30) is uniform for $0 \leqq \sigma<\sigma_{0}$, we can conclude from (1.42) that $\tilde{\zeta}_{0}(\varepsilon, \sigma)$ is uniquely extendable to be a strictly positive continuous function on $\bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}$.

Finally, we shall show (1.29), namely, $\zeta_{1}^{\varepsilon, \sigma}$ is bounded away from zero and strictly negative for small $\varepsilon$. As we have seen in (1.23),

$$
\begin{equation*}
\tilde{f}_{u}^{\varepsilon, \sigma}<-\mu<0 \tag{1.43}
\end{equation*}
$$

holds outside of a fixed finite interval $I_{\mu}$, where $\mu$ and $I_{\mu}$ do not depend on $(\varepsilon, \sigma) \in$ $\Omega_{\varepsilon_{0}, \sigma_{0}}$. Therefore, we can assume without loss of generality that

$$
\begin{equation*}
\tilde{f}_{u}^{\varepsilon, \sigma}-\zeta_{1}^{\varepsilon, \sigma}<-\hat{\mu}<0 \tag{1.44}
\end{equation*}
$$

holds outside of a fixed finite interval $I_{\hat{\mu}}$, where $\hat{\mu}$ and $I_{\hat{\mu}}$ do not depend on
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$(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$; otherwise $\zeta_{1}^{\varepsilon, \sigma}$ already satisfies (1.29). From the nodal property, the associated eigenfunction $\hat{\phi}_{1}^{\varepsilon, \sigma}$ has only one zero. This zero, denoted by $\alpha_{1}$, is located inside of $I_{\hat{\mu}}$, since $\hat{\phi}_{1}^{\varepsilon, \sigma}$ and its $y$-derivative behave, without changing signs, monotonically in the region where $\hat{f}_{u}^{\varepsilon, \sigma}-\zeta_{1}^{\varepsilon, \sigma}<-\hat{\mu}<0$. See Fig. 9 .

Then, we may assume that in $\left(\alpha_{1}, r / \varepsilon\right], \hat{\phi}_{1}^{\varepsilon, \sigma}>0 . \hat{\phi}_{1}^{\varepsilon, \sigma}$ satisfies the equation

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} \hat{\phi}_{1}^{\varepsilon, \sigma}+\tilde{f}_{u}^{\varepsilon, \sigma} \hat{\phi}_{1}^{\varepsilon, \sigma}=\zeta_{1}^{\varepsilon, \sigma} \hat{\phi}_{1}^{\varepsilon, \sigma} . \tag{1.45}
\end{equation*}
$$

By using (1.44) and (1.45), we see that $\hat{\phi}_{1}^{\varepsilon, \sigma}$ satisfies the same type of estimate as (1.24). Making (1.32) $\times \hat{\phi}_{1}^{\varepsilon, \sigma}-(1.46) \times \hat{\phi}_{0}^{\varepsilon, \sigma}$ and integrating over $\left(\alpha_{1}, r / \varepsilon\right)$, we have

$$
\begin{equation*}
\left.\left(\frac{d}{d y} \hat{\phi}_{0}^{\varepsilon, \sigma}\right) \hat{\phi}_{1}^{\varepsilon, \sigma}\right|_{\alpha_{1}} ^{r / \varepsilon}-\left.\left(\frac{d}{d y} \hat{\phi}_{1}^{\varepsilon, \sigma}\right) \hat{\phi}_{0}^{\varepsilon, \sigma}\right|_{\alpha_{1}} ^{r / \varepsilon}=\left(\zeta_{0}^{\varepsilon, \sigma}-\zeta_{1}^{\varepsilon, \sigma}\right) \int_{\alpha_{1}}^{r / \varepsilon} \hat{\phi}_{0}^{\varepsilon, \sigma} \hat{\phi}_{1}^{\varepsilon, \sigma} d y . \tag{1.46}
\end{equation*}
$$

Noting that $\hat{\phi}_{1}^{\varepsilon, \sigma}\left(\alpha_{1}\right)=0$ and the exponentially decaying property of eigenfunction in the outer region, (1.46) becomes

$$
\begin{equation*}
\left(\frac{d}{d y} \hat{\phi}_{1}^{\varepsilon, \sigma}\right)\left(\alpha_{1}\right) \cdot \hat{\phi}_{0}^{\varepsilon, \sigma}\left(\alpha_{1}\right)+O\{\exp (-\bar{\gamma} / \varepsilon)\}=\left(\zeta_{0}^{\varepsilon, \sigma}-\zeta_{1}^{\varepsilon, \sigma}\right) \int_{\alpha_{1}}^{r / \varepsilon} \hat{\phi}_{0}^{\varepsilon, \sigma} \hat{\phi}_{1}^{\varepsilon, \sigma} d y \tag{1.47}
\end{equation*}
$$

where $\bar{\gamma}$ is a positive constant which does not depend on $(\varepsilon, \sigma)$. Since both $\hat{\phi}_{0}^{\varepsilon, \sigma}$ and $\hat{\phi}_{1}^{\varepsilon, \sigma}$ are $L^{2}$-normalized eigenfunctions on $\tilde{I}$ and decay monotonically with exponential order outside of $I_{\hat{\mu}}$, it is easy to verify by contradiction that

$$
\begin{equation*}
\left(\frac{d}{d y} \hat{\phi}_{1}^{\varepsilon, \sigma}\right)\left(\alpha_{1}\right) \cdot \hat{\phi}_{0}^{\varepsilon, \sigma}\left(\alpha_{1}\right) \quad \text { and } \quad \int_{\alpha_{1}}^{r / \varepsilon} \hat{\phi}_{0}^{\varepsilon, \sigma} \hat{\phi}_{1}^{\varepsilon, \sigma} d y \tag{1.48}
\end{equation*}
$$

are positive and uniformly bounded away from zero for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$. Consequently, using (1.47) and (1.28), we can conclude (1.29).

Remark 1.5. Lemma 1.4 also holds for (SL) ${ }_{\alpha}$ without an essential change, since the asymptotic limit $\lim _{\varepsilon \downarrow 0} \hat{\phi}_{0, \alpha}^{\varepsilon, \sigma}\left(=\hat{\phi}_{0}^{*}\right)$ does not depend on $\alpha$ (see Remark 1.4), and the exponentially decaying estimate (1.24) also holds for the $L^{2}$-normalized eigenfunctions of the stretched problem $(\widetilde{\mathrm{SL}})_{\alpha}$. Especially, using the similar identify as (1.46), we can show that the difference of principal eigenvalues $\left|\zeta_{0, \alpha}^{\varepsilon, \sigma}-\zeta_{0, \alpha}^{\varepsilon, \sigma}\right|\left(0 \leqq \alpha, \alpha^{\prime} \leqq 1\right)$ is at most of exponentially decaying order. Therefore, the asymptotic limit of the coefficient $\hat{\zeta}_{0, \alpha}(\varepsilon, \sigma)$ of $\varepsilon \sigma$ (see (1.28)) does not depend on $\alpha$, namely,

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \hat{\zeta}_{0, \alpha}(\varepsilon, \sigma)=\hat{\zeta}_{0}^{*}(\sigma) . \tag{1.49}
\end{equation*}
$$

2. Singular limit eigenvalue problem and the behavior of critical eigenvalues. In order to obtain the stability of SPS1, we have to show the following:
$(P 2)_{a} \quad$ All noncritical eigenvalue of (LP) have strictly negative real parts.
$(\mathrm{P} 2)_{\mathrm{b}} \quad$ If there is a critical eigenvalues of (LP), it has to approach to zero from the left-half plane $(\operatorname{Re} \lambda<0)$ as $\varepsilon \downarrow 0$.

Note that when $\varepsilon \downarrow 0$, (LP) becomes singular in two ways, namely, the degeneracy of the second-order term due to $\varepsilon$, and the discontinuity of coefficients $f_{u}^{\varepsilon, \sigma}, f_{v}^{\epsilon, \sigma}, g_{u}^{\varepsilon, \sigma}$ and $g_{v}^{\varepsilon, \sigma}$ at the layer position.

A natural and standard approach to deal with the above problems may be to look for an appropriate limit problem of (LP) as $\varepsilon \downarrow 0$, and then extract from it information on the spectral behavior for $\varepsilon>0$. In fact, the most optimistic way may be to put $\varepsilon=0$ in (LP) to have

$$
\begin{equation*}
f_{u}^{*, \sigma} w+f_{v}^{*, \sigma} z=\lambda w, \quad \frac{1}{\sigma} z_{x x}+g_{u}^{*, \sigma} w+g_{v}^{*, \sigma} z=\lambda z \tag{REP}
\end{equation*}
$$

subject to zero flux boundary conditions for $z$, where all the partial derivatives are evaluated at the reduced solution (1.2), i.e., $f_{u}^{*, \sigma}=f_{u}\left(U^{*, \sigma}(x), V^{*, \sigma}(x)\right)$ and so on. This is called the reduced eigenvalue problem (REP) of (LP), since it is formally obtained by linearizing (RP) in §1. Since $f_{u}^{*, \sigma}<0$ (see (A.3)), we can solve the first equation of (REP) as $w=-f_{v}^{*, \sigma} z /\left(f_{u}^{*, \sigma}-\lambda\right)$, assuming that $\operatorname{Re} \lambda>-\mu$ (see (1.23)). Substituting this into the second equation of (REP), we obtain after some computation

$$
\begin{equation*}
\frac{1}{\sigma} z_{x x}+\frac{\operatorname{det}^{*, \sigma}}{f_{u}^{*, \sigma}-\lambda} z=\lambda\left(1+\frac{g_{v}^{*, \sigma}}{f_{u}^{*, \sigma}-\lambda}\right) z, \tag{2.1}
\end{equation*}
$$

where $\operatorname{det}^{*, \sigma}=f_{u}^{*, \sigma} g_{v}^{*, \sigma}-f_{v}^{*, \sigma} g_{u}^{*, \sigma}$. Recalling (A.4) and (A.5), we can show as in Proposition 2.1 that there are no spectra of (2.1) in the region $\operatorname{Re} \lambda>-\mu^{*}$ for an appropriate positive number $\mu^{*}$. Thus, one may think that the stability of SPS1 is obtained in a straightforward way from (REP). However, if we look at (REP) carefully, we realize that it includes no terms which come from the interior transition layer. The reason for this is clear. (REP) is the formal $L^{2}$-limit of (LP). Therefore, the contribution from the layer part, the width of which is of $O(\varepsilon)$, becomes negligible as $\varepsilon \downarrow 0$. Recalling that not all solutions of (RP) are extended to be solutions of (SP) for $\varepsilon>0$, (REP) may be inadequate for our purpose in the sense that it is too rough to solve our whole problem. In fact, it loses information on the behavior of critical eigenvalues. Nevertheless, (REP) is useful to solve the first problem (P2) ${ }_{\mathrm{a}}$ (see Proposition 2.1), and Lemma 2.2 plays an important role to justify this step.

Now the problem is that "What is the exact limit of (LP) of $\varepsilon \downarrow 0$ ?", which inherits necessary information from the layer part, governing the asymptotic behavior of critical eigenvalues. Lemma 2.3 becomes a keystone to answer this question. It shows that when $\varepsilon \downarrow 0$, the information on layer is condensed into the Dirac's $\delta$-function at $x=x_{1}^{*}(\sigma)$, and its magnitude determines the asymptotic behavior of the critical eigenvalue. Using Lemma 2.3 as well as Lemma 2.2, we obtain a new limiting problem of (LP) in $H^{-1}$-sense as $\varepsilon \downarrow 0$ called the singular limit eigenvalue problem (SLEP), which essentially enables us to solve both problems (PS) $\mathrm{a}_{\mathrm{a}}$ and (P2) ${ }_{\mathrm{b}}$.SLEP is simple and much more tractable than the original linearized problem (LP). The justification of SLEP as well as the uniqueness and simplicity of the critical eigenvalue will be given in the next section.

First we note the following lemma.

Lemma 2.1. It holds that $\zeta_{0}^{\varepsilon, \sigma} \notin \sigma(\mathrm{LP})$ for small $\varepsilon>0$, i.e., the principal eigenvalue of $L^{\varepsilon, \sigma}$ in Lemma 1.4 never becomes an eigenvalue of (LP) for small positive $\varepsilon$, where $\sigma(\mathrm{LP})$ denotes the set of spectra of (LP).

Proof. See Appendix 2.
Remark 2.1. Though $\zeta_{0}^{\varepsilon, \sigma} \notin \sigma(\mathrm{LP})$ for small $\varepsilon>0, \lim _{\varepsilon \downarrow 0} \zeta_{0}^{\varepsilon, \sigma}(=0)$ is contained in the limit set of $\sigma(\mathrm{LP})$ as $\varepsilon \downarrow 0$ (see Lemma 1.4 and Main Theorem).

Now we start to solve (LP). Hereafter, we only consider the spectra of (LP) which lie in the region $\Lambda_{1}$ defined by

$$
\begin{equation*}
\Lambda_{1}=\left\{\lambda \mid \operatorname{Re} \lambda>-\mu_{1}>\max \left\{-\Delta^{*},-\mu\right\}\right\} \quad \text { for some fixed } \mu_{1}>0, \tag{2.2}
\end{equation*}
$$

where $-\Delta^{*}$ and $-\mu$ are the constants which appeared in (1.29) and (1.23), respectively. Apparently, this restriction does not lose any generality. Noting Lemmas 2.1, 1.4 and (2.2), the first equation of (LP) can be solved with respect to $w$ as

$$
\begin{equation*}
w=\left(L^{\varepsilon, \sigma}-\lambda\right)^{-1}\left(-f_{v}^{\varepsilon, \sigma} z\right) . \tag{2.3}
\end{equation*}
$$

Applying the eigenfunction expansion to (2.3), we have

$$
\begin{equation*}
w=\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} \phi_{0}^{\varepsilon, \sigma}+\sum_{n \geqq 1} \frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{n}^{\varepsilon, \sigma}\right\rangle}{\zeta_{n}^{\varepsilon, \sigma}-\lambda} \phi_{n}^{\varepsilon, \sigma} . \tag{2.4}
\end{equation*}
$$

Substituting (2.4) into the second equation of (LP), we obtain the scalar eigenvalue problem for $z$ :

$$
\begin{align*}
& \frac{1}{\sigma} z_{x x}+\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}+g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right)+g_{v}^{\varepsilon, \sigma} z=\lambda z  \tag{2.5}\\
& z \in H^{2}(I) \cap H_{N}^{1}(I),
\end{align*}
$$

where $\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}$ is defined by

$$
\begin{equation*}
\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}(\cdot)=\sum_{n \geqq 1} \frac{\left\langle\cdot, \phi_{n}^{\varepsilon, \sigma}\right\rangle}{\zeta_{n}^{\varepsilon, \sigma}-\lambda} \phi_{n}^{\varepsilon, \sigma}, \quad L^{2}(I) \rightarrow L^{2}(I) \cap\left\{\phi_{0}^{\varepsilon, \sigma}\right\}^{\perp} . \tag{2.6}
\end{equation*}
$$

It follows from (1.29) and (2.2) that $\zeta_{n}^{\varepsilon, \sigma}-\lambda(n \geqq 1)$ is uniformly bounded away from zero. Therefore, in view of the definition (2.6), $\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}$ is a uniformly $L^{2}$-bounded operator for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ and $\lambda \in \Lambda_{1}$. More precisely, we have the estimate,

$$
\begin{equation*}
\left\|\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\right\| \leqq \frac{1}{\left|\zeta_{1}^{\varepsilon, \sigma}-\lambda\right|} \tag{2.7}
\end{equation*}
$$

Remark 2.2. It follows from the definition (2.6) that the generalized inverse ( $L^{\varepsilon, \sigma}-$ $\lambda)^{\dagger}$ depends analytically on $\lambda$ for $\lambda \in \Lambda_{1}$ as an $L^{2}$-bounded operator-valued function, and satisfies the resolvent formula

$$
\left(L^{\varepsilon, \sigma}-\lambda_{1}\right)^{\dagger}-\left(L^{\varepsilon, \sigma}-\lambda_{2}\right)^{\dagger}=\left(\lambda_{1}-\lambda_{2}\right)\left(L^{\varepsilon, \sigma}-\lambda_{1}\right)^{\dagger}\left(L^{\varepsilon, \sigma}-\lambda_{2}\right)^{\dagger} .
$$

In order to study the asymptotic behavior of the spectra of (LP), we need explicit characterizations of the asymptotic form of the second and the third terms of (2.5) as $\varepsilon \downarrow 0$.

The first key lemma is about the behavior of the operator $\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}$ as $\varepsilon \downarrow 0$.
Lemma 2.2. (The first key lemma.) Let $F(u, v)$ be a smooth function of $u$ and $v$. Then,

$$
\begin{equation*}
\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(F^{\varepsilon, \sigma} h\right) \underset{\varepsilon \downarrow 0}{\longrightarrow} \frac{F^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda} \text { strongly in } L^{2} \text {-sense }, \tag{2.8}
\end{equation*}
$$

for any function $h \in L^{2}(I) \cap L^{\infty}(I)$ and $\lambda \in \Lambda_{1}$, where $F^{\varepsilon, \sigma}=F(u(x ; \varepsilon, \sigma), v(x ; \varepsilon, \sigma))$ and $F^{*, \sigma}=F\left(U^{*, \sigma}(x), V^{*, \sigma}(x)\right)$ (see (1.2)). The convergence (2.8) is uniform for $0 \leqq \sigma<\sigma_{0}$ and $\lambda \in \Lambda_{1}$. Furthermore, if $h$ belongs to $H^{1}(I)$, the above convergence is also uniform on a bounded set in $H^{1}(I)$.

Proof. Let $s_{k}^{*}(x)$ be a smooth cut-off function at $x=x_{1}^{*}(\sigma)$ satisfying

$$
s_{k}^{*}(x)= \begin{cases}1 & \text { if }\left|x-x_{1}^{*}(\sigma)\right| \geqq k / 2, \\ 0 & \text { if }\left|x-x_{1}^{*}(\sigma)\right| \leqq k / 4\end{cases}
$$

with

$$
\begin{equation*}
0 \leqq s_{k}^{*}(x) \leqq 1, \quad \sup _{x \in I}\left|\frac{d}{d x} s_{k}^{*}(x)\right| \leqq M_{k}, \quad \sup _{x \in I}\left|\frac{d^{2}}{d x^{2}} s_{k}^{*}(x)\right| \leqq M_{k} \tag{2.9}
\end{equation*}
$$

Here, the positive constant $M_{k}$ tends to $+\infty$ as $k \downarrow 0$. Define $F_{k}^{\varepsilon, \sigma}$ by $F_{k}^{\varepsilon, \sigma}=s_{k}^{*} F^{\varepsilon, \sigma}$. Then, it holds that

$$
\begin{equation*}
\lim _{k \downarrow 0}\left\|F_{k}^{\varepsilon, \sigma}-F^{\varepsilon, \sigma}\right\|_{L^{2}}=0 \quad \text { uniformly for }(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}} \tag{2.10}
\end{equation*}
$$

because of the uniform boundedness of $F^{\varepsilon, \sigma}$ with respect to $\varepsilon$ and $\sigma$. Let $H^{\varepsilon, \sigma}$ and $H_{k}^{\varepsilon, \sigma}$ be defined by

$$
H^{\varepsilon, \sigma}=\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger} F^{\varepsilon, \sigma} h \quad \text { and } \quad H_{k}^{\varepsilon, \sigma}=\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger} F_{k}^{\varepsilon, \sigma} h,
$$

respectively.
It suffices to prove Lemma 2.2 where $F^{\varepsilon, \sigma}$ and $F^{*, \sigma}$ are replaced by $F_{k}^{\varepsilon, \sigma}$ and $F_{k}^{*, \sigma}$, respectively, for any $k>0$. In fact, for an arbitrary $\rho>0$, there exists a $k_{0}>0$ such that

$$
\left\|H^{\varepsilon, \sigma}-H_{k}^{\varepsilon, \sigma}\right\|_{L^{2}} \leqq\left\|\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\right\|\left\|F^{\varepsilon, \sigma}-F_{k}^{\varepsilon, \sigma}\right\|_{L^{2}}\|h\|_{L^{\infty}}<\frac{\rho}{3},
$$

and

$$
\left\|\frac{F^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}-\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right\|_{L^{2}}<\frac{\rho}{3},
$$

hold for $0<k<k_{0}$ uniformly with respect to $\varepsilon$ and $\sigma$. On the other hand, if this lemma is true for the cut-off case, then, for any fixed $k_{1}$ with $0<k_{1}<k_{0}$, we can find an $\varepsilon_{1}$ such that

$$
\left\|H_{k_{1}}^{\varepsilon, \sigma}-\frac{F_{k_{1}}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right\|_{L_{2}}<\rho / 3 \quad \text { for } 0<\varepsilon<\varepsilon_{1}
$$

holds. Combining these three inequalities, we have

$$
\begin{array}{r}
\left\|H^{\varepsilon, \sigma}-\frac{F^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right\|_{L_{2}}<\left\|H^{\varepsilon, \sigma}-H_{k_{1}}^{\varepsilon, \sigma}\right\|_{L^{2}}+\left\|H_{k_{1}}^{\varepsilon, \sigma}-\frac{F_{k_{1}}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right\|_{L_{2}} \\
+\left\|\frac{F_{k_{1}}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}-\frac{F^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right\|_{L^{2}}<\rho \tag{2.11}
\end{array}
$$

for $0<\varepsilon<\varepsilon_{1}$. Since $\rho$ is arbitrary, (2.11) implies (2.8). The uniformity of convergence for $\lambda \in \Lambda_{1}$ follows from that of the above three inequalities.

Now, let us prove Lemma 2.2 for the cut-off case,

$$
\begin{equation*}
\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(F_{k}^{\varepsilon, \sigma} h\right) \underset{\varepsilon \downarrow 0}{\longrightarrow} \frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda} \text { in } L^{2} \text {-strong sense. } \tag{2.12}
\end{equation*}
$$

Here, we can assume without loss of generality that $h$ is smooth and $h_{x}=0$ on $\partial I$, since any bounded $L^{2}$-function can be approximated arbitrarily close by such a function in $L^{2}$-sense. We divide $H_{k}^{\varepsilon, \sigma}$ into two parts,

$$
\begin{equation*}
H_{k}^{\varepsilon, \sigma}=H_{1, k}^{\varepsilon, \sigma}+H_{2, k}^{\varepsilon, \sigma}, \quad \text { where } H_{1, k}^{\varepsilon, \sigma}=F_{k}^{*, \sigma} h /\left(f_{u}^{*, \sigma}-\lambda\right) \tag{2.13}
\end{equation*}
$$

We have to show that $H_{2, k}^{\varepsilon, \sigma}$ goes to zero in $L^{2}$-sense uniformly for $\lambda \in \Lambda_{1}$, when $\varepsilon \downarrow 0$. First note that $H_{1, k}^{\varepsilon, \sigma}$ becomes a smooth function due to $F_{k}^{*, \sigma}$, though $f_{u}^{*, \sigma}$ has a discontinuity at $x=x_{1}^{*}(\sigma)$. The equation $H_{k}^{\varepsilon, \sigma}=\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(F_{k}^{\varepsilon, \sigma} h\right)$ is equivalent to

$$
\begin{equation*}
\left(L^{\varepsilon, \sigma}-\lambda\right) H_{k}^{\varepsilon, \sigma}=F_{k}^{\varepsilon, \sigma} h-P\left(F_{k}^{\varepsilon, \sigma} h\right), H_{k}^{\varepsilon, \sigma} \in\left\{\phi_{0}^{\varepsilon, \sigma}\right\}^{\perp}, \tag{2.14}
\end{equation*}
$$

where $P$ is an orthogonal projection onto $\phi_{0}^{\varepsilon, \sigma}$, i.e., $P(\cdot)=\left\langle\cdot, \phi_{0}^{\varepsilon, \sigma}\right\rangle \phi_{0}^{\varepsilon, \sigma}$. Substituting $H_{1, k}^{\varepsilon, \sigma}$ of (2.13) into (2.14), we have the following equation for $H_{2, k}^{\varepsilon, \sigma}$,

$$
\begin{equation*}
\left(L^{\varepsilon, \sigma}-\lambda\right) H_{2, k}^{\varepsilon, \sigma}=F_{k}^{\varepsilon, \sigma} h-P\left(F_{k}^{\varepsilon, \sigma} h\right)-\frac{f_{u}^{\varepsilon, \sigma}-\lambda}{f_{u}^{*, \sigma}-\lambda} F_{k}^{*, \sigma} h-\varepsilon^{2} \frac{d^{2}}{d x^{2}}\left(\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right) . \tag{2.15}
\end{equation*}
$$

We denote the right-hand side of (2.15) by $R_{k}^{\varepsilon, \sigma}$. Since both $F_{k}^{*, \sigma} /\left(f_{u}^{*, \sigma}-\lambda\right)$ and $h$ are smooth and satisfy Neumann boundary conditions, we have the following by using integration by parts;

$$
\begin{aligned}
\left\langle R_{k}^{\varepsilon, \sigma}, \phi_{0}^{\varepsilon, \sigma}\right\rangle & =-\left\langle\frac{f_{u}^{\varepsilon, \sigma}-\lambda}{f_{u}^{*, \sigma}-\lambda} F_{k}^{*, \sigma} h, \phi_{0}^{\varepsilon, \sigma}\right\rangle-\left\langle\varepsilon^{2} \frac{d^{2}}{d x^{2}}\left(\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right), \phi_{0}^{\varepsilon, \sigma}\right\rangle \\
& =-\left\langle\frac{f_{u}^{\varepsilon, \sigma}-\lambda}{f_{u}^{*, \sigma}-\lambda} F_{k}^{*, \sigma} h, \phi_{0}^{\varepsilon, \sigma}\right\rangle-\left\langle\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}, \varepsilon^{2} \frac{d^{2}}{d x^{2}} \phi_{0}^{\varepsilon, \sigma}\right\rangle \\
& =-\left\langle\frac{f_{u}^{\varepsilon, \sigma}-\lambda}{f_{u}^{*, \sigma}-\lambda} F_{k}^{*, \sigma} h, \phi_{0}^{\varepsilon, \sigma}\right\rangle-\left\langle\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda},\left(-f_{u}^{\varepsilon, \sigma}+\zeta_{0}^{\varepsilon, \sigma}\right) \phi_{0}^{\varepsilon, \sigma}\right\rangle \\
& =\left(\lambda-\zeta_{0}^{\varepsilon, \sigma}\right\rangle\left\langle\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}, \phi_{0}^{\varepsilon, \sigma}\right\rangle .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
P\left(R_{k}^{\varepsilon, \sigma}\right)=\left(\lambda-\zeta_{0}^{\varepsilon, \sigma}\right)\left\langle\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}, \phi_{0}^{\varepsilon, \sigma}\right\rangle \phi_{0}^{\varepsilon, \sigma} . \tag{2.16}
\end{equation*}
$$

In view of (2.15) and (2.16), we can see that $H_{2, k}^{\varepsilon, \sigma}$ is given by

$$
\begin{equation*}
H_{2, k}^{\varepsilon, \sigma}=\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(R_{k}^{\varepsilon, \sigma}\right)-\left\langle\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}, \phi_{0}^{\varepsilon, \sigma}\right\rangle \phi_{0}^{\varepsilon, \sigma} . \tag{2.17}
\end{equation*}
$$

It is apparent from (2.13) and (2.17) that

$$
P\left(H_{k}^{\varepsilon, \sigma}\right)=P\left(H_{1, k}^{\varepsilon, \sigma}+H_{2, k}^{\varepsilon, \sigma}\right)=0 .
$$

Using the expression (2.17) for $H_{2, k}^{\varepsilon, \sigma}$, we shall show that $H_{2, k}^{\varepsilon, \sigma} \rightarrow 0$ in $L^{2}$-sense as $\varepsilon \downarrow 0$. Since $F_{k}^{*, \sigma} h /\left(f_{u}^{*, \sigma}-\lambda\right)$ is uniformly bounded for $\lambda \in \Lambda_{1}$, we can see from Corollary 1.3 that when $\varepsilon \downarrow 0$, the second term of (2.17) converges to zero with $O(\sqrt{\varepsilon})$ in $L^{2}$-sense uniformly for $\lambda \in \Lambda_{1}$. For the first term of (2.17), it suffices to prove $\left\|R_{k}^{\varepsilon, \sigma}\right\|_{L^{2} \downarrow 0}$ as $\varepsilon \downarrow 0$, because of the uniform $L^{2}$-boundedness of $\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}$ for $\lambda \in \Lambda_{1}$ (see (2.7)). Recalling that the $C^{2}$-norm of the outer part of the reduced solution is uniformly bounded for ( $\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$, and that (2.9), we can see that

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0}\left\|\varepsilon^{2} \frac{d^{2}}{d x^{2}}\left(\frac{F_{k}^{*, \sigma} h}{f_{u}^{*, \sigma}-\lambda}\right)\right\|_{L^{2}}=0 \quad \text { uniformly for } \lambda \in \Lambda_{1} . \tag{2.18}
\end{equation*}
$$

It is easily seen that

$$
\begin{gather*}
\lim _{\varepsilon \downarrow 0}\left\|F_{k}^{\varepsilon, \sigma} h-\frac{f_{u}^{\varepsilon, \sigma}-\lambda}{f_{u}^{*, \sigma}-\lambda} F_{k}^{*, \sigma} h\right\|_{L^{2}}=0 \quad \text { uniformly for } \lambda \in \Lambda_{1},  \tag{2.19}\\
\lim _{\varepsilon \downarrow 0}\left\|P\left(F_{k}^{\varepsilon, \sigma} h\right)\right\|_{L^{2}}=0 . \tag{2.20}
\end{gather*}
$$

Using (2.18)-(2.20), we obtain

$$
\lim _{\varepsilon \downarrow 0}\left\|R_{k}^{\varepsilon, \sigma}\right\|_{L^{2}}=0 \quad \text { uniformly for } \lambda \in \Lambda_{1},
$$

which leads to the conclusion

$$
\begin{equation*}
H_{2, k}^{\varepsilon, \sigma} \underset{\varepsilon \downarrow 0}{\longrightarrow} 0 \text { in } L^{2} \text {-sense uniformly for } \lambda \in \Lambda_{1} \tag{2.21}
\end{equation*}
$$

In view of (2.13), we can see that (2.12) and therefore (2.8) are proved. It also follows from the above arguments that the convergence (2.8) is uniform for $0 \leqq \sigma<\sigma_{0}$.

Finally, we show, by contradiction, the last part of Lemma 2.2. Suppose that the convergence (2.8) is not uniform on $H_{M}^{1} \stackrel{\text { def }}{=}\left\{h \in H^{1}(I) \mid\|h\|_{H^{1}} \leqq M\right\}$, then we can find a positive constant $\delta$ and a sequence $\left\{h_{\varepsilon_{n}}\right\}\left(\varepsilon_{n} \downarrow 0\right.$, as $\left.n \uparrow \infty\right)$ in $H_{M}^{1}$ such that

$$
\begin{equation*}
\left\|\left(L^{\varepsilon_{n}, \sigma}-\lambda\right)^{\dagger}\left(F^{\varepsilon_{n}, \sigma} h_{\varepsilon_{n}}\right)-\frac{F^{*, \sigma} h_{\varepsilon_{n}}}{f_{u}^{*, \sigma}-\lambda}\right\|_{L^{2}} \geqq \delta>0 \quad \text { for } n \geqq 1, \tag{2.22}
\end{equation*}
$$

where $\delta$ does not depend on $n$. Since $H_{M}^{1}$ is compact in $L^{2}(I)$, we can choose a subsequence $\left\{h_{\varepsilon_{n}}\right\}$ (we use the same notation as before), which converges to $\hat{h}$ strongly in $L^{2}$-sense. Then, we have the inequality,

$$
\begin{align*}
&\left\|\left(L^{\varepsilon_{n}, \sigma}-\lambda\right)^{\dagger}\left(F^{\varepsilon_{n}, \sigma} h_{\varepsilon_{n}}\right)-\frac{F^{*, \sigma} h_{\varepsilon_{n}}}{f_{u}^{*, \sigma}-\lambda}\right\|_{L^{2}} \leqq\left\|\left(L^{\varepsilon_{n}, \sigma}-\lambda\right)^{\dagger}\left\{F^{\varepsilon_{n}, \sigma}\left(h_{\varepsilon_{n}}-\hat{h}\right)\right\}\right\|_{L^{2}} \\
&+\left\|\left(L^{\varepsilon_{n}, \sigma}-\lambda\right)^{\dagger}\left(F^{\varepsilon_{n}, \sigma} \hat{h}\right)-\frac{F^{*, \sigma} \hat{h}}{f_{u}^{*, \sigma}-\lambda}\right\|_{L^{2}}  \tag{2.23}\\
&+\left\|\frac{F^{*, \sigma}}{f_{u}^{*, \sigma}-\lambda}\left(\hat{h}-h_{\varepsilon_{n}}\right)\right\|_{L^{2}} .
\end{align*}
$$

The right-hand side of (2.23) converges to zero as $n \uparrow \infty$, which contradicts (2.22). Thus, we have finished the proof of Lemma 2.2.

Remark 2.3. Lemma 2.2 also holds for the general boundary conditions (SL) ${ }_{\alpha}$ in Remark 1.4.

Making use of Lemma 2.2, the next proposition shows that noncritical eigenvalues are not dangerous to the stability of SPS1.

Proposition 2.1 (a priori bound for noncritical eigenvalues). Let $B_{\delta}$ be a closed ball with center at the origin and radius $\delta$ in the complex plane $\mathbb{C}$. Suppose that $\lambda$ is an arbitrary noncritical eigenvalue of (LP) which stays outside of $B_{\delta}$ for small $\varepsilon$.

Then, there exist positive constants $\mu^{*}$ and $\varepsilon_{\delta}$ such that

$$
\begin{equation*}
\operatorname{Re} \lambda<-\mu^{*}<0 \quad \text { for } 0<\varepsilon<\varepsilon_{\delta} \tag{2.24}
\end{equation*}
$$

where $\mu^{*}$ does not depend on $\delta$ and $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta}, \sigma_{0}}$.
Proof. Let $\Lambda_{1, \delta}\left(\subset \Lambda_{1}\right)$ be defined by

$$
\begin{equation*}
\Lambda_{1, \delta}=\left\{\lambda \in \mathbb{C} \mid \lambda \in \Lambda_{1} \text { and } \lambda \in C \backslash B_{\delta}\right\} . \tag{2.25}
\end{equation*}
$$

We can assume without loss of generality that $\lambda \in \Lambda_{1, \delta}$ in the following. Let us start from the eigenvalue problem (2.5) for $\sigma>0$.

$$
\begin{align*}
\frac{1}{\sigma} z_{x x}+\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}+g_{u}^{\varepsilon, 0}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right)+g_{v}^{\varepsilon, \sigma} z=\lambda z, & \\
z & \in H^{2}(I) \cap H_{N}^{1}(I) . \tag{2.5}
\end{align*}
$$

We introduce the following bilinear form on $H_{N}^{1}(I)$ associated with (2.5):

$$
\begin{align*}
B^{\varepsilon, \sigma, \lambda}\left(z^{1}, z^{2}\right)= & \frac{1}{\sigma}\left\langle z_{x}^{1}, z_{x}^{2}\right\rangle-\frac{1}{\zeta_{0}^{\varepsilon, \sigma}-\lambda}\left\langle-f_{v}^{\varepsilon, \sigma} z^{1}, \phi_{0}^{\varepsilon, \sigma}\right\rangle\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, z^{2}\right\rangle \\
& -\left\langle\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z^{1}\right), g_{u}^{\varepsilon, \sigma} z^{2}\right\rangle-\left\langle g_{v}^{\varepsilon, \sigma} z^{1}, z^{2}\right\rangle  \tag{2.26}\\
& +\lambda\left\langle z^{1}, z^{2}\right\rangle \text { for } z^{1}, z^{2} \in H_{N}^{1}(I) .
\end{align*}
$$

We shall show the boundedness and positivity of (2.26). Since $\lambda \in \Lambda_{1, \delta}, \lim _{\varepsilon \downarrow 0} \zeta_{0}^{\varepsilon, \sigma}=0$ (Lemma 1.4) and $\int \phi_{0}^{\varepsilon, \sigma} d x=O(\sqrt{\varepsilon})$ (Corollary 1.3), we can see that there exists a $\varepsilon_{\delta}>0$ such that the estimate

$$
\begin{equation*}
\mid \text { the second term of }(2.26) \left\lvert\, \leqq \frac{c_{1} \varepsilon}{\delta}\left\|z^{1}\right\|_{H^{1}}\left\|z^{2}\right\|_{H^{1}}\right. \tag{2.27}
\end{equation*}
$$

holds for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta}, \sigma_{0}}$ and $\lambda \in \Lambda_{1, \delta}$, where $c_{1}(>0)$ does not depend on $\delta,(\varepsilon, \sigma)$, and $\lambda$. Therefore, using (2.27) and (2.7), we obtain the following:

$$
\begin{align*}
&\left|B^{\varepsilon, \sigma, \lambda}\left(z^{1}, z^{2}\right)\right| \leqq \frac{1}{\sigma}\left\|z_{x}^{1}\right\|_{L^{2}}\left\|z_{x}^{2}\right\|_{L^{2}}+\frac{c_{1} \varepsilon}{\delta}\left\|z^{1}\right\|_{H^{1}}\left\|z^{2}\right\|_{H^{1}} \\
&+c_{2}\left\|z^{1}\right\|_{L^{2}}\left\|z^{2}\right\|_{L^{2}}+|\lambda|\left\|z^{1}\right\|_{L^{2}}\left\|z^{2}\right\|_{L^{2}} \tag{2.28}
\end{align*}
$$

holds for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta,}, \sigma_{0}}$ and $\lambda \in \Lambda_{1, \delta}$, where $c_{2}(>0)$ is independent of $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ and $\lambda \in \Lambda_{1}$. Here $\Omega$ denotes the interior of the set. The inequality (2.28) shows the boundedness of $B^{\varepsilon, \sigma, \lambda}$.

We first consider real noncritical eigenvalues. We shall show that there exists a positive constant $\mu^{*}$ such that $B^{\varepsilon, \sigma, \lambda}$ satisfies the positivity property

$$
\begin{equation*}
\left|B^{\varepsilon, \sigma, \lambda}(z, z)\right| \geqq c_{3}\|z\|_{H^{1}}^{2} \tag{2.29}
\end{equation*}
$$

for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta}, \sigma_{0}}$ and $\lambda>-\mu^{*}$ with $\lambda \in \Lambda_{1, \delta}$, where the positive constants $c_{3}$ and $\mu^{*}$ do not depend on ( $\varepsilon, \sigma$ ) and $\lambda$. The inequality (2.29) implies from the Lax-Milgram theorem that the set $\left\{\lambda \in \mathbb{R} \mid \lambda \in \Lambda_{1, \delta}\right.$ and $\left.\lambda>-\mu^{*}\right\}$ belongs to the resolvent of (LP) for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{d}, \sigma_{0}}$. By virtue of Lemma 2.2, we see that

$$
\begin{equation*}
\left\langle\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right), g_{u}^{\varepsilon, \sigma} z\right\rangle \underset{\varepsilon \downarrow 0}{\longrightarrow}\left\langle\frac{-f_{v}^{*, \sigma} z}{f_{u}^{*, \sigma}-\lambda}, g_{u}^{*, \sigma} z\right\rangle \tag{2.30}
\end{equation*}
$$

uniformly for $\|z\|_{H^{1}} \leqq M, 0 \leqq \sigma<\sigma_{0}$, and $\lambda \in \Lambda_{1}$. Similarly, we have

$$
\begin{equation*}
\left\langle g_{v}^{\varepsilon, \sigma} z, z\right\rangle \underset{\varepsilon \downarrow 0}{\longrightarrow}\left\langle g_{v}^{*, \sigma} z, z\right\rangle, \tag{2.31}
\end{equation*}
$$

uniformly for $\|z\|_{H^{1}} \leqq M$ and $0 \leqq \sigma<\sigma_{0}$. Therefore, using the uniformity of the convergence of (2.30) and (2.31), and the estimate (2.27), we can see that if the limiting bilinear form $B^{*, \sigma, \lambda}$ defined by

$$
\begin{equation*}
B^{*, \sigma, \lambda}\left(z^{1}, z^{2}\right)=\frac{1}{\sigma}\left\langle z_{x}^{1}, z_{x}^{2}\right\rangle-\left\langle\frac{-f_{v}^{*, \sigma} z^{1}}{f_{u}^{*, \sigma}-\lambda}, g_{u}^{*, \sigma} z^{2}\right\rangle-\left\langle g_{v}^{*, \sigma} z^{1}, z^{2}\right\rangle+\lambda\left\langle z^{1}, z^{2}\right\rangle \tag{2.32}
\end{equation*}
$$

satisfies the positivity property (2.29), then $B^{\varepsilon, \sigma, \lambda}$ also satisfy the same inequality with the appropriate change of constants $c_{3}$ and $\varepsilon_{\delta}$.

After a simple computation, we obtain

$$
\begin{equation*}
\left.B^{*, \sigma, \lambda}(z, z)=\frac{1}{\sigma}\left\|z_{x}\right\|_{L^{2}}^{2}+\left.\left\langle\frac{1}{\lambda-f_{u}^{*, \sigma}}\left\{\lambda^{2}-\left(f_{u}^{*, \sigma}+g_{v}^{*, \sigma}\right) \lambda+\operatorname{det}^{*, \sigma}\right\}\right| z\right|^{2}, 1\right\rangle . \tag{2.33}
\end{equation*}
$$

Note that this corresponds to the reduced scalar eigenvalue problem (2.1). Recalling the assumptions (A.3)-(A.5), and $\lambda \in \Lambda_{1, \delta}$, we can see that there exist positive constants $\mu^{*}$ and $c_{4}$ such that

$$
\begin{equation*}
\mid \text { the second term of }(2.33) \mid \geqq c_{4}\|z\|_{L^{2}} \tag{2.34}
\end{equation*}
$$

holds for $\lambda>-\mu^{*}$, where $c_{4}$ is independent of $\lambda\left(>-\mu^{*}\right)$ and $\sigma$ with $0 \leqq \sigma<\sigma_{0}$. Combining the estimate (2.34) with (2.33), we easily see that $B^{*, \sigma, \lambda}$ satisfies the positivity property (2.29).

Next we consider the case where $\lambda$ is a complex noncritical eigenvalue. Our goal is to show that there is a priori bound $-\mu^{*}$ such that $\operatorname{Re} \lambda<-\mu^{*}$ for small $\varepsilon$. First we note the following boundedness of complex noncritical eigenvalues.

Sublemma 2.1. If $\lambda \in \Lambda_{1, \delta}$ is a complex eigenvalue of (LP) (or (2.5)), then, we have

$$
|\lambda| \leqq M_{c} \quad \text { for }(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}},
$$

where the positive constant $M_{c}$ does not depend on $(\varepsilon, \sigma)$.
Proof. Let $z$ be the eigenfunction associated with $\lambda$. Then, the pair $(\lambda, z)$ satisfies $B^{\varepsilon, \sigma, \lambda}(z, z)=0$. Taking the Re- and Im- parts of this bilinear form, we have the following.

$$
\begin{align*}
\operatorname{Re} \text { part: } \frac{1}{\sigma}\left\langle z_{x}, z_{x}\right\rangle & -\operatorname{Re}\left\{\frac{1}{\zeta^{\varepsilon, \sigma}-\lambda}\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, z\right\rangle\right\} \\
& -\operatorname{Re}\left\langle\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right), g_{u}^{\varepsilon, \sigma} z\right\rangle  \tag{2.35}\\
& -\left\langle g_{v}^{\varepsilon, \sigma} z, z\right\rangle+\operatorname{Re} \lambda\langle z, z\rangle=0, \\
\operatorname{Im} \text { part: }-\operatorname{Im}\{ & \frac{1}{\zeta_{0}^{\varepsilon, \sigma}-\lambda}\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, z\right\rangle  \tag{2.36}\\
& \left.+\left\langle\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right), g_{u}^{\varepsilon, \sigma} z\right\rangle\right\}+\operatorname{Im} \lambda\langle z, z\rangle=0 .
\end{align*}
$$

Let us normalize $z$ as $\|z\|_{L^{2}}=1$. By virtue of (2.7), we can see from (2.36) that $\operatorname{Im} \lambda$ must be uniformly bounded for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$. If not, the first term would remain bounded, while the second term is equal to $\operatorname{Im} \lambda$, which is a contradiction. As for $\operatorname{Re} \lambda$, it suffices to show that there exists a positive constant $M_{1}$ such that $\operatorname{Re} \lambda<M_{1}<+\infty$, since $\lambda \in \Lambda_{1, \delta}$ (see (2.2) and (2.25)). We can prove this by applying a contradiction method to (2.35) again. In fact, suppose that there is a sequence of complex eigenvalues and their eigenfunctions $\left(\lambda_{n}, z_{n}\right)$ with $(\varepsilon, \sigma)=\left(\varepsilon_{n}, \sigma_{n}\right) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ and $\left\|z_{n}\right\|_{L^{2}}=1$ such that $\operatorname{Re} \lambda_{n} \uparrow+\infty$ as $n \uparrow+\infty$ as $n \uparrow \infty$. Then, in view of (2.35), we can see that $1 / \sigma\left\langle\left(z_{n}\right)_{x}\right.$, $\left.\left(z_{n}\right)_{x}\right\rangle+\operatorname{Re} \lambda_{n}\left\langle z_{n}, z_{n}\right\rangle$ diverges to $+\infty$ as $n \uparrow \infty$, while all the other terms remain bounded for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$, which violates (2.35). Thus, we obtain the conclusion of Sublemma 2.1.

Corollary 2.1. Let $\lambda \in \Lambda_{1, \delta}$ be a complex eigenvalue of (2.5), and $z$ be the associated eigenfunction with $\|z\|_{L^{2}}=1$. Then, the following inequality holds

$$
\begin{equation*}
1 \leqq\|z\|_{H^{1}} \leqq \sqrt{1+\sigma M} \quad \text { for }(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}, \tag{2.37}
\end{equation*}
$$

where $M(>0)$ is independent of $\varepsilon$ and $\sigma$.

Proof. We know the uniform boundedness of $|\lambda|,\left\|\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\right\|$, and partial derivatives $f_{u}^{\varepsilon, \sigma}, f_{v}^{\varepsilon, \sigma}$, etc., for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$. Therefore, we easily obtain the following estimate from (2.35),

$$
\frac{1}{\sigma}\left\|z_{x}\right\|_{L_{2}}^{2} \leqq \tilde{M}\|z\|_{L^{2}}^{2} \quad \text { for }(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}
$$

where $\tilde{M}(>0)$ is independent of $\varepsilon$ and $\sigma$, which leads to the conclusion.
Now, we shall show that there is a negative upper bound for the Re-parts of complex eigenvalues by using (2.35) and (2.36). Since $z$ is normalized as $\|z\|_{L^{2}}=1$, $\|z\|_{H^{1}} \leqq M^{*}$, where $M^{*}$ is independent of $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$ from Corollary 2.1.

First, we consider the limiting behavior of each term of (2.35). It follows from $\lambda \in \Lambda_{1, \delta}$, (1.28) and Corollary 1.3 that there exists a positive constant $c_{5}$ such that the inequality

$$
\begin{equation*}
\mid \text { the second term of }(2.35) \left\lvert\, \leqq \frac{c_{5} \varepsilon}{\delta}\|z\|_{H^{1}}^{2} \leqq \frac{c_{5} \varepsilon}{\delta}\left(M^{*}\right)^{2}\right. \tag{2.38}
\end{equation*}
$$

holds for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta,}, \sigma_{0}}$ and $\lambda \in \Lambda_{1, \delta}$, where $c_{5}$ does not depend on $\delta,(\varepsilon, \sigma)$ and $\lambda$. For the third term of (2.35), we can see from Lemma 2.2 that

$$
\begin{equation*}
\{\text { the third term of }(2.35)\} \underset{\varepsilon \downarrow 0}{\longrightarrow}\left\langle\frac{-f_{u}^{*, 0}+\operatorname{Re} \lambda}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\left(-f_{v}^{*, \sigma} z\right), g_{u}^{*, \sigma} z\right\rangle \tag{2.39}
\end{equation*}
$$

uniformly for $\lambda \in \Lambda_{1, \delta}, 0 \leqq \sigma<\sigma_{0}$ and $\|z\|_{H^{1}} \leqq M^{*}$. Therefore, for small $\varepsilon$, we can rewrite (2.35) in the following form:

$$
\begin{aligned}
& \frac{1}{\sigma}\left\langle z_{x}, z_{x}\right\rangle+\left\langle\frac{-f_{u}^{*, \sigma}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\left(-f_{v}^{*, \sigma} z\right), g_{u}^{*, \sigma} z\right\rangle \\
& \left.\left.\quad+\left.\operatorname{Re} \lambda\left\langle\frac{-f_{v}^{*, \sigma} g_{u}^{*, \sigma}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\right| z\right|^{2}, 1\right\rangle-\left.\left\langle g_{v}^{*, \sigma}\right| z\right|^{2}, 1\right\rangle \\
& \quad+\operatorname{Re} \lambda+o(1)=0
\end{aligned}
$$

where $o(1)$ denotes an infinitesimal term which goes to zero uniformly for $\lambda \in \Lambda_{1, \delta}$, $0 \leqq \sigma<\sigma_{0}$ and $\|z\|_{H^{1}} \leqq M^{*}$. In the following, we use the same notation $o(1)$ for this type of infinitesimal term. Combining the second and the fourth terms of (2.40), we have

$$
\begin{equation*}
\left.\left.\left.2 \operatorname{Re} \lambda\left\langle\frac{f_{u}^{*, \sigma} g_{v}^{*, \sigma}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\right| z\right|^{2}, 1\right\rangle-\left.\left\langle\frac{f_{u}^{*, \sigma} \operatorname{det}^{*, \sigma}+\mathrm{g}_{v}^{*, \sigma}|\lambda|^{2}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\right| z\right|^{2}, 1\right\rangle . \tag{2.41}
\end{equation*}
$$

After some computation, we obtain the following expression for $\operatorname{Re} \lambda$ from (2.40) together with (2.41),

$$
\begin{equation*}
\operatorname{Re} \lambda=\frac{\left.-\frac{1}{\sigma}\left\|z_{x}\right\|_{L^{2}}^{2}+\left.\left\langle\frac{f_{u}^{*, \sigma} \operatorname{det}^{*, \sigma}+g_{v}^{*, \sigma}|\lambda|^{2}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{lm} \lambda)^{2}}\right| z\right|^{2}, 1\right\rangle+o(1)}{\left.\left.\left\langle\left(1+\frac{\operatorname{det}^{*, \sigma}+f_{u}^{*, \sigma} g_{v}^{*, \sigma}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\right)\right| z\right|^{2}, 1\right\rangle+o(1)} . \tag{2.42}
\end{equation*}
$$

Recalling (A.3)-(A.5), $\lambda \in \Lambda_{1, \delta}\left(\subset \Lambda_{1}\right)$ and Sublemma 2.1, we can see that

$$
\begin{equation*}
0<c_{6}<-\frac{f_{u}^{*, \sigma} \operatorname{det}^{*, \sigma}+g_{v}^{*, \sigma}|\lambda|^{2}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}},\left(1+\frac{\operatorname{det}^{*, \sigma}+f_{u}^{*, \sigma} g_{v}^{*, \sigma}}{\left(f_{u}^{*, \sigma}-\operatorname{Re} \lambda\right)^{2}+(\operatorname{Im} \lambda)^{2}}\right)<c_{7} \tag{2.43}
\end{equation*}
$$

holds, where the positive constants $c_{6}$ and $c_{7}$ are independent of $\delta, \lambda \in \Lambda_{1}$ and $\sigma$. Since $\|z\|_{L^{2}}^{2}=1$, it follows from (2.42) and (2.43) that there exist positive constants $\mu^{*}$ and $\varepsilon_{\delta}$ such that

$$
\operatorname{Re} \lambda<-\mu^{*} \quad \text { for } 0<\varepsilon<\varepsilon_{\delta}
$$

where $-\mu^{*}$ does not depend on $\delta$ and $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{\delta, \sigma}}$. Thus, we have obtained a negative upper bound for complex noncritical eigenvalues.

So far, we only consider the case where $\sigma>0$. For the limiting case $\sigma=0$, we have to study the following eigenvalue problem instead of (2.5),

$$
\begin{equation*}
\int_{I}\left\{\frac{\left\langle-f_{v}^{\varepsilon, 0} \eta, \phi_{0}^{\varepsilon, 0}\right\rangle}{\zeta_{0}^{\varepsilon, 0}-\lambda} g_{u}^{\varepsilon, 0} \phi_{0}^{\varepsilon, 0}+g_{u}^{\varepsilon, 0}\left(L^{\varepsilon, 0}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, 0} \eta\right)+g_{v}^{\varepsilon, 0} \eta\right\} d x=\lambda \eta, \tag{2.44}
\end{equation*}
$$

where $\eta$ is a constant function. Note that Lemma 2.1 holds also for $\sigma=0$. If we compare (2.44) with (2.26), we can see that (2.44) is a special form of (2.26) when we set $z^{i}=$ constant function $(i=1,2)$. Therefore, the above proof for $\sigma>0$ is essentially valid to the case $\sigma=0$ (even simpler than before), and the conclusion of Proposition 2.1 holds for $\sigma=0$ without any change. In fact, if we remove ( $1 / \sigma$ ) $\left\|z_{x}\right\|_{L^{2}}^{2}$ from (2.33) (or (2.42)) and put $z=\eta$, we obtain the key expressions to show Proposition 2.1 for $\sigma=0$. We leave the details to the reader (see also [19]).

Thus, we have finished the proof of Proposition 2.1.
Remark 2.4. Reconsidering the above proof, we find that in the framework of nonlinearities where

$$
\begin{equation*}
f_{v}^{*, \sigma} g_{u}^{*, \sigma}<0 \quad \text { on the reduced set } R_{+} \cup R_{-} \tag{AI}
\end{equation*}
$$

as well as (A.0)-(A.4) are satisfied, Proposition 2.1 can be proved under a weaker assumption than (A.5). In fact, for real noncritical eigenvalues, we can see from (2.33) that

$$
\begin{equation*}
\sup _{x \in I}\left\{f_{u}^{*, \sigma}+g_{v}^{*, \sigma}\right\}<0 \quad \text { for } 0<\sigma<\sigma_{0}\left(<\sigma_{i}^{*}\right) \tag{2.45}
\end{equation*}
$$

is enough even without (AI) to guarantee (2.34). For complex eigenvalues, using (2.36), we obtain from (2.40) that

$$
\left.\operatorname{Re} \lambda \leqq \frac{1}{2}\left\{-\frac{1}{\sigma}\left\|z_{x}\right\|_{L^{2}}^{2}+\left.\left\langle\left(\sup _{x \in I} f_{u}^{*, \sigma}+\sup _{x \in I} g_{v}^{*, \sigma}\right)\right| z\right|^{2}, 1\right\rangle\right\}+o(1) .
$$

Consequently, if we assume that

$$
\begin{equation*}
\sup _{x \in I} f_{u}^{*, \sigma}+\sup _{x \in I} g_{v}^{*, \sigma}<0 \quad \text { for } 0<\sigma<\sigma_{0}\left(<\sigma_{1}^{*}\right) . \tag{2.46}
\end{equation*}
$$

$\operatorname{Re} \lambda$ has a negative upper bound for small $\varepsilon$ and $0<\sigma<\sigma_{0}$. Since (2.46) implies (2.45), under (AI), we can replace (A.5) by the weaker condition (2.46). However, the condition (2.46) depends on $\sigma$, in fact, when $\sigma_{0} \uparrow \sigma_{1}^{*}$, we can see from Remark 0.2 that $\sup _{x \in I} f_{u}^{*, \sigma} \uparrow 0$. Therefore, if $\sup _{(u, v) \in R_{+} \cup R_{-}} g_{v}(u, v)$ is strictly positive, the valid region of (2.46) is restricted to the subinterval of $\left[0, \sigma_{1}^{*}\right)$.

As far as noncritical eigenvalues are concerned, the effect of the second term

$$
\begin{equation*}
\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} \tag{2.47}
\end{equation*}
$$

of (2.5) can be neglected, and therefore, we find that they are not dangerous to the stability of SPS1 as in Proposition 2.1. However, if $\lambda=\lambda(\varepsilon, \sigma)$ is a critical eigenvalue (i.e., $\lim _{\varepsilon \downarrow 0} \lambda(\varepsilon, \sigma)=0$ ), then, the behavior of (2.47) becomes delicate in the sense that
(i) the denominator of (2.47) approaches to zero as $\varepsilon \downarrow 0$, and the infinitesimal order of $\zeta_{0}^{\varepsilon, \sigma}-\lambda$ is not a priori known;
(ii) $\phi_{0}^{\varepsilon, \sigma}$ does not have a limit function in $L^{2}$-sense as $\varepsilon \downarrow 0$.

A nice characterization of (2.47) as $\varepsilon \downarrow 0$ is certainly necessary to overcome these difficulties. We give first a heuristic argument how to know the asymptotic order of $\lambda(\varepsilon, \sigma)$ as $\varepsilon \downarrow 0$. We remind that $\phi_{0}^{\varepsilon, \sigma}$ decays with an exponential order as $\varepsilon \downarrow 0$ outside of any fixed neighborhood of the layer position $x_{1}^{*}(\sigma)$. Therefore, if the decaying order of $\zeta_{0}^{\varepsilon, \sigma}-\lambda$ is milder than it, we can see from (2.5) that the outer part of the limit eigenfunction is governed by (2.1). Namely, letting $z(\varepsilon, \sigma)$ be the corresponding eigenfunction to $\lambda(\varepsilon, \sigma)$, then the limit function $z^{*}=\lim _{\varepsilon \downarrow 0} z(\varepsilon, \sigma)$ belongs to $H_{N}^{1}(I)$ and satisfies (2.1) with $\lambda=0$ in each of the subintervals $\left[0, x_{1}^{*}(\sigma)\right)$ and $\left(x_{1}^{*}(\sigma), 1\right]$ in classical sense. (Note that all coefficients of (LP) have a jump discontinuity at only one point $x=x_{1}^{*}(\sigma)$ as $\varepsilon \downarrow 0$.) Then, $z^{*}$ must be strictly convex in each subinterval due to the negativity of $\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}$. Therefore, taking account of $z_{x}^{*}=0$ on $\partial I, z_{x}^{*}$ cannot be continuous at $x=x_{1}^{*}(\sigma)$, and has a finite jump discontinuity. On the other hand, if we integrate (2.5) over a small neighbourhood $I_{\kappa}=\left(x_{1}^{*}(\sigma)-\kappa, x_{1}^{*}(\sigma)+\kappa\right)$ of the layer position $x_{1}^{*}(\sigma)$, we obtain

$$
\frac{1}{\sigma}\left\{z_{x}\left(x_{1}^{*}(\sigma)+\kappa\right)-z_{x}\left(x_{1}^{*}(\sigma)-\kappa\right)\right\}+\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} \int_{I_{\kappa}} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} d x+O(\kappa)=0 .
$$

Consequently, we have

$$
\begin{equation*}
\frac{1}{\sigma}\left[z_{x}^{*}\right]=\lim _{\kappa \downarrow 0} \lim _{\varepsilon \downarrow 0}-\left\{\text { integral of (2.47) over } I_{\kappa}\right\}, \tag{2.48}
\end{equation*}
$$

where [ $\cdot$ ] denotes the jump at $x=x_{1}^{*}(\sigma)$. Recalling Corollary 1.3 and (1.28), we can see that $\lambda(\varepsilon, \sigma)-\zeta_{0}^{\varepsilon, \sigma}$ must be $O(\varepsilon)$ as $\varepsilon \downarrow 0$, since the left-hand side of (2.48) is finite. Thus, we may take the asymptotic form of $\lambda(\varepsilon, \sigma)$ as

$$
\begin{equation*}
\lambda(\varepsilon, \sigma)=\varepsilon \tau(\varepsilon, \sigma) \quad \text { with } \tau^{*, \sigma} \neq \sigma \hat{\zeta}_{0}^{*, \sigma}, \tag{2.49}
\end{equation*}
$$

where $\tau(\varepsilon, \sigma)$ is a continuous function of $\varepsilon$ and $\sigma, \tau^{*, \sigma}=\tau(0, \sigma)$, and $\hat{\zeta}_{0}^{*, \sigma}$ is defined by (1.30). Using (1.28), we can rewrite (2.47) in the following form

$$
\begin{equation*}
\frac{\left\langle-f_{v}^{\varepsilon, \sigma} z, \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right\rangle}{\sigma \hat{\zeta}_{0}(\varepsilon, \sigma)+\operatorname{E\hat {x}}(\varepsilon, \sigma)-\tau(\varepsilon, \sigma)} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}, \tag{2.50}
\end{equation*}
$$

where $\operatorname{Exp}(\varepsilon, \sigma)=\operatorname{Exp}(\varepsilon, \sigma) / \varepsilon$ which still goes to zero with exponential order like (1.31). The following lemma gives a complete characterization of (2.50).

Lemma 2.3 (the second key lemma).

$$
\begin{equation*}
\frac{-f_{v}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}} \phi_{0}^{\varepsilon, \sigma} \underset{\varepsilon \downarrow 0}{\longrightarrow} c_{1}^{*} \delta^{*} \text { in } H^{-1}(I) \text {-sense }, \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{g_{u}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}} \phi_{0}^{\varepsilon, \sigma} \xrightarrow[\varepsilon \downarrow 0]{\longrightarrow} c_{2}^{*} \delta^{*} \text { in } H^{-1}(I) \text {-sense }, \tag{b}
\end{equation*}
$$

uniformly for $0 \leqq \sigma<\sigma_{0}$, where $\delta^{*}=\delta\left(x-x_{1}^{*}(\sigma)\right)$, a Dirac's $\delta$-function at $x_{1}^{*}(\sigma)$, and

$$
\begin{aligned}
& c_{1}^{*}=-\left.\kappa^{*} \frac{d}{d v} J(v)\right|_{v=v^{*}}>0 \quad(\operatorname{see}(\mathrm{~A} .2)), \\
& c_{2}^{*}=\kappa^{*}\left\{g\left(h_{+}\left(v^{*}\right), v^{*}\right)-g\left(h_{-}\left(v^{*}\right), v^{*}\right)\right\}>0 \quad(\operatorname{see}(\mathrm{~A} .4 \mathrm{a})),
\end{aligned}
$$

with

$$
\kappa^{*-1}=\left\|\frac{d}{d y} \tilde{u}^{*}(y)\right\|_{L^{2}(\mathbb{R})} .
$$

Remark 2.5. Note that each coefficient $c_{i}^{*}(i=1,2)$ of $\delta^{*}$ does not depend on $\sigma$.
Proof. In order to show that $\left\{-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right\}_{\varepsilon>0}$ is a Dirac-sequence to $c_{1}^{*} \delta^{*}$, it suffices to prove the following. For an arbitrary interval $(a, b) \subset I$, it holds that

$$
\lim _{\varepsilon \searrow 0} \int_{a}^{b}-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon} d x= \begin{cases}0 & \text { if } x_{1}^{*}(\sigma) \notin(a, b),  \tag{2.51}\\ c_{1}^{*} & \text { if } x_{1}^{*}(\sigma) \in(a, b) .\end{cases}
$$

First, we consider the case where $x_{1}^{*}(\sigma) \notin(a, b)$. Using the stretched variable $y=$ $\left(x-x_{1}(\varepsilon, \sigma)\right) / \varepsilon$, we have

$$
\begin{equation*}
\int_{a}^{b}-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon} d x=\int_{\left(a-x_{1}(\varepsilon, \sigma)\right) / \varepsilon}^{\left(b-x_{1}(\varepsilon, \sigma)\right) / \varepsilon} \sqrt{\varepsilon}\left(-\tilde{f}_{v}^{\varepsilon, \sigma}\right) \tilde{\phi}_{0}^{\varepsilon, \sigma} d y . \tag{2.52}
\end{equation*}
$$

We can assume without loss of generality that $x^{*}(\sigma)<a<b \leqq 1$. The right-hand side is majorized as

$$
\begin{equation*}
\mid \text { the right-hand side of }(2.52) \mid \leqq\left\|-\tilde{f}_{v}^{\varepsilon, \sigma}\right\|_{L^{\infty}} \int_{\left(a-x_{1}(\varepsilon, \sigma)\right) / \varepsilon}^{\left(b-x_{1}(\varepsilon, \sigma)\right) / \varepsilon} \sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma} d y . \tag{2.53}
\end{equation*}
$$

Since $\left|x_{1}(\varepsilon, \sigma)-x_{1}^{*}(\sigma)\right|=o(1)$ as $\varepsilon \downarrow 0$ (see (16) and (17) in Appendix 1), we see that $\left(a-x_{1}(\varepsilon, \sigma)\right) / \varepsilon \geqq \delta / \varepsilon$ for small $\varepsilon$,
where $\delta$ is a positive constant independent of $\varepsilon$. Consequently, the right-hand side of (2.53) goes to zero by virtue of the exponentially decaying property of $\sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma}\left(=\hat{\phi}_{0}^{\varepsilon, \sigma}\right.$, see (1.24)), which completes the proof of the first part of (2.51).

Next, we consider the case where $x_{1}^{*}(\sigma) \in(a, b)$. In view of Corollary 1.1, Lemma 1.1 and Lemma 1.3, we have

$$
\begin{align*}
& -\tilde{f}_{v}^{\varepsilon, \sigma} \underset{\varepsilon \downarrow 0}{\longrightarrow}-\tilde{f}_{v}^{*, \sigma} \quad \text { in } C_{\text {c.u. -sense }}^{2} \text { and }  \tag{2.54}\\
& \sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma} \underset{\varepsilon \downarrow 0}{\longrightarrow} \kappa^{*} \frac{d}{d y} \tilde{u}^{*} \quad \text { in } C_{\text {c.u. }}^{2} \text {-sense. }
\end{align*}
$$

Using the decaying property of $\sqrt{\varepsilon} \tilde{\phi}_{0}^{\varepsilon, \sigma}$ again, we can see that for any $\gamma>0$, there exist positive constants $M_{\gamma}$ and $\varepsilon_{\gamma}$ such that

$$
\begin{aligned}
& \left|\int_{|y| \geqq M_{\gamma}} \sqrt{\varepsilon}\left(-\tilde{f}_{v}^{\varepsilon, \sigma}\right) \tilde{\phi}_{0}^{\varepsilon, \sigma} d y\right|<\frac{\gamma}{3}, \\
& \left|\int_{|y| \geqq M_{\gamma}} \kappa^{*}\left(-\tilde{f}_{v}^{*, \sigma}\right) \frac{d}{d y} \tilde{u}^{*} d y\right|<\frac{\gamma}{3},
\end{aligned}
$$

and from (2.54),

$$
\left|\int_{|y| \leqq M_{\gamma}}\left\{\sqrt{\varepsilon}\left(-\tilde{f}_{v}^{\varepsilon, \sigma}\right) \tilde{\phi}_{0}^{\varepsilon, \sigma}-\kappa^{*}\left(-\tilde{f}_{v}^{*, \sigma}\right) \frac{d}{d y} \tilde{u}^{*}\right\} d y\right|<\frac{\gamma}{3},
$$

for $0<\varepsilon<\varepsilon_{\gamma}$. Thus, we obtain

$$
\left|\int_{\tilde{I}} \sqrt{\varepsilon}\left(-\tilde{f}_{v}^{\varepsilon, \sigma}\right) \tilde{\phi}_{0}^{\varepsilon, \sigma} d y-\int_{-\infty}^{+\infty} \kappa^{*}\left(-\tilde{f}_{v}^{*, \sigma}\right) \frac{d}{d y} \tilde{u}^{*} d y\right|<\gamma \quad \text { for } 0<\varepsilon<\varepsilon_{\gamma} .
$$

Since $\gamma$ is arbitrary, we have

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} \int_{\tilde{I}} \sqrt{\varepsilon}\left(-\tilde{f}_{v}^{\varepsilon, \sigma}\right) \tilde{\phi}_{0}^{\varepsilon, \sigma} d y & =\int_{-\infty}^{+\infty} \kappa^{*}\left(-\tilde{f}_{v}^{*, \sigma}\right) \frac{d}{d y} \tilde{u}^{*} d y \\
& =-\kappa^{*} \int_{h_{-}\left(v^{*}\right)}^{h_{+}\left(v^{*}\right)} f_{v}\left(s, v^{*}\right) d s \\
& =-\left.\kappa^{*} \frac{d}{d v} J(v)\right|_{v=v^{*}} \\
& =c_{1}^{*} .
\end{aligned}
$$

Here we use the fact that $\tilde{u}^{*}$ is a strictly monotone increasing function. Consequently, we have proved (a) of Lemma 2.3. As for (b), the same argument works without any change except the constant $c_{2}^{*}$. The constant $c_{2}^{*}$ is computed as follows:

$$
\begin{aligned}
c_{2}^{*} & =\lim _{\varepsilon \downarrow 0} \int_{\tilde{I}} \sqrt{\varepsilon} \tilde{\boldsymbol{g}}_{u}^{\varepsilon, \sigma} \tilde{\phi}_{0}^{\varepsilon, \sigma} d y \\
& =\int_{-\infty}^{+\infty} \kappa^{*} \tilde{g}_{u}^{*, \sigma} \frac{d}{d y} \tilde{u}^{*} d y \\
& =\kappa^{*} \int_{h_{-}\left(v^{*}\right)}^{h_{+}\left(v^{*}\right)} \frac{d}{d s} g\left(s, v^{*}\right) d s \\
& =\kappa^{*}\left\{g\left(h_{+}\left(v^{*}\right), v^{*}\right)-g\left(h_{-}\left(v^{*}\right), v^{*}\right)\right\} .
\end{aligned}
$$

Finally, noting that all the above estimates do not depend on $\sigma$ for $0 \leqq \sigma<\sigma_{0}$, the convergence results (a) and (b) are also uniform for $0 \leqq \sigma<\sigma_{0}$, which completes the proof of Lemma 2.3.

Remark 2.6. Lemma 2.3 also holds for (SL) in Remark 1.4.
Using Lemma 2.3, we have

$$
\begin{equation*}
\text { (2.50) } \underset{\varepsilon \downarrow 0}{\longrightarrow} \frac{c_{1}^{*} c_{2}^{*}\left\langle z^{*}, \delta^{*}\right\rangle}{\sigma \hat{\zeta}_{0}^{*, \sigma}-\tau^{*, \sigma}} \delta^{*} \quad \text { in } H^{-1}(I) \text {-sense. } \tag{2.55}
\end{equation*}
$$

This characterization is a key to solve the problem ( P 2$)_{\mathrm{b}}$ at the beginning of this section. Our task is to determine the sign of $\tau^{*, \sigma}$. In the following, using (2.55), we shall derive a limiting eigenvalue problem of (2.5) as $\varepsilon \downarrow 0$, which we call the singular limit eigenvalue problem (SLEP), and show that $\tau^{*, \sigma}$ is uniquely determined to be a negative constant. The assumption (2.49) and SLEP will be justified in the next section as well as the uniquenesss and the simplicity of the critical eigenvalue. Since the convergence in (2.55) has a meaning in $H^{-1}$-sense, we rewrite (2.5) in a weak form:

$$
\begin{align*}
&-\frac{1}{\sigma}\left\langle z_{x}, \psi_{x}\right\rangle+\frac{\left\langle z,-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda}\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, \psi\right\rangle \\
&+\left\langle g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} z\right), \psi\right\rangle+\left\langle g_{v}^{\varepsilon, \sigma} z, \psi\right\rangle=\lambda\langle z, \psi\rangle,  \tag{2.56}\\
& z \in H_{N}^{1}(I), \quad \forall \psi \in H^{1}(I) .
\end{align*}
$$

Using (2.55), Lemma 2.2 and $\lim _{\varepsilon \downarrow 0} \lambda(\varepsilon, \sigma)=0$, we see that $z^{*}=\lim _{\varepsilon \downarrow 0} z(\varepsilon, \sigma)$ satisfy the following limit equation as $\varepsilon \downarrow 0$.
$(\mathrm{SLEP})_{\mathrm{a}} \quad-\frac{1}{\sigma}\left\langle z_{x}^{*}, \psi_{x}\right\rangle+\frac{c_{1}^{*} c_{2}^{*}\left\langle z^{*}, \delta^{*}\right\rangle}{\sigma \hat{\zeta}_{0}^{*, \sigma}-\tau^{*, \sigma}}\left\langle\delta^{*}, \psi\right\rangle+\left\langle\frac{\operatorname{det}^{*, \sigma}}{f_{u}^{*, \sigma}} z^{*}, \psi\right\rangle=0, \quad z^{*} \in H_{N}^{1}(I)$,
for any $\psi \in H^{1}(I)$. Roughly speaking, the second term comes from the transition layer part, and the remaining ones represent the outer part of (2.5) as $\varepsilon \downarrow 0$, namely (2.1)
with $\lambda=0$. We call the above limit equation the singular limit eigenvalue problem (SLEP). Hereafter, we normalize the limit eigenfunction $z^{*}$ as

$$
\begin{equation*}
\left\langle z^{*}, \delta^{*}\right\rangle=1 . \tag{2.57}
\end{equation*}
$$

This normalization is always possible, since there are no nontrivial solutions of SLEP which satisfy $\left\langle z^{*}, \delta^{*}\right\rangle=0$. We denote the solution of SLEP under (2.57) by the pair $\left(z^{*}, \tau^{*, \sigma}\right) \in H_{N}^{1}(I) \times \mathbb{R}$. It is easily seen that (SLEP) $)_{\mathrm{a}}$ is equivalent to the following equations.

$$
\frac{1}{\sigma} z_{x x}^{*}+\frac{\operatorname{det}^{*, \sigma}}{f_{u}^{*, \sigma}} z^{*}=0 \quad \text { in }\left[0, x_{1}^{*}(\sigma)\right) \cup\left(x_{1}^{*}(\sigma), 1\right],
$$

(SLEP-1) ${ }_{\mathrm{b}}$

$$
z_{x}^{*}=0 \quad \text { on } \partial I, \text { and } z^{*} \text { is continuous at } x=x_{1}^{*}(\sigma),
$$

(SLEP-2) ${ }_{b}$

$$
\frac{1}{\sigma}\left[z_{x}^{*}\right]=-\frac{c_{1}^{*} c_{2}^{*}}{\sigma \hat{\zeta}_{0}^{*, \sigma}-\tau^{*, \sigma}},
$$

where $\left[z_{x}^{*}\right]$ denotes the jump of $z_{x}^{*}$ at $x=x_{1}^{*}(\sigma)$, namely,

$$
\left[z_{x}^{*}\right]=\lim _{\delta \downarrow 0}\left\{z_{x}^{*}\left(x_{1}^{*}(\sigma)+\delta\right)-z_{x}^{*}\left(x_{1}^{*}(\sigma)-\delta\right)\right\} .
$$

Since $\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}$ is strictly negative from (A.3) and (A.4) and smooth in each subinterval, there exists a unique solution of (SLEP-1) $)_{b}$ under (2.57), which is strictly convex and smooth in each subinterval (see Fig. 10). We denote this solution by $z_{N}^{* \sigma \sigma}$. Using the relation (SLEP-2) $)_{\mathrm{b}}, \tau^{*, \sigma}$ is also uniquely determined from $z_{N}^{*, \sigma}$, which we denote by $\tau_{N}^{* \sigma}$. Thus, we obtain a unique solution $\left(z_{N}^{* \sigma}, \tau_{N}^{*, \sigma}\right)$ of (SLEP) ${ }_{\mathrm{b}}$ under (2.57).


Fig. 10. Solutions of SLEP and a comparison of jumps of $\left(z_{N}^{* \cdot \sigma}\right)_{x}$ and $\left(z_{D}^{*, \sigma}\right)_{x}$ at $x=x_{1}^{*}(\sigma)$.

In order to judge the sign of $\tau_{N}^{* \sigma}$, the following observation is useful. Let (SLEP) ${ }_{\mathrm{D}}$ denote the problem (SLEP) ${ }_{\mathrm{b}}$ with replacing the boundary conditions $z_{x}^{*}=0$ on $\partial I$ by Dirichlet conditions $z^{*}=0$ on $\partial I$. Then, we have the following.

Lemma 2.4. (SLEP) $)_{\mathrm{D}}$ has a unique solution $z_{D}^{*, \sigma}$ with $\tau^{*, \sigma}=0$ under (2.57) (see Fig. 10).

Proof. By differentiating the SPS1 of the stationary problem (SP) with respect to $x$, we can see that $\lambda=0$ is always an eigenvalue of (LP) under Dirichlet boundary conditions. In view of Remarks 1.5, 2.3 and 2.6, we see that all the above procedures
to SLEP can be similarly done for Dirichlet boundary conditions, so that we obtain $(\mathrm{SLEP})_{\mathrm{D}}$. Therefore, $V_{x}^{*, \sigma}=\lim _{\varepsilon \downarrow 0} v(x, \varepsilon, \sigma)$ (see Theorem 1.1) becomes a solution of $(\mathrm{SLEP})_{\mathrm{D}}$ with $\tau^{*, \sigma}=0$, and from a normalization (2.57), $z_{D}^{*, \sigma}$ is given by

$$
\begin{equation*}
z_{D}^{*, \sigma}=\frac{V_{x}^{*, \sigma}}{V_{x}^{*, \sigma}\left(x_{1}^{*}(\sigma)\right)} . \tag{2.58}
\end{equation*}
$$

Now, a comparison of two solutions $\left(z_{N}^{*, \sigma}, \tau_{N}^{*, \sigma}\right)$ and $\left(z_{D}^{*, \sigma}, 0\right)$ leads to the following (see Fig. 10).

Lemma 2.5 .

$$
\begin{equation*}
\left[\left(z_{D}^{*, \sigma}\right)_{x}\right]<\left[\left(z_{N}^{*, \sigma}\right)_{x}\right]<0 . \tag{2.59}
\end{equation*}
$$

Proof. By virtue of the negative definiteness of $\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}$ and the positivity of $z_{N}^{*, \sigma}$ and $z_{D}^{*, \sigma}$, a simple comparison argument implies that

$$
D_{x}^{+} z_{N}^{*, \sigma}>D_{x}^{+} z_{D}^{*, \sigma} \quad \text { and } \quad D_{x}^{-} z_{N}^{*, \sigma}<D_{x}^{-} z_{D}^{*, \sigma} \quad \text { at } x=x_{1}^{*}(\sigma),
$$

where $D_{x}^{+}\left(D_{x}^{-}\right)$denotes the right(left) $x$-derivative, which concludes (2.59).
In view of (SLEP-2) ${ }_{b}$, we can see from Lemma 2.5 that

$$
\tau_{N}^{*, \sigma}<0 \quad \text { for } 0<\sigma<\sigma_{0},
$$

which shows the stability of SPS1. It is easy to see that $\tau_{N}^{* \sigma}$ is a continuous function of $\sigma$ for $0<\sigma<\sigma_{0}$, since $\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}$ depends smoothly on $\sigma$ in each subinterval and from (1.30).

Let us consider the limiting behavior of $\tau_{N}^{*, \sigma}$ as $\sigma \downarrow 0$. It is convenient to write $(S L E P)_{\mathrm{b}}$ in the following form.

$$
\begin{align*}
& z_{x x}^{*}+\sigma \frac{\operatorname{det}^{*, \sigma}}{f_{u}^{*, \sigma}} z^{*}=0 \quad \text { in each subinterval and }\left\langle z^{*}, \delta^{*}\right\rangle=1,  \tag{2.60}\\
& z_{x}^{*}\left(\text { or } z^{*}\right)=0 \quad \text { on } \partial I \text { and } z^{*} \text { is continuous at } x=x_{1}^{*}(\sigma),  \tag{2.61}\\
& {\left[z_{x}^{*}\right]=-\frac{\sigma c_{1}^{*} c_{2}^{*}}{\sigma \hat{\zeta}_{0}^{*, \sigma}-\tau^{*, \sigma}} .} \tag{2.62}
\end{align*}
$$

We can see from the negativity of $\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}$ and the boundary conditions that $z_{N}^{*, \sigma}$ and $z_{D}^{*, \sigma}$ satisfy $0 \leqq z_{N}^{*, \sigma}, z_{D}^{*, \sigma} \leqq 1$. Therefore, noting that $\left|\operatorname{det}^{*, \sigma} / f_{u}^{*, \sigma}\right|<M$ for $0<\sigma<\sigma_{0}$, where $M$ is independent of $\sigma$, we easily see from (2.60) that

$$
\begin{aligned}
& \left(z_{N}^{*, \sigma}\right)_{x x} \text { and }\left(z_{D}^{*, \sigma}\right)_{x x} \underset{\sigma \downarrow 0}{ } 0 \quad \text { uniformly in each subinterval, } \\
& \left(z_{N}^{*, \sigma}\right)_{x} \xrightarrow[\sigma \downarrow 0]{ } 0 \quad \text { uniformly in each subinterval. }
\end{aligned}
$$

Using the boundary conditions, we can derive the following convergence:
$(2.63)_{\mathrm{N}} \quad z_{N}^{*, \sigma} \underset{\sigma \downarrow 0}{\longrightarrow} 1$ uniformly in $C^{2}$-sense in each subinterval,

$$
\begin{equation*}
z_{D}^{*, \sigma} \underset{\sigma \downarrow 0}{ } z_{D}^{*, 0} \text { uniformly in } C^{2} \text {-sense in each subinterval, } \tag{2.63}
\end{equation*}
$$

where $z_{D}^{* .0}$ is a piecewise linear function as is shown in Fig. 10. Now, if we put $\psi=1$
in (SLEP) $)_{\mathrm{a}}$, we obtain

$$
\begin{equation*}
\frac{c_{1}^{*} c_{2}^{*}}{\sigma \hat{\zeta}_{0}^{*, \sigma}-\tau_{N}^{*, \sigma}}+\left\langle\frac{\operatorname{det}^{*, \sigma}}{f_{u}^{*, \sigma}} z_{N}^{*, \sigma}, 1\right\rangle=0 . \tag{2.64}
\end{equation*}
$$

Therefore, using $(2.63)_{N}$, we can see that $\tau_{N}^{*, \sigma}$ converges to $\tau_{N}^{*, 0}$ as $\sigma \downarrow 0$, which is determined by the relation

$$
\begin{equation*}
-\frac{c_{1}^{*} c_{2}^{*}}{\tau_{N}^{*, 0}}+\left\langle\frac{\operatorname{det}^{*, 0}}{f_{u}^{*, 0}}, 1\right\rangle=0 . \tag{2.65}
\end{equation*}
$$

On the other hand, starting from (2.44), we can derive the SLEP for the limiting case $\sigma=0$. It turns out after some computation that the SLEP for $\sigma=0$ is exactly the same as (2.65) (see also Nishiura and Fujii [19]). Thus, $\tau_{N}^{*, 0}$ is a continuous function of $\sigma$ up to $\sigma=0$, and $\tau_{N}^{* 0}$ is explicitly given by

$$
\begin{equation*}
\tau_{N}^{*, 0}=\frac{c_{1}^{*} c_{2}^{*}}{\left\langle\left(\operatorname{det}^{*, 0} / f_{u}^{*, 0}\right), 1\right\rangle} . \tag{2.66}
\end{equation*}
$$

We summarize the above results in the following theorem.
Theorem 2.1. The singular limit eigenvalue problem (SLEP) has a unique solution $\left(z_{N}^{*, \sigma}, \tau_{N}^{*, \sigma}\right) \in H_{N}^{1}(I) \times \mathbb{R}$ under a normalization (2.57) such that
(i) $z_{N}^{*, \sigma}$ is smooth, strictly positive and convex in each of the subintervals $\left[0, x_{1}^{*}(\sigma)\right]$ and $\left[x_{1}^{*}(\sigma), 1\right]$ (see Fig. 10),
(ii) $\tau_{N}^{*, \sigma}$ is a continuous function of $\sigma$, and strictly negative for $0 \leqq \sigma<\sigma_{0}$. Moreover, $\tau_{N}^{*, 0}=\lim _{\sigma \downarrow 0} \tau_{N}^{*, \sigma}$ is given by (2.66).
3. Justification of SLEP and the uniqueness of critical eigenvalue. In this section, we give a justification of SLEP and show the uniqueness and simplicity of the critical eigenvalue.

Theorem 3.1. There exists a positive constant $\delta$ such that (2.5) has a unique critical eigenvalue $\lambda=\lambda_{c}(\varepsilon, \sigma)$ in $B_{\delta}$ for small $\varepsilon . \lambda_{c}(\varepsilon, \sigma)$ is real, simple and takes the form $\lambda_{c}(\varepsilon, \sigma)=\varepsilon \tau(\varepsilon, \sigma)$, where $\tau(\varepsilon, \sigma)$ is a strictly negative continuous function for $(\varepsilon, \sigma) \in$ $\bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}$. Moreover, $\tau(0, \sigma)$ is just equal to $\tau_{N}^{*, \sigma}$ determined by SLEP in Theorem 2.1.

This result combined with Proposition 2.1 guarantees that the negativity of $\tau_{N}^{*, \sigma}$ in Theorem 2.1 implies the stability of SPS1 for small $\varepsilon>0$.

The strategy to show Theorem 3.1 is to reduce the problem of finding critical eigenvalues of (2.5) to solve the algebra-like equation for $\lambda$ by applying the inverse operator $K^{\varepsilon, \sigma, \lambda}$ (see Lemma 3.1) to (2.5).

Recalling Lemma 2.3, it is convenient to consider (2.5) in a weak form (2.56). First, we will define the operator $K^{\varepsilon, \sigma, \lambda}$, which is, roughly speaking, equal to

$$
\left(-\frac{1}{\sigma} \frac{d^{2}}{d x^{2}}-g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)-g_{v}^{\varepsilon, \sigma} \cdot+\lambda \cdot\right)^{-1}
$$

Let us introduce the bilinear form $\hat{B}^{\varepsilon, \sigma, \lambda}$ by

$$
\begin{equation*}
\hat{B}^{\varepsilon, \sigma, \lambda}\left(z^{1}, z^{2}\right)=\frac{1}{\sigma}\left\langle z_{x}^{1}, z_{x}^{2}\right\rangle-\left\langle\left\{\boldsymbol{g}_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)+\boldsymbol{g}_{v}^{\varepsilon, \sigma}-\lambda\right\} z^{1}, z^{2}\right\rangle \tag{3.1}
\end{equation*}
$$

for any $z^{i} \in H_{N}^{1}(I)(i=1,2)$, which is equal to $B^{\varepsilon, \sigma, \lambda}$ (see (2.26)) after removing the second term of $B^{\varepsilon, \sigma, \lambda}$. For a given $h \in H^{-1}(I)$, we consider the equation for $z \in H_{N}^{1}(I)$ :

$$
\begin{equation*}
\hat{B}^{\varepsilon, \sigma, \lambda}(z, \psi)=\langle h, \psi\rangle \quad \text { for any } \psi \in H_{N}^{1}(I) . \tag{3.2}
\end{equation*}
$$

If $z$ is uniquely determined, we can define the mapping $K^{\varepsilon, \sigma, \lambda}$ as

$$
\begin{equation*}
K^{\varepsilon, \sigma, \lambda} h=z ; \quad H^{-1}(I) \rightarrow H_{N}^{1}(I) . \tag{3.3}
\end{equation*}
$$

We have the following result for $K^{\varepsilon, \sigma, \lambda}$.
Lemma 3.1. For any $\sigma_{0}\left(<\sigma_{1}^{*}\right)$, there exist positive constants $\varepsilon_{0}$ and $\delta_{0}$ such that $K^{\varepsilon, \sigma, \lambda}$ is a well-defined uniformly bounded mapping from $H^{-1}(I)$ to $H_{N}^{1}(I)$ for $0 \leqq \varepsilon<\varepsilon_{0}$, $0 \leqq \sigma<\sigma_{0}$, and $\lambda \in \dot{B}_{\delta_{0}}$, and depends continuously on $(\varepsilon, \sigma)$ and analytically on $\lambda$ in operator norm sense, respectively. Moreover, $K^{\varepsilon, 0, \lambda}$ is the operator which maps $h$ $\left(\in H^{-1}(I)\right)$ to the constant function $c_{z}$ defined by

$$
\begin{equation*}
c_{z}=-\langle h, 1\rangle /\left\langle\left\{g_{u}^{\varepsilon, 0}\left(L^{\varepsilon, 0}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, 0} \cdot\right)+g_{v}^{\varepsilon, 0}-\lambda\right\} 1,1\right\rangle . \tag{3.4}
\end{equation*}
$$

Proof. First we consider the case where $\sigma$ is positive. Using the similar arguments to obtain (2.28) and (2.29) in $\S 2$, we can see that, for a given $\sigma_{0}\left(<\sigma_{1}^{*}\right)$, there exist positive constants $\varepsilon_{0}$ and $\delta_{0}$ such that

$$
\begin{equation*}
\left|\hat{B}^{\varepsilon, \sigma, \lambda}\left(z^{1}, z^{2}\right)\right| \leqq\left(\frac{1}{\sigma}+c_{2}+|\lambda|\right)\left\|z^{1}\right\|_{H^{1}}\left\|z^{2}\right\|_{H^{1}} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\hat{B}^{\varepsilon, \sigma, \lambda}(z, z)\right| \geqq \hat{c}_{3}\|z\|_{H^{1}}^{2} \tag{3.6}
\end{equation*}
$$

hold for $0 \leqq \varepsilon<\varepsilon_{0}, 0<\sigma<\sigma_{0}$ and $\lambda \in{\stackrel{\circ}{\delta_{0}}}$, where $c_{2}$ and $\hat{c}_{3}$ are positive constants which are independent of $\varepsilon, \sigma$ and $\lambda$. Note that $\varepsilon_{0}$ can be taken uniformly for $\lambda \in{\stackrel{\circ}{\delta_{\delta_{0}}}}$, since $\hat{B}^{\varepsilon, \sigma, \lambda}$ lacks the second term of (2.26). Therefore, it follows from the Lax-Milgram theorem that, for a given $h \in H^{-1}(I)$, there exists a unique $z \in H_{N}^{1}(I)$ such that

$$
\begin{equation*}
\hat{B}^{\varepsilon, \sigma, \lambda}(z, \psi)=\langle h, \psi\rangle \quad \text { for any } \psi \in H_{N}^{1}(I) . \tag{3.7}
\end{equation*}
$$

Thus, the generalized inverse operator $K^{\varepsilon, \sigma, \lambda}$

$$
z=K^{\varepsilon, \sigma, \lambda} h ; \quad H^{-1}(I) \rightarrow H_{N}^{1}(I)
$$

is well defined, and it holds from (3.6) and (3.7) that

$$
\begin{equation*}
\left\|K^{\varepsilon, \sigma, \lambda}\right\| \leqq \hat{c}_{3}^{-1} \quad \text { for } 0 \leqq \varepsilon<\varepsilon_{0}, \quad 0<\sigma<\sigma_{0} \quad \text { and } \quad \lambda \in \dot{B}_{\delta_{0}} \tag{3.8}
\end{equation*}
$$

where $\left\|K^{\varepsilon, \sigma, \lambda}\right\|$ denotes the operator norm of $K^{\varepsilon, \sigma, \lambda}$, i.e., $K^{\varepsilon, \sigma, \lambda}$ is uniformly bounded in this parameter region.

Next, we consider the parametric dependence of $K^{\varepsilon, \sigma, \lambda}$ on $\varepsilon, \sigma$ and $\lambda$. From the definition of $K^{\varepsilon, \sigma, \lambda}$, we have

$$
\hat{B}^{\varepsilon, \sigma, \lambda}\left(K^{\varepsilon, \sigma, \lambda} h, \psi\right)=\langle h, \psi\rangle=\hat{B}^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\left(K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h, \psi\right)
$$

for any $h \in H^{-1}(I)$ and $\psi \in H_{N}^{1}(I)$. Using this, we have the following equality

$$
\begin{align*}
& \hat{B}^{\varepsilon, \sigma, \lambda}\left(K^{\varepsilon, \sigma, \lambda} h, \psi\right)-\hat{B}^{\varepsilon, \sigma, \lambda}\left(K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h, \psi\right) \\
& \quad=\hat{B}^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\left(K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h, \psi\right)-\hat{B}^{\varepsilon, \sigma, \lambda}\left(K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h, \psi\right) \tag{3.9}
\end{align*}
$$

The left-hand side of (3.9) is equal to

$$
\hat{B}^{\varepsilon, \sigma, \lambda}\left(\left\{K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right\} h, \psi\right) .
$$

Let $\psi=\left(K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right) h$, then, using the inequality (3.6), we obtain

$$
\begin{equation*}
\left|\hat{B}^{\varepsilon, \sigma, \lambda}\left(\left\{K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right\} h,\left\{K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right\} h\right)\right| \geqq \hat{c}_{3}\left\|\left(K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right) h\right\|_{H^{\prime}}^{2} . \tag{3.10}
\end{equation*}
$$

On the other hand, the right-hand side of (3.9) is estimated from above for $\psi=$ ( $\left.K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right) h$ as follows:
|the right-hand side of (3.9)|

$$
\begin{aligned}
\leqq & {\left[\left|\frac{1}{\sigma}-\frac{1}{\sigma^{\prime}}\right|\left\|K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h\right\|_{H^{1}}\right.} \\
& \left.+\|\left\{\left(g_{u}^{\varepsilon^{\prime}, \sigma^{\prime}}\left(L^{\varepsilon^{\prime}, \sigma^{\prime}}-\lambda^{\prime}\right)^{\dagger}\left(-f_{v}^{\varepsilon^{\prime}, \sigma^{\prime}} \cdot\right)+g_{v}^{\varepsilon^{\prime}, \sigma^{\prime}}-\lambda^{\prime}\right)-(\text { without })\right\} K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h \|_{L^{2}}\right] \\
& \times\left\|\left(K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right) h\right\|_{H^{1}}
\end{aligned}
$$

Combining (3.10) with (3.11), we obtain the following inequality:

$$
\begin{align*}
& \left\|\left(K^{\varepsilon, \sigma, \lambda}-K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}}\right) h\right\|_{H^{1}} \leqq \hat{c}_{3}^{-1}\left|\frac{1}{\sigma}-\frac{1}{\sigma^{\prime}}\right|\left\|K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h\right\|_{H^{1}}  \tag{3.12}\\
& \quad+\|\left\{\left(g_{u}^{\varepsilon^{\prime}, \sigma^{\prime}}\left(L^{\varepsilon^{\prime}, \sigma^{\prime}}-\lambda^{\prime}\right)^{\dagger}\left(-f_{v}^{\varepsilon^{\prime}, \sigma^{\prime}} \cdot\right)+g_{v}^{\varepsilon^{\prime}, \sigma^{\prime}}-\lambda^{\prime}\right)-(\text { without })\right\} K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h \|_{L^{2}} .
\end{align*}
$$

Note that when $\|h\|_{H^{-1}} \leqq 1$, we have $\left\|K^{\varepsilon^{\prime}, \sigma^{\prime}, \lambda^{\prime}} h\right\|_{H^{1}} \leqq \hat{c}_{3}^{-1}$ from (3.8). Recalling that $\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)$ converges to $\left(-f_{v}^{*, \sigma} \cdot\right) /\left(f_{u}^{*, \sigma}-\lambda\right)$ as $\varepsilon \downarrow 0$ uniformly on a bounded set in $H^{1}(I)$ (see Lemma 2.2), $L^{2}$-continuity of the coefficients with respect to parameters up to $\varepsilon=0$, and the resolvent formula in Remark 2.2, we can see from (3.12) that $K^{\varepsilon, \sigma, \lambda}$ depends continuously on ( $\varepsilon, \sigma$ ), and analytically on $\lambda$ in operator norm sense for $0 \leqq \varepsilon<\varepsilon_{0}, 0<\sigma<\sigma_{0}$ and $\lambda \in B_{\delta_{0}}$, respectively.

Finally, we consider the limiting behavior of $K^{\varepsilon, \sigma, \lambda}$ as $\sigma \downarrow 0$. Although the boundedness of $\hat{\boldsymbol{B}}^{\varepsilon, \sigma, \lambda}$ breaks down in this limit (see (3.5)), we can recover it by dividing the solution space into the average free space and the constant function space as follows,

$$
\begin{equation*}
z=c_{z}+\hat{z} \quad \text { and } \quad h=c_{h}+\hat{h}, \tag{3.13}
\end{equation*}
$$

where $c_{z}=\langle z, 1\rangle, c_{h}=\langle h, 1\rangle$ and $\hat{z}$ and $\hat{h}$ are average free parts of $z$ and $h$, respectively. Let $\hat{H}_{N}^{1}(I)$ denote the average free space, namely,

$$
\hat{H}_{N}^{1}(I)=\left\{\hat{\psi} \in H_{N}^{1}(I) \mid\langle\hat{\psi}, 1\rangle=0\right\} .
$$

Substituting (3.13) into (3.2), and multiplying $\sigma$ on both sides, we obtain for $\psi=$ $\hat{\psi} \in \hat{H}_{N}^{1}(I)$,

$$
\begin{align*}
\left\langle\hat{z}_{x}, \hat{\psi}_{x}\right\rangle & -\sigma\left\langle\left\{g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)+g_{v}^{\varepsilon, \sigma}+\lambda\right\} \hat{z}, \hat{\psi}\right\rangle \\
& =\sigma\left\langle\left\{g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)+g_{v}^{\varepsilon, \sigma}+\lambda\right\} c_{z}+\hat{h}, \hat{\psi}\right\rangle . \tag{3.14}
\end{align*}
$$

Noting that $\left\langle\hat{\psi}_{x}, \hat{\psi}_{x}\right\rangle$ is equivalent to $H^{1}$-norm in $\hat{H}_{N}^{1}$-space, we see that there exist a $\hat{\sigma}(>0)$ such that the left side of (3.14) is a positive bounded bilinear form for $0 \leqq \sigma<\hat{\sigma}$. Thus, we can solve (3.14) with respect to $\hat{z}$ as a function of $c_{z}$ and $\hat{h}$ as $\hat{z}=\hat{z}\left(c_{z}, \hat{h}\right) \in$ $\hat{H}_{N}^{1}(I)$ with the aid of the Lax-Milgram theorem. Furthermore, $\hat{z}$ satisfies

$$
\begin{equation*}
\|\hat{z}\|_{\hat{H}_{N}^{1}} \leqq C \sigma\left(c_{z}+\|\hat{h}\|_{H^{-1}}\right), \tag{3.15}
\end{equation*}
$$

where $C$ is a positive constant independent of $\varepsilon$ and $\sigma$. On the other hand, if we set $\psi=1$ in (3.2), we have

$$
\begin{equation*}
-\left\langle\left\{g_{u}^{\varepsilon, \sigma}\left(L^{\varepsilon, \sigma}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, \sigma} \cdot\right)+g_{v}^{\varepsilon, \sigma}-\lambda\right\}\left(c_{z}+\hat{z}\right), 1\right\rangle=\left\langle c_{h}, 1\right\rangle . \tag{3.16}
\end{equation*}
$$

Substituting $\hat{z}=\hat{z}\left(c_{z}, \hat{h}\right)$ into (3.16), we have an equation for $c_{z}$. Note that the coefficient of $c_{z}$ in the left-hand side of (3.16) is strictly negative by virtue of Lemma 2.2, (A.3) and (A.4b) for $0 \leqq \varepsilon<\varepsilon_{0}, 0 \leqq \sigma<\sigma_{0}$, and $\lambda \in B_{\delta_{0}}$. Here, we take $\varepsilon_{0}$ and $\delta_{0}$ smaller, if
necessary. In view of (3.15), we can see that (3.16) is uniquely solvable with respect to $c_{z}$ for small $\hat{\sigma}$ as

$$
\begin{equation*}
c_{z}=c_{z}^{\varepsilon, \sigma, \lambda}(h) . \tag{3.17}
\end{equation*}
$$

Thus, $z=K^{\varepsilon, \sigma, \lambda} h$ takes the following form

$$
\begin{equation*}
z=c_{z}^{\varepsilon, \sigma, \lambda}(h)+\hat{z}\left(c_{z}^{\varepsilon, \sigma, \lambda}(h), \hat{h}\right) \tag{3.18}
\end{equation*}
$$

for $0 \leqq \varepsilon<\varepsilon_{0}, 0 \leqq \sigma<\hat{\sigma}$ and $\lambda \in B_{\delta_{0}}$.
Integrating the results from (3.15) to (3.18), we can see that

$$
K^{\varepsilon, \sigma, \lambda} \underset{\sigma \downarrow 0}{\longrightarrow} K^{\varepsilon, 0, \lambda} \text { in operator norm }
$$

uniformly for $0 \leqq \varepsilon<\varepsilon_{0}$ and $\lambda \in B_{\delta_{0}}$, where $K^{\varepsilon, 0, \lambda}$ is the operator which maps $h \in H^{-1}(I)$ to the constant function $c_{z}$ defined by

$$
\begin{equation*}
c_{z}=-\langle h, 1\rangle /\left\langle\left\{g_{u}^{\varepsilon, 0}\left(L^{\varepsilon, 0}-\lambda\right)^{\dagger}\left(-f_{v}^{\varepsilon, 0} \cdot\right)+g_{v}^{\varepsilon, 0}-\lambda\right\} \cdot 1,1\right\rangle \tag{3.19}
\end{equation*}
$$

which completes the proof of Lemma 3.1.
Remark 3.1. When $h \in L^{2}(I), K^{\varepsilon, \sigma, \lambda} h$ belongs to $H^{2}(I) \cap H_{N}^{1}(I)$. Moreover, for positive $\varepsilon$, when $h$ is smooth, so is $K^{\varepsilon, \sigma, \lambda} h$.

Now, we will derive a scalar equation for $\lambda$, which is equivalent to (2.56). Applying the operator $K^{\varepsilon, \sigma, \lambda}$ in Lemma 3.1 to (2.56), and dividing both denominator and numerator by $\varepsilon$, we have

$$
\begin{equation*}
z=\frac{\left\langle z,-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right\rangle}{\left(\zeta_{0}^{\varepsilon, \sigma}-\lambda\right) / \varepsilon} K^{\varepsilon, \sigma, \lambda}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right), \tag{3.20}
\end{equation*}
$$

which implies that $z$ is a scalar multiple of $K^{\varepsilon, \sigma, \lambda}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right)$, namely, $z=$ $\alpha K^{\varepsilon, \sigma, \lambda}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right)$ with $\alpha$ being a scalar constant. Substituting this into (3.20), we can see that (3.20) has a nontrivial solution $z$ if and only if $\lambda$ satisfies the following equation,

$$
\begin{equation*}
\left\langle K^{\varepsilon, \sigma, \lambda}\left(\frac{g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}}\right), \frac{-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}}\right\rangle=\frac{\zeta_{0}^{\varepsilon, \sigma}-\lambda}{\varepsilon} . \tag{3.21}
\end{equation*}
$$

It follows from Lemma 2.3 and Lemma 3.1 that the left-hand side of (3.21) is continuous with respect to ( $\varepsilon, \sigma$ ), and analytic with respect to $\lambda$ for $0 \leqq \varepsilon<\varepsilon_{0}, 0 \leqq \sigma<\sigma_{0}$ and $\lambda \in B_{\delta_{0}}$. Therefore, recalling the asymptotic form of $\zeta_{0}^{\varepsilon, \sigma}$ (see (1.28) in Lemma 1.4), $\lambda$ must be $O(\varepsilon)$ in order that (3.21) has a solution $\lambda=\lambda_{c}(\varepsilon, \sigma)$ with $\lambda_{c}(0, \sigma)=0$. Hence, without loss of generality, we can set

$$
\begin{equation*}
\lambda=\varepsilon \tau(\varepsilon, \sigma) \tag{3.22}
\end{equation*}
$$

where $\tau$ is a bounded continuous function for $(\varepsilon, \sigma) \in \bar{\Omega}_{\varepsilon_{0}, \sigma_{0}}$. Substituting (3.22) into (3.21), it is easily seen that (3.21) is equivalent to the following scalar equation for $\tau$ :

$$
\begin{align*}
\mathscr{F}(\varepsilon, \sigma, \tau)= & \tau-\sigma \tilde{\zeta}_{0}(\varepsilon, \sigma)-\hat{\operatorname{Exp}}(\varepsilon, \sigma) \\
& +\left\langle K^{\varepsilon, \sigma, \varepsilon \tau}\left(\frac{g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}}\right), \frac{-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}}{\sqrt{\varepsilon}}\right\rangle=0 . \tag{3.23}
\end{align*}
$$

When $\varepsilon=0$, there exists a unique solution $\tau_{N}^{*, \sigma}$ of $\mathscr{F}(0, \sigma, \tau)=0$ for any $\sigma$ with $0 \leqq \sigma<\sigma_{0}$, namely

$$
\begin{equation*}
\tau_{N}^{*, \sigma}=\sigma \hat{\zeta}_{0}^{*, \sigma}-c_{1}^{*} c_{2}^{*}\left\langle K^{0, \sigma, 0} \delta^{*}, \delta^{*}\right\rangle \tag{3.24}
\end{equation*}
$$

Moreover, in view of (3.23), we can see from the uniform continuity with respect to $\sigma$ that, for any $\kappa_{0}>0$, there exists an $\varepsilon_{\kappa_{0}}>0$ such that, if $(\varepsilon, \sigma, \tau)$ is a solution of (3.23) with $0 \leqq \varepsilon<\varepsilon_{\kappa_{0}}$ and $0 \leqq \sigma<\sigma_{0}$ then $\tau$ must belong to the $\kappa_{0}$-neighbourhood of $\tau_{N}^{*, \sigma}$ in the complex plane. Recalling (SLEP) $)_{\mathrm{a}}$ in § 2, (2.57) and the definition of $K^{\varepsilon, \sigma, \lambda}, \tau_{N}^{*, \sigma}$ defined by (3.24) is just equal to $\tau_{N}^{* \sigma}$ given in Theorem 2.1. On the other hand, since $\mathscr{F}\left(0, \sigma, \tau_{N}^{*, \sigma}\right)=0$ and $(\partial \mathscr{F} / \partial \tau)\left(0, \sigma, \tau_{N}^{*, \sigma}\right)=1$, we can apply the implicit function theorem to (3.23) and obtain a unique solution $\tau=\tau_{c}(\varepsilon, \sigma)$ with $\tau_{c}(0, \sigma)=\tau_{N}^{*, \sigma}$ in the appropriate region $0 \leqq \varepsilon<\varepsilon^{*}, 0 \leqq \sigma<\sigma_{0}$ and $\left|\tau-\tau_{N}^{*, \sigma}\right|<\kappa^{*}$, where $\varepsilon^{*}$ and $\kappa^{*}$ do not depend on $\sigma$. If we take $\kappa_{0}$ to be smaller than $\kappa^{*}$ and $\varepsilon_{0}$ to be $\min \left\{\varepsilon_{\kappa_{0}}, \varepsilon^{*}\right\}$, we can see from the above arguments that $\tau=\tau_{c}(\varepsilon, \sigma)$ is a unique solution of (3.23) for $0 \leqq \varepsilon<\varepsilon_{0}$ and $0 \leqq \sigma<\sigma_{0}$, which implies that

$$
\begin{equation*}
\lambda=\lambda_{c}(\varepsilon, \sigma) \stackrel{\text { def }}{\equiv} \varepsilon \tau_{c}(\varepsilon, \sigma) \tag{3.25}
\end{equation*}
$$

is a unique solution of (3.21) for $0 \leqq \varepsilon<\varepsilon_{0}, 0 \leqq \sigma<\sigma_{0}$ and $\lambda \in B_{\delta}$, where $0<\delta \leqq \varepsilon_{0} \kappa_{0}$. Noting that $\mathscr{F}$ is a real operator, it is clear from the uniqueness that $\tau_{c}(\varepsilon, \sigma)$ is real.

Finally, we show the simplicity of the critical eigenvalue (3.25). Apparently, the geometric multiplicity of $\lambda_{c}(\varepsilon, \sigma)$ is equal to one, since the $z$-component of the eigenvector ${ }^{t}\left(w_{c}, z_{c}\right)$ is uniquely determined by $z_{c}=K^{\varepsilon, \sigma, \tau_{c}(\varepsilon, \sigma)}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right)$ up to a constant multiple, and so is the $w$-component through $w_{c}=\left(L^{\varepsilon, \sigma}-\lambda_{c}(\varepsilon, \sigma)\right)^{-1}\left(-f_{v}^{\varepsilon, \sigma} z_{c}\right)$.

In order to show that the algebraic multiplicity is also equal to one, we introduce the adjoint operator of $\mathscr{L}^{\varepsilon, \sigma}$ (see (LP)) defined by

$$
\left(\mathscr{L}^{\varepsilon, \sigma}\right)^{*}\binom{w^{*}}{z^{*}}=\left[\begin{array}{cc}
\varepsilon^{2} \frac{d^{2}}{d x^{2}}+f_{u}^{\varepsilon, \sigma} & g_{u}^{\varepsilon, \sigma}  \tag{3.26}\\
f_{v}^{\varepsilon, \sigma} & \frac{1}{\sigma} \frac{d^{2}}{d x^{2}}+g_{v}^{\varepsilon, \sigma}
\end{array}\right]\binom{w^{*}}{z^{*}}=\lambda^{*}\binom{w^{*}}{z^{*}},
$$

with $\mathscr{D}\left(\left(\mathscr{L}^{\varepsilon, \sigma}\right)^{*}\right)=\left(H^{2}(I) \cap H_{N}^{1}(I)\right)^{2}\left(\subset\left(L^{2}(I)\right)^{2}\right)$ into $\left(L^{2}(I)\right)^{2}$. It is not difficult to verify that $\left(\mathscr{L}^{\varepsilon, \sigma}\right)^{*}$ has the same isolated eigenvalue $\lambda^{*}=\lambda_{c}(\varepsilon, \sigma)$ with geometric multiplicity being equal to one. The associated eigenfunction is given by ${ }^{t}\left(w_{c}^{*}, z_{c}^{*}\right)=$ ${ }^{t}\left(\left(L^{\varepsilon, \sigma}-\lambda_{c}(\varepsilon, \sigma)\right)^{-1}\left\{-g_{u}^{\varepsilon, \sigma}\left(K^{\varepsilon, \sigma, \lambda_{c}}\right)^{*}\left(f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right)\right\},\left(K^{\varepsilon, \sigma, \lambda_{c}}\right)^{*}\left(f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right)\right)$, where $\left(K^{\varepsilon, \sigma, \lambda_{c}}\right)^{*}$ is the generalized inverse from $H^{-1}(I)$ to $H_{N}^{1}(I)$ analogously defined as $K^{\varepsilon, \sigma, \lambda}$. From the closed range theorem, we have $\left(\mathcal{N}\left(\mathscr{L}^{\varepsilon, \sigma}-\lambda_{c}\right)^{*}\right)^{\perp}=\mathscr{R}\left(\mathscr{L}^{\varepsilon, \sigma}-\lambda_{c}\right)$, where $\mathcal{N}$ and $\mathscr{R}$ denotes the nullspace and range, respectively. Therefore, in order to show the simplicity of $\lambda_{c}(\varepsilon, \sigma)$, it suffices to prove

$$
\begin{equation*}
\left\langle\left\langle\binom{ w_{c}}{z_{c}},\binom{w_{c}^{*}}{z_{c}^{*}}\right\rangle\right\rangle \neq 0, \tag{3.27}
\end{equation*}
$$

where $<\cdot \cdot \cdot \gg$ denotes the inner product in $\left(L^{2}(I)\right)^{2}$-space. Let us compute the left-hand side of (3.27). Using the eigenfunction expansion of $L^{\varepsilon, \sigma}$, we rewrite $w_{c}$ as

$$
\begin{align*}
w_{c} & =\left(L^{\varepsilon, \sigma}-\lambda_{c}\right)^{-1}\left\{-f_{v}^{\varepsilon, \sigma} K^{\varepsilon, \sigma, \lambda_{c}}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right)\right\} \\
& =\frac{\left\langle-f_{v}^{\varepsilon, \sigma} K^{\varepsilon, \sigma, \lambda_{c}}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right), \phi_{0}^{\varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda_{c}} \phi_{0}^{\varepsilon, \sigma}+\left(L^{\varepsilon, \sigma}-\lambda_{c}\right)^{\dagger}\{\cdot\}  \tag{3.28}\\
& =\frac{\left\langle K^{\varepsilon, \sigma, \lambda_{c}}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right),-f_{v}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma} / \sqrt{\varepsilon}\right\rangle}{\sigma \hat{\zeta}_{0}(\varepsilon, \sigma)-\tau_{c}} \phi_{0}^{\varepsilon, \sigma}+\left(L^{\varepsilon, \sigma}-\lambda_{c}\right) \dagger\{\cdot\} .
\end{align*}
$$

Since $\left\|g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right\|_{H^{-1}}=O(\sqrt{\varepsilon})$ from Corollary 1.3, it follows from Lemma 3.1 that $\left\|K^{\varepsilon, \sigma, \lambda_{c}}\left(g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right)\right\|_{H^{1}}=O(\sqrt{\varepsilon})$, which shows that the second term of (3.28) is of $O(\sqrt{\varepsilon})$ due to the $L^{2}$-uniform boundedness of $\left(L^{\varepsilon, \sigma}-\lambda_{c}\right)^{\dagger}$ (see (2.7)). On the other hand, the first term of (3.28) is just equal to $\phi_{0}^{\varepsilon, \sigma}$, since $\lambda_{c}=\varepsilon \tau_{c}$ is a solution of (3.21). Therefore,
the principal part of $w_{c}$ for small $\varepsilon$ is given by $\phi_{0}^{\varepsilon, \sigma}$, namely,

$$
\begin{equation*}
w_{c}=\phi_{0}^{\varepsilon, \sigma}+O(\sqrt{\varepsilon}) \quad \text { as } \varepsilon \downarrow 0 \text { in } L^{2} \text {-sense. } \tag{3.29}
\end{equation*}
$$

Note that the above computation also shows that

$$
\begin{equation*}
z_{c}=O(\sqrt{\varepsilon}) \quad \text { as } \varepsilon \downarrow 0 \text { in } L^{2} \text {-sense. } \tag{3.30}
\end{equation*}
$$

Similarly, we have the analogous result for the adjoint eigenfunction;

$$
\begin{align*}
& w_{c}^{*}=\phi_{0}^{\varepsilon, \sigma}+O(\sqrt{\varepsilon}) \\
& z_{c}^{*}=O(\sqrt{\varepsilon})
\end{align*} \quad \text { as } \varepsilon \downarrow 0 \text { in } L^{2} \text {-sense. }
$$

Thus, using (3.29)-(3.31), we can see that the inner product (3.27) becomes

$$
\left\langle\left\langle\binom{ w_{c}}{z_{c}},\binom{w_{c}^{*}}{z_{c}^{*}}\right\rangle\right\rangle=1+O(\varepsilon) \quad \text { for small } \varepsilon,
$$

which concludes the simplicity of $\lambda_{c}(\varepsilon, \sigma)$ for small $\varepsilon$ and finishes the proof of Theorem 3.1.
4. Concluding remarks - instability theorems. As mentioned in the Introduction, concerning the stability of SPS, and in particular that of mode 1 patterns, it has been widely believed that they are stable so long as they can be constructed. Also, "numerical evidences leave little doubt that the pattern is quite robust" (according to Conway [3]).

So far, our study has been concentrated on the stability of SPS of mode 1 , from the viewpoint that "under what conditions SPS1 are stable solutions?" Our Main Theorem says that the above belief is partially correct, that we needed (A.5) as the stability condition of SPS1, together with the existence conditions (A.1)-(A.4).

We have an important remark here. If the direction of the inequality in (A.5) is reversed, then an instability theorem follows for SPS of mode 1.

Another possibility of instability is that the sign of $d J / d v$ at $v^{*}$ is reversed in (A.2). Of course, this means a violation of our 〈Existence Conditions〉. However, it is not difficult to see that (i) SPS can still be constructed under such a reversed condition on $d J / d v$ at least for small $\sigma$, and that (ii) there can exist a nonlinearity satisfying the reversed condition on $d J / d v$, without destroying the other existence conditions. In fact, we can construct a function $f(u, v)$ by an appropriate deformation around the central branch $h_{0}(v)$ so that $J(v)$ has three zeros at $v=\underline{v}^{*}, v^{*}$, and $\bar{v}^{*}$ as in Fig. 11, and $d J / d v>(<) 0$ at $v=v^{*}\left(\underline{v}^{*}\right.$ and $\left.\bar{v}^{*}\right)$, respectively. We remark that the mathematical structures of these two instabilities are not the same, namely, the noncritical instability for the first case and the critical case for the second case. More precisely, the instability occurs in two different ways as follows. Hereafter, let us fix $\sigma$ to be an appropriate positive constant.
(1) Instability of noncritical type. We shall show that there exists a real positive eigenvalue of (LP) for small $\varepsilon$, if $g_{v}$ satisfies the following:

$$
\begin{align*}
& \min _{(u, v) \in R_{+} \cup R_{-}-}\left\{f_{u}+g_{v}\right\}>0, \\
& \min _{(u, v) \in R_{+} \cup R_{-}}\left\{\left(f_{u}+g_{v}\right)^{2}-4\left(f_{u} g_{v}-f_{v} g_{u}\right)\right\}>0,  \tag{4.1}\\
& \min _{x \in I} \bar{\lambda}(x)>\max _{x \in I} \underline{\lambda}(x),
\end{align*}
$$

where $\bar{\lambda}(x)$ and $\underline{\lambda}(x)(\underline{\lambda}(x)<\bar{\lambda}(x))$ are two real positive solutions of

$$
\lambda^{2}-\left\{f_{u}^{*, \sigma}(x)+g_{v}^{*, \sigma}(x)\right\} \lambda+\operatorname{det}^{*, \sigma}(x)=0 .
$$

Recall that $f_{u}^{*, \sigma}(x)=f_{u}\left(U^{*, \sigma}(x), V^{*, \sigma}(x)\right)$ and so on.


Fig. 11. An example of the nonlinearity satisfying $(d J / d v)>0$ at $v=v^{*}$.

First, let us consider the following minimization problem for real $\lambda$ associated with (2.33):

$$
\begin{equation*}
m(\sigma, \lambda) \stackrel{\text { def }}{=} \min _{z \in H^{2}(I) \cap H_{N}^{1}(I),\|z\|_{L^{2}=1}} B^{*, \sigma, \lambda} \tag{4.2}
\end{equation*}
$$

Suppose $m(\sigma, \lambda)$ is equal to zero and attained by $(z, \lambda)=\left(z^{*}, \lambda^{*}\right)$, then $\left(z^{*}, \lambda^{*}\right)$ is a solution of the eigenvalue problem

$$
\begin{equation*}
\frac{1}{\sigma} z_{x x}-\frac{\operatorname{det}^{*, \sigma}-g_{v}^{*, \sigma}}{\lambda-f_{u}^{*, \sigma}} z=\lambda z . \tag{4.3}
\end{equation*}
$$

Under the conditions (4.1), we can find a $\lambda_{1}>0$ such that

$$
\frac{\lambda_{1}^{2}-\left(f_{u}^{*, \sigma}+g_{v}^{*, \sigma}\right) \lambda_{1}+\operatorname{det}^{*, \sigma}}{\lambda_{1}-f_{u}^{*, \sigma}}<0 \quad \text { for any } x \in I,
$$

while, for large $\lambda_{2}>0$, we have

$$
\frac{\lambda_{2}^{2}-\left(f_{u}^{*, \sigma}+g_{v}^{*, \sigma}\right) \lambda_{2}+\operatorname{det}^{* \sigma}}{\lambda_{2}-f_{u}^{*, \sigma}}>0 \quad \text { for any } x \in I .
$$

Let $z=1$ in (4.2), we see that $m\left(\sigma, \lambda_{1}\right)<0$. On the other hand, it is clear that $m\left(\sigma, \lambda_{2}\right)>0$. Therefore, by using a continuity argument, it is easily seen that there exists a $\lambda_{0}^{*}$ such that $m\left(\sigma, \lambda_{0}^{*}\right)=0$ with $0<\lambda_{1}<\lambda_{0}^{*}<\lambda_{2}$. This implies the existence of the real positive eigenvalue of (4.3). Applying a regular perturbation technique to (2.5) with the aid of $K^{\varepsilon, \sigma, \lambda}$ in Lemma 3.1, it is not difficult to obtain a real positive eigenvalue $\lambda=\lambda^{*}(\varepsilon, \sigma)$ with $\lambda^{*}(0, \sigma)=\lambda_{0}^{*}$ of (LP) for $\varepsilon>0$. We leave the details to the reader.
(2) Instability of critical type. If $d J / d v\left(v^{*}\right)$ changes its sign from negative to positive, two important quantities also change signs. The first one is $\hat{\zeta}_{0}^{*, \sigma}$ (see (1.30)), which changes sign from positive to negative. The second one is the coefficient $c_{1}^{*}$ of $\delta^{*}$ in Lemma 2.3, which becomes positive when $d J / d v\left(v^{*}\right)>0$. In view of SLEP in $\S 2$, we see that SLEP is invariant under the transformation from ( $c_{1}^{*}, \hat{\zeta}_{0}^{*, \sigma}, \tau^{*, \sigma}$ ) to
$\left(-c_{1}^{*},-\hat{\zeta}_{0}^{*, \sigma},-\tau^{*, \sigma}\right)$. Therefore, $\tau^{*, \sigma}$ takes a positive value when $d J / d v\left(v^{*}\right)>0$, which implies the existence of the unstable real critical eigenvalue which tends to zero from the positive side with $O(\varepsilon)$.

Thus, we have shown the following proposition.
Proposition 4.1. If the sign of $\left.g_{v}\right|_{R_{+} \cup R_{-}}$(Stability Assumption (A.5)) or $d J / d v\left(v^{*}\right)$ ((A.2)) is reversed, SPS1 $U^{\varepsilon, \sigma}$ becomes unstable in the following sense.
(i) If $g_{v}>0$ on $R_{+} \cup R_{-}$and satisfies (4.1), then there exists a real eigenvalue $\lambda^{*}(\varepsilon, \sigma)$, which is strictly positive for small $\varepsilon$.
(ii) If $d J / d v\left(v^{*}\right)>0$, the unique critical eigenvalue $\lambda_{c}(\varepsilon, \sigma)$, which is real and simple, approaches to zero from the positive side with $O(\varepsilon)$ as $\varepsilon \downarrow 0$, namely, $\lambda_{c}(\varepsilon, \sigma) \simeq$ $\tau^{*, \sigma} \varepsilon\left(\tau^{*, \sigma}>0\right)$.

Remark 4.1. For the limiting case $\sigma=0$, the proof for the instability of critical type is also valid. While, for noncritical type, the same instability as in Proposition 4.1 occurs under weaker conditions than (4.1), namely,

$$
\begin{aligned}
& \int_{I}\left(f_{u}^{*, 0}+g_{v}^{*, 0}\right) d x>0 \\
& \left\{\int_{I}\left(f_{u}^{*, 0}+g_{v}^{*, 0}\right) d x\right\}^{2}-4 \int_{I} \operatorname{det}^{*, 0} d x>0
\end{aligned}
$$

This can be proved by making use of (2.44) in an analogous way.
Appendix 1. We show the outline of the construction of SPS1 and its parametric dependency in Theorem 1.1. The method here is essentially a modified version of Mimura, Tabata and Hosono [15]. However, this improves the original version at the three points:
(i) The $\sigma$-family of SPS1 is uniformly constructed with respect to $\sigma$ up to $\sigma=0$. (Note that the method in [15] breaks down as $\sigma$ tends to 0 .)
(ii) Although the smallness of $\sigma$ is assumed in [15], our method enables us to construct SPS1 for any $\sigma \in\left[0, \sigma_{i}^{*}\right)$, thanks to the device by Ito [11].
(iii) Construction of SPS1 solutions proceeds in the function space $X_{\varepsilon}:=C_{\varepsilon}^{2} \times C^{2}$, as compared with $X_{\varepsilon}:=C_{\varepsilon}^{2} \times H^{2}$ in [15]. This is due to Hosono and Mimura [10].
A.1. Reduced problem. We begin with the $C^{1}$-matching solution of (RSP). For a given $x_{1} \in(0,1)$, we consider the following problem in each of the subintervals $I_{-x_{1}}=$ $\left(0, x_{1}\right)$ and $I_{+x_{1}}=\left(x_{1}, 1\right)$ :

$$
\begin{align*}
& \frac{1}{\sigma}\left(V_{ \pm}\right)_{x x}+G_{ \pm}\left(V_{ \pm}\right)=0, \quad x \in I_{ \pm x_{1}}, \\
& \left(V_{-}\right)_{x}(0)=0=\left(V_{+}\right)_{x}(1),  \tag{1}\\
& V_{-}\left(x_{1}\right)=v^{*}=V_{+}\left(x_{1}\right),
\end{align*}
$$

where $G_{ \pm}(v)=g\left(h_{ \pm}(v), v\right)$ for $v \in I_{ \pm}$. It is a useful trick for the uniform construction up to $\sigma=0$ to put

$$
\begin{equation*}
V_{ \pm}=v^{*}+\sigma W_{ \pm} . \tag{2}
\end{equation*}
$$

Substituting (2) into (1), we have

$$
\begin{align*}
& \left(W_{ \pm}\right)_{x x}+G_{ \pm}\left(v^{*}+\sigma W_{ \pm}\right)=0, \quad x \in I_{ \pm x_{1}}, \\
& \left(W_{-}\right)_{x}(0)=0=\left(W_{+}\right)_{x}(1),  \tag{3}\\
& W_{-}\left(x_{1}\right)=0=W_{+}\left(x_{1}\right) .
\end{align*}
$$

The problem is to find an $x_{1}$ so that $W_{+}$and $W_{-}$are matched in $C^{1}$-sense at $x=x_{1}$. Here we only consider the monotone increasing solution of (3). Using similar arguments as in [15] and [6], we can prove the following two lemmas.

Lemma A.1. Under (A.0), (A.1) and (A.4), there exists a uniquely determined positive constant $\sigma_{1}^{*}$ and a unique $C^{1}$-function $x_{1}^{*}(\sigma)$ of $\sigma \in\left[0, \sigma_{1}^{*}\right]$ such that the function $W^{*}(x ; \sigma)$ defined by

$$
W^{*}(x ; \sigma)= \begin{cases}W_{-}^{*}(x ; \sigma), & x \in \bar{I}_{-}^{*, \sigma}=\left[0, x_{1}^{*}(\sigma)\right], \\ W_{+}^{*}(x ; \sigma), & x \in \bar{I}_{+}^{*, \sigma}=\left[x_{1}^{*}(\sigma), 1\right],\end{cases}
$$

belongs to $C^{1}(\bar{I})$ and depends continuously on $\sigma$ in $C^{1}(\bar{I})$-topology for $\sigma \in\left[0, \sigma_{1}^{*}\right]$ (see Fig. A.1), where $W_{ \pm}^{*}(x ; \sigma)$ is the solution of (3) for $x \in \bar{I}_{ \pm}^{*, \sigma}$, respectively. Moreover, as $\sigma \downarrow 0, x_{1}^{*}(0)=\lim _{\sigma \downarrow 0} x_{1}^{*}(\sigma)$ is given by

$$
\begin{equation*}
x_{1}^{*}(0)=\frac{G_{+}\left(v^{*}\right)}{G_{+}\left(v^{*}\right)-G_{-}\left(v^{*}\right)} . \tag{4}
\end{equation*}
$$

The constant $\sigma_{1}^{*}$ and the function $x_{1}^{*}(\sigma)$ are the same as appeared in Propositions 1.1 and 1.2.

Remark A.1. When $\sigma=0, W_{ \pm}^{*}(x ; 0)$ are quadratic functions of $x$ in $I_{ \pm}^{*, 0}$.
For later use, we also construct reduced solutions which have perturbed matching points and values in $C^{0}$-sense.

Lemma A.2. For any $\sigma_{0} \in\left[0, \sigma_{1}^{*}\right)$, and small positive constants $\delta_{0}$ and $\omega_{0}$, let $W_{-}=W_{-}\left(x ; x_{1}, v, \sigma\right)=W_{-}(x ; \delta, \omega, \sigma)$ be the solution of

$$
\begin{aligned}
& \left(W_{-}\right)_{x x}+G_{-}\left(v+\sigma W_{-}\right)=0, \quad 0<x<x_{1}, \\
& \left(W_{-}\right)_{x}(0)=0 \\
& W_{-}\left(x_{1}^{*}(\sigma)+\delta\right)=0
\end{aligned}
$$

for $(\delta, \omega, \sigma) \in \Gamma_{0}$, where $x_{1}=x_{1}^{*}(\sigma)+\delta$ and $v=v^{*}+\omega$, and $\Gamma_{0}=\left\{(\delta, \omega, \sigma) \in \mathbb{R}^{3}| | \delta \mid<\delta_{0}\right.$, $\left.|\omega|<\omega_{0}, \sigma \in\left[0, \sigma_{0}\right)\right\}$. Similarly, we can define $W_{+}(x ; \delta, \omega, \sigma)$. See Fig. A.1. Then, we have
(i) $W_{ \pm}(x ; \delta, \sigma)$ depends continuously on $(\delta, \omega, \sigma)$ in $C^{k}$-topology $(k \geqq 2)$.
(ii) $\left\|W_{-}(x ; \delta, \omega, \sigma)-W^{*}(x ; \sigma)\right\|_{C^{1}\left(\left[0, x_{( }^{*}(\sigma)+\delta\right]\right)} \rightarrow 0$

$$
\left\|W_{+}(x ; \delta, \omega, \sigma)-W^{*}(x ; \sigma)\right\|_{C^{1}\left(\left[x_{1}^{*}(\sigma)+\delta, 1\right]\right)} \rightarrow 0 \quad \text { as } \delta, \omega \rightarrow 0,
$$

uniformly for $\sigma \in\left[0, \sigma_{0}\right)$.


Fig. A.1. Reduced solution which depends on parameters $\delta$ and $\omega$.
(iii) $\pm \frac{d}{d \delta}\left(\left.\frac{\partial}{\partial x} W_{ \pm}(\cdot ; \delta, \omega, \sigma)\right|_{x=x_{1}^{*}(\sigma)+\delta}\right)<0 \quad$ for $(\delta, \omega, \sigma) \in \Gamma_{0}$.
A.2. Approximate solutions in subintervals. We shall construct the solutions ( $u_{ \pm}, v_{ \pm}$) of the following two problems:

$$
\begin{align*}
& \varepsilon^{2}\left(u_{-}\right)_{x x}+f\left(u_{-}, v_{-}\right)=0, \\
& \frac{1}{\sigma}\left(v_{-}\right)_{x x}+g\left(u_{-}, v_{-}\right)=0, \tag{5a}
\end{align*}
$$

with the boundary conditions

$$
\begin{array}{ll}
\left(u_{-}\right)_{x}(0)=0, & u_{-}\left(x_{1}\right)=h_{0}\left(v^{*}\right)  \tag{5b}\\
\left(v_{-}\right)_{x}(0)=0, & v_{-}\left(x_{1}\right)=v^{*}+\omega
\end{array}
$$

and

$$
\begin{align*}
& \varepsilon^{2}\left(u_{+}\right)_{x x}+f\left(u_{+}, v_{+}\right)=0,  \tag{6a}\\
& \frac{1}{\sigma}\left(v_{+}\right)_{x x}+g\left(u_{+}, v_{+}\right)=0,
\end{align*}
$$

with the boundary conditions

$$
\begin{array}{ll}
\left(u_{+}\right)_{x}(1)=0, & u_{+}\left(x_{1}\right)=h_{0}\left(v^{*}\right), \\
\left(v_{+}\right)_{x}(1)=0, & v_{+}\left(x_{1}\right)=v^{*}+\omega . \tag{6b}
\end{array}
$$

Using the solution $W_{ \pm}$in Lemma A.2, we define $\hat{V}_{ \pm}$by

$$
\begin{equation*}
\hat{V}_{ \pm}(x ; \delta, \omega, \sigma)=v^{*}+\omega+\sigma W_{ \pm}(x ; \delta, \omega, \sigma) . \tag{7}
\end{equation*}
$$

The 0th approximate solution ( $U_{+}, V_{+}$) for (6) is defined as follows ( $\left(U_{-}, V_{-}\right)$is analogously defined):

$$
\begin{align*}
& U_{+}(x ; \delta, \omega, \varepsilon, \sigma)=h_{+}\left(\hat{V}_{+}(x ; \delta, \omega, \sigma)\right)+z_{+}(x ; \delta, \omega, \varepsilon, \sigma),  \tag{8a}\\
& V_{+}(x ; \delta, \omega, \varepsilon, \sigma)=\hat{V}_{+}(x ; \delta, \omega, \sigma)+\varepsilon^{2} \sigma Y_{+}(y) \tag{8b}
\end{align*}
$$

where $y$ is a stretched variable, namely $y=\left(x-x_{1}\right) / \varepsilon$. Here, $Y_{+}$is defined by

$$
\begin{aligned}
& Y_{+}(y)=\tilde{Y}(y)-\tilde{Y}(0) \zeta(x), \\
& \tilde{Y}(y)=-\int_{y}^{+\infty} \int_{\eta}^{+\infty}\left\{g\left(h_{+}\left(\hat{V}_{+}\left(\eta^{\prime}, \delta, \omega, \sigma\right)\right)+\tilde{z}_{+}\left(\eta^{\prime}, \delta, \omega, \varepsilon\right), v\right)\right. \\
& \\
& \left.-g\left(h_{+}\left(\tilde{\hat{V}}_{+}\left(\eta^{\prime}, \delta, \omega, \sigma\right)\right), v\right)\right\} d \eta^{\prime} d \eta
\end{aligned}
$$

where $\zeta(x)$ is a $C^{\infty}$-cutoff function defined by

$$
\zeta(x)= \begin{cases}1 & \text { for } x \in\left[0, \frac{1}{4}\right], \\ 0 & \text { for } x \in\left[\frac{1}{2}, 1\right] .\end{cases}
$$

Remark A.2. $Y_{+}(y)$ is uniformly bounded in $C^{2}$-sense for $(\varepsilon, \sigma) \in \Omega_{\varepsilon_{0}, \sigma_{0}}$, and $z_{+}$ is defined by

$$
z_{+}(x ; \delta, \omega, \varepsilon, \sigma)=z_{+}\left(x ; x_{1}, v, \varepsilon\right)=\left\{\tilde{z}_{+}^{*}\left(\frac{x-x_{1}}{\varepsilon} ; v\right)-h_{+}(v)\right\} \cdot \zeta\left(\frac{x-x_{1}}{1-x_{1}}\right),
$$

where $\tilde{z}_{+}^{*}(y ; v)$ is the layer correction term defined by the solution of

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} \tilde{z}+f(\tilde{z}, v)=0, \quad \tilde{z}(0)=h_{0}\left(v^{*}\right), \quad \tilde{z}(+\infty)=h_{+}(v) \tag{9}
\end{equation*}
$$

The layer correction term $\tilde{z}_{+}^{*}$ satisfies the following.
Lemma A. 3 (Fife [4]). The solution $\tilde{z}=\tilde{z}_{+}^{*}(y ; v)$ of (9) exists uniquely and satisfies the following properties:
(i) $\tilde{z}_{+}^{*}(y ; v)$ is monotone increasing and

$$
\left|\left\{\left(\frac{d}{d \xi}\right)^{j}\left(\tilde{z}_{+}^{*}(y ; v)-h_{+}(v)\right)\right\}\right| \leqq C \exp (-\kappa y) \quad(j=0,1,2),
$$

where the positive constants $C$ and $\kappa$ are independent of $\omega$ for $|\omega|<\omega_{0}$ (recall that $\left.v=v^{*}+\omega\right)$.

$$
\begin{equation*}
\frac{1}{2}\left\{\frac{d z_{+}^{*}}{d y}(0 ; v)\right\}^{2}=\int_{h_{0}\left(v^{*}\right)}^{h_{+}(v)} f(s, v) d s . \tag{ii}
\end{equation*}
$$

We seek the desired solution of (6) in the following form:

$$
\begin{align*}
& u_{+}=U_{+}+r_{+}+\sigma \frac{d}{d v} h_{+}\left(\hat{V}_{+}(x ; \delta, \omega, \sigma)\right) \cdot s_{+},  \tag{10a}\\
& v_{+}=V_{+}+\sigma s_{+}=v+\sigma\left(W_{+}+\varepsilon^{2} Y_{+}+s_{+}\right), \tag{10b}
\end{align*}
$$

where ( $U_{+}, V_{+}$) is defined by (8), and ( $r_{+}, s_{+}$) is the unknown vector to be determined so that ( $u_{+}, v_{+}$) becomes a true solution of (SP) in ( $x_{1}, 1$ ). Let us introduce several notations; $t=\left(r_{+}, s_{+}\right), \Delta=(\delta, \omega, \sigma), X_{\varepsilon}=C_{\varepsilon 0}^{2} \times C_{0}^{2}$, and $Y=C^{0} \times C^{0}$. We define the operator $T$ from $X_{\varepsilon}$ to $Y$ by

$$
\begin{equation*}
T(t, \varepsilon ; \Delta)=\binom{\varepsilon^{2} \frac{d^{2}}{d x^{2}} u_{+}+f\left(u_{+}, v_{+}\right)}{\frac{1}{\sigma} \frac{d^{2}}{d x^{2}} v_{+}+g\left(u_{+}, v_{+}\right)} . \tag{11}
\end{equation*}
$$

$T$ is a continuously differentiable mapping of $t$ for $(\varepsilon, \Delta) \in\left(0, \varepsilon_{0}\right) \times \Gamma_{0}$. Analogously as in Lemma 4.3 of [15], we can obtain the following lemma.

Lemma A.4. There exist positive constants $\varepsilon_{0}, \delta_{0}$ and $\omega_{0}$ such that the following estimates hold for $(\varepsilon, \Delta) \in\left(0, \varepsilon_{0}\right) \times \Gamma_{0}$;
(i) $\|T(0, \varepsilon ; \Delta)\|_{Y} \leqq K_{0} \varepsilon$,
(ii) $\left\|T_{t}^{-1}(0, \varepsilon ; \Delta)\right\|_{\left(Y, X_{\varepsilon}\right)} \leqq K_{1}<+\infty$,
(iii) $\left\|T_{t}\left(t_{1}, \varepsilon ; \Delta\right)-T_{t}\left(t_{2}, \varepsilon ; \Delta\right)\right\|_{\left(X_{\varepsilon}, Y\right)} \leqq K_{2}\left\|t_{1}-t_{2}\right\|_{X_{\varepsilon}}$,
where $K_{i}(i=1,2)$ are positive constants independent of $(\varepsilon, \Delta)$.
Applying the generalized implicit function arguments (see [15] and [4]), we can find solutions of $T=0$, namely, true solutions of (6) in the right-half interval $\left(x_{1}, 1\right)$.

Theorem A.1. There exist solutions $t=t(\varepsilon ; \Delta)=\left(r_{+}(\varepsilon ; \Delta), s_{+}(\varepsilon ; \Delta)\right)$ of $T=0$ for $(\varepsilon ; \Delta) \in\left(0, \varepsilon_{0}\right) \times \Gamma_{0}$ such that $t(\varepsilon ; \Delta)$ depends continuously on $(\varepsilon ; \Delta)$ in $X_{\varepsilon}$-topology, and when $\varepsilon \downarrow 0$, it goes to zero with the asymptotic order as

$$
\left\|r_{+}\right\|_{C_{00}^{2}}+\left\|s_{+}\right\|_{C_{0}^{2}} \leqq C \varepsilon
$$

where $C>0$ is independent of $(\varepsilon, \Delta) \in\left(0, \varepsilon_{0}\right) \times \Gamma_{0}$. Moreover, if we denote the solution of (6) by $\left(u_{+}(x ; \delta, \omega, \varepsilon, \sigma), v_{+}(x ; \delta, \omega, \varepsilon, \sigma)\right)$, then it satisfies

$$
\begin{align*}
& \lim _{\varepsilon \downarrow 0}\left(\left.\varepsilon \frac{d}{d x} u_{+}(x ; \delta, \omega, \varepsilon, \sigma)\right|_{x=x_{1}^{*}(\sigma)+\delta}\right)^{2}=\int_{h_{0}\left(v^{*}\right)}^{h_{+}(v)} f(s, v) d s \quad\left(v=v^{*}+\omega\right),  \tag{12}\\
& \lim _{\varepsilon \downarrow 0}\left(\left.\frac{1}{\sigma} \frac{d}{d x} v_{+}(x ; \delta, \omega, \varepsilon, \sigma)\right|_{x=x_{1}^{*}(\sigma)+\delta}\right)=\left.\frac{d}{d x} W_{+}(x ; \delta, \omega, \sigma)\right|_{x=x_{\mathrm{I}}^{*}(\sigma)+\delta} .
\end{align*}
$$

In a similar fashion, we can construct the solution $\left(u_{-}(x ; \delta, \omega, \varepsilon, \sigma)\right.$, $v_{-}(x ; \delta, \omega, \varepsilon, \sigma)$ ) of (5).
A.3. Matching problem and the asymptotic behavior of $\delta(\varepsilon, \sigma)$ and $\omega(\varepsilon, \sigma)$. In order to obtain a solution of (SP) on the whole interval, we have to solve the $C^{1}$-matching problem at $x=x_{1}^{*}(\sigma)+\delta$. Let us introduce the matching functions $(\Phi, \Psi)$ :

$$
\begin{align*}
& \Phi(\delta, \omega, \varepsilon, \sigma)=\left(\varepsilon \frac{d}{d x} u_{+}\left(x_{1}^{*}(\sigma)+\delta, \delta, \omega, \varepsilon, \sigma\right)\right)^{2}-\left(\varepsilon \frac{d}{d x} u_{-}(\text {the same value })\right)^{2}  \tag{13a}\\
& \Psi(\delta, \omega, \varepsilon, \sigma)=\frac{1}{\sigma}\left\{\frac{d}{d x} v_{+}\left(x_{1}^{*}(\sigma)+\delta, \delta, \omega, \varepsilon, \sigma\right)-\frac{d}{d x} v_{-}(\text {the same value })\right\}
\end{align*}
$$

Note that the factor $1 / \sigma$ is important to construct the solution up to $\sigma=0$. Analogously as in [15], $\Phi$ and $\Psi$ can be extended to be a uniform continuous function for $(\varepsilon, \Delta) \in\left[0, \varepsilon_{0}\right) \times \Gamma_{0}$, and satisfy

$$
\begin{align*}
& \lim _{\varepsilon \downarrow 0} \Phi(0,0, \varepsilon, \sigma)=0 \\
& \lim _{\varepsilon \downarrow 0} \Psi(0,0, \varepsilon, \sigma)=0 \tag{14}
\end{align*} \quad \text { uniformly with respect to } \sigma
$$

Moreover, it follows from assumptions (A.2) and (A.4) that

$$
\lim _{\varepsilon \downarrow 0}\left(\begin{array}{ll}
\Phi_{\delta} & \Phi_{\omega}  \tag{15}\\
\Psi_{\delta} & \Psi_{\omega}
\end{array}\right)_{\substack{\delta=0 \\
\omega=0}}
$$

becomes an invertible matrix as in [15]. Therefore, applying again the generalized implicit function theorem of [4], we obtain a solution $\delta=\delta(\varepsilon, \sigma)$ and $\omega=\omega(\varepsilon, \sigma)$ of $\Phi=0=\Psi$ such that they are continuous functions with respect to $(\varepsilon, \sigma)$ up to $\varepsilon=0$, and

$$
\begin{align*}
& \delta=\delta(\varepsilon, \sigma) \xrightarrow[\varepsilon \downarrow 0]{\longrightarrow} 0 \\
& \omega=\omega(\varepsilon, \sigma) \xrightarrow[\varepsilon \downarrow 0]{ } 0 \tag{16}
\end{align*}
$$

Substituting this solution $(\delta(\varepsilon, \sigma), \omega(\varepsilon, \sigma))$ into $\left(u_{ \pm}, v_{ \pm}\right)$, we obtain the SPS1 $U^{\varepsilon, \sigma}$ in Theorem 1.1 which satisfies (1.5)-(1.8).

Note that the matching point $x=x_{1}(\varepsilon, \sigma)$ is defined by

$$
\begin{equation*}
x_{1}(\varepsilon, \sigma)=x_{1}^{*}(\sigma)+\delta(\varepsilon, \sigma) \tag{17}
\end{equation*}
$$

As for the parametric dependency of $U^{\varepsilon, \sigma}$, the only problem is the continuity at $\varepsilon=0$. However, in view of Theorem A.1, (16) and the continuity of the reduced solution ( $U^{*, \sigma}, V^{*, \sigma}$ ) with respect to $\sigma$ in $L^{2} \times C^{1}$-topology, we can see that $U^{\varepsilon, \sigma}$ is a continuous function of ( $\varepsilon, \sigma$ ) up to $\varepsilon=0$.

Appendix 2. We prove Lemma 2.1 by contradiction. Suppose that this lemma does not hold, we can choose a sequence $\left\{\varepsilon_{n}\right\}_{n \geqq 1}$ with $\lim _{n \downarrow \infty} \varepsilon_{n}=0$ such that $\zeta_{0_{n}, \sigma}^{\varepsilon_{n}}$ is the eigenvalue of (LP) for $n \geqq 1$. Let ( $w_{n}, z_{n}$ ) be an associated eigenfunction with $\zeta_{0}^{\varepsilon_{n}}{ }^{\boldsymbol{\sigma}}$. Then, from the solvability condition of the first equation of (LP), we have

$$
\begin{equation*}
\left\langle f_{v_{n},}^{\varepsilon_{n}} z_{n}, \phi_{0^{n}}^{\varepsilon, \sigma}\right\rangle=0 \quad \text { for } n \geqq 1 . \tag{18}
\end{equation*}
$$

When (18) is satisfied, the general form of $w_{n}$ is given by

$$
\begin{equation*}
w_{n}=k_{n} \phi_{0_{n} \varepsilon_{n} \sigma}^{\varepsilon_{0}}+\left(L^{\varepsilon_{n}, \sigma}-\zeta_{0}^{\varepsilon_{n}}, \sigma\right)^{\dagger}\left(-f_{v}^{\varepsilon_{n}, \sigma} z_{n}\right), \quad k_{n} ; \text { real constant. } \tag{19}
\end{equation*}
$$

Substituting (19) into the second equation of (LP), we obtain

Recalling $K^{\varepsilon_{n} \sigma, \xi_{\rho_{n}}{ }^{\sigma}}$ exists and uniformly bounded for all $n \geqq 1$ (see Lemma 3.1), we can see that $k_{n} \neq 0$, otherwise $\left(w_{n}, z_{n}\right)=(0,0)$, which is a contradiction. Dividing $\left(w_{n}, z_{n}\right)$ by $k_{n} \sqrt{\varepsilon}_{n}$, we have a new eigenvector ( $\hat{w}_{n}, \hat{z}_{n}$ );

$$
\hat{w}_{n}=w_{n} / k_{n} \sqrt{\varepsilon_{n}}=\phi_{0}^{\varepsilon_{n} \sigma} / \sqrt{\varepsilon_{n}}+\left(L^{\varepsilon_{n} \sigma}-\zeta_{0}^{\varepsilon_{n}, \sigma}\right)^{\dagger}\left(-f_{v}^{\varepsilon_{n}, \sigma} \hat{z}_{n}\right) \quad \hat{z}_{n}=z_{n} / k_{n} \sqrt{\varepsilon_{n}} .
$$

Then, $\hat{z}_{n}$ satisfies (20) with replacing $k_{n} \phi_{0^{n}}^{\varepsilon_{n},}$ by $\phi_{0^{\varepsilon_{n}}}, \sigma / \sqrt{\varepsilon}_{n}$ in the second term. Therefore, recalling that $\phi_{0_{n},}^{\varepsilon_{n}} / \sqrt{\varepsilon_{n}}$ converges to the constant multiple of the Dirac-function $\delta^{*}$ (see Lemma 2.3), we can see that $\hat{z}^{*}=\lim _{n \uparrow \infty} \hat{z}_{n}$ exists in $H_{N}^{1}(I)$, and $\left\langle\hat{z}^{*}, \delta^{*}\right\rangle \neq 0$. On the other hand, it holds from the (18) and Lemma 2.3 that $\left\langle\hat{z}^{*}, \delta^{*}\right\rangle=0$, which is a contradiction, and completes the proof.
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# MULTIPLE STEADY STATES IN A BIOCHEMICAL SYSTEM* 

## CHUNQING LU $\dagger$

Abstract. The differential equation

$$
\begin{aligned}
& -s^{\prime \prime}+\sigma s /\left(1+s+k s^{2}\right)=0, \quad 0<x<1 \\
& s(0)=s(1)=s_{0}
\end{aligned}
$$

for $k>0$ and for $\sigma>0$ governs the steady state in a reaction-diffusion equation which describes a substrate in a mono-enzymatic artificial membrane. We present a proof that for given $k>0$ there exists an $s^{*}>0$ (depending on $k$ only) such that for $s_{0}>s^{*}$ and for any $\sigma>0$ there exist at most three positive solutions for this steady state problem.

Key words. enzyme, steady state, response function
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1. Introduction. M. C. Duban [3] and J. P. Kernevez and D. Thomas [5], [8] introduced a nonlinear evolution equation in 1974 and 1975 which describes the diffusion and reaction of a substrate in a mono-enzymatic artificial membrane, when the enzyme is inhibited by an excess of substrate:

$$
\begin{equation*}
S_{t}-D_{S} S_{x x}+R(S)=0 \tag{1.0}
\end{equation*}
$$

together with boundary conditions

$$
S=S_{0} \quad \text { at } x=0 \quad \text { and } \quad x=L \quad(L \text { membrane thickness }),
$$

and the given condition, where $S=S(x, t)$ represents the concentration of the substrate of the membrane, $D_{S}$ is a constant, the coefficient of diffusion, and

$$
R(S)=V_{M} S /\left[k_{S}+S\left(1+S / k_{S S}\right)\right]
$$

is the velocity due to the reaction where $k_{S}$ is the Michaelis constant, $k_{S S}$ the inhibition constant of $S$ for the enzyme and $V_{M}$ the maximal value of the reaction rate. Nondimensionalizing the quantities, one obtains the following equation:

$$
\begin{align*}
& s_{t}-s_{x x}+\sigma F(s)=0, \quad 0<x<1, \quad t>0, \\
& s(0, t)=s(1, t)=s_{0},  \tag{1.1}\\
& s(x, 0) \text { given }
\end{align*}
$$

where $s=S / k_{S}, F(s)=s /\left(1+s+k s^{2}\right)$ and $\sigma=\left(V_{M} / k_{S}\right) L^{2}, k=k_{S} / k_{S S}$ and $s_{0}=S_{0} / k_{S}$ are positive constants. Then the steady state equation associated with (1.1) is the two-point boundary value problem

$$
\begin{equation*}
-s^{\prime \prime}+\sigma F(s)=0, \quad s(0)=s(1)=s_{0} . \tag{1.2}
\end{equation*}
$$

J. P. Kernevez proved that for $\sigma$ large enough and $s_{0}$ conveniently chosen, (1.2) admits at least three solutions, and presented numerical evidence that there are at most three solutions for any positive $s_{0}, k$ and $\sigma$ [6, pp. 64-73]. In 1976, C. M. Brauner and B. Nicolaenko [2] rewrote (1.2) in the following form:

$$
\begin{align*}
& -u^{\prime \prime}+u /\left(\alpha^{2}+\beta \alpha u+k \beta^{2} u^{2}\right)=0, \quad 0<x<1, \\
& u(0)=u(1)=1 \tag{1.3}
\end{align*}
$$

[^145]by defining $u=s / s_{0}, \alpha^{2}=1 / \sigma, \beta=s_{0} \alpha$. They studied the stability of multiple solutions of (1.3) for sufficiently small $\alpha>0$, i.e., for $\sigma$ large enough and $s_{0}$ conveniently chosen in problem (1.2) ([1], [2]). Their discussion is based on their claim that there exist at most three solutions for problem (1.3). However, they did not provide a proof for this.

In this paper we employ another change of variable and parameters from [1] in order to present a rigorous proof that for given $k>0$ there exists an $s^{*}=s^{*}(k)$ such that for $s_{0}>s^{*}$ and for any positive $\sigma$ the steady state problem (1.2) admits no more than three solutions. The result we obtain here agrees with that of experiment and numerical analysis because it is known that in order to get multiple steady states we must have $\sigma$ and $s_{0}$ sufficiently large [6, p. 97]. The change of parameters we introduce in (2.2) will let us study sufficiently small $\varepsilon$, which is related to $1 / s_{0}$. The latter is proportional to the concentration on the edge of the membrane. Problems of a similar kind are treated in [4] and [9]. However, the nonlinearities are completely different and very little of the analysis is relevant here.
2. Formulation of the perturbation problem and the response function. We first make a change of variable $u(x)=s(x) / s_{0}$ where $s=s(x), s_{0}$ satisfy (1.2). Then (1.2) becomes

$$
\begin{align*}
& -u^{\prime \prime}+\sigma u /\left(1+s_{0} u+k s_{0}^{2} u^{2}\right)=0, \quad 0<x<1, \\
& u(0)=u(1)=1 . \tag{2.1}
\end{align*}
$$

Next we introduce some new parameters $\beta$ and $\varepsilon$ by defining

$$
\begin{equation*}
\beta=s_{0} / \sqrt{\sigma}, \quad \varepsilon=1 / 2 k s_{0}, \tag{2.2}
\end{equation*}
$$

where $\varepsilon$ will be the perturbation parameter. Thus (2.1) becomes the following equation:

$$
\begin{equation*}
-u^{\prime \prime}+u /\left[k \beta^{2}\left(u^{2}+2 \varepsilon u+4 k \varepsilon^{2}\right)\right]=0, \quad 0<x<1 \tag{2.3}
\end{equation*}
$$

with $u(0)=u(1)=1$.
Our purpose is to prove that for given $k>0$ there exists an $\varepsilon_{0}>0$ such that 0 (2.3) has no more than three solutions for $0<\varepsilon<\varepsilon_{0}$ and for any $\beta>0$, where $\varepsilon_{0}=\varepsilon_{0}(k)$ depends on $k$ only. Obviously, this means that for given $k>0$ there exists a value $s^{*}=s^{*}(k)$ such that (1.2) admits at most three solutions for all $s_{0}>s^{*}$ and any $\sigma>0$.

Multiplying (2.3) by $u^{\prime}$, we see that

$$
\begin{equation*}
\left[u^{\prime 2} / 2\right]^{\prime}=u u^{\prime} /\left[k \beta^{2}\left(u^{2}+2 \varepsilon u+4 k \varepsilon^{2}\right)\right] . \tag{2.4}
\end{equation*}
$$

If we integrate both sides of (2.4) with respect to $x$, it follows that

$$
\begin{equation*}
\left[u^{\prime}(x)\right]^{2} / 2=\left(\frac{1}{k \beta^{2}}\right) \int_{u(1 / 2)}^{u(x)}\left\{u /\left(u^{2}+2 \varepsilon u+4 k \varepsilon^{2}\right)\right\} d u+u^{\prime 2}\left(\frac{1}{2}\right) / 2 . \tag{2.5}
\end{equation*}
$$

We claim that $u^{\prime}\left(\frac{1}{2}\right)=0$. Assume that $u=u(x)$ is any solution of $(2.3)$ with $u(0)=u(1)=1$ (for the proof of the existence of such a solution for (2.3) see [7]). From (2.5), $u^{\prime}(0)^{2}=u^{\prime}(1)^{2}$. Since $u^{\prime \prime}(x)>0, u$ is a convex function of $x$ on [0,1], so it must be that $u^{\prime}(1)=-u^{\prime}(0)$. Suppose $u^{\prime}(1)=m$. Now we see that (2.3) with boundary conditions is equivalent to the same equation with initial conditions either $u(1)=1, u^{\prime}(1)=m$ or $u(0)=1, u^{\prime}(0)=-m$. Let $x=\frac{1}{2}+z$ and $v(z)=u\left(\frac{1}{2}+z\right)$, where $x$ is in $[0,1]$ and $z$ in [ $-\frac{1}{2}, \frac{1}{2}$ ]. Then $v(z)$ satisfies

$$
\begin{equation*}
-v^{\prime \prime}+v /\left[k \beta^{2}\left(v+2 \varepsilon v+4 k \varepsilon^{2}\right)=0, \quad-\frac{1}{2}<z<\frac{1}{2}\right. \tag{2.6}
\end{equation*}
$$

with $v\left(-\frac{1}{2}\right)=v\left(\frac{1}{2}\right)=1$; moreover, $v^{\prime}\left(\frac{1}{2}\right)=-v^{\prime}\left(-\frac{1}{2}\right)=m$. It is easy to check that $v(-z)=$ $w(z)$ is also a solution for (2.6) with the initial conditions. By the uniqueness of $v(z)$,
one obtains $v(z)=v(-z)$, which implies that the $u(x)$ profile is symmetric with respect to $x=\frac{1}{2}$, and hence $u^{\prime}\left(\frac{1}{2}\right)=0$. It also follows that $u^{\prime}(x)>0$ for $x>\frac{1}{2}, u^{\prime}(x)<0$ for $x<\frac{1}{2}$ by the convexity of $u(x)$. One can see that the number of solutions of (2.3) will be determined by the number of values of $u\left(\frac{1}{2}\right)$.

To determine which condition $u\left(\frac{1}{2}\right)$ has to satisfy we begin with (2.5). Let $y=1 / u\left(\frac{1}{2}\right)$. Then for $x$ in $\left(\frac{1}{2}, 1\right], 1 / y<u(x)$ and

$$
\begin{equation*}
u^{\prime}(x)=\left\{\left[\frac{2}{k \beta^{2}}\right] \int_{y^{-1}}^{u(x)}\left[s /\left(s^{2}+2 \varepsilon s+4 k \varepsilon^{2}\right)\right] d s\right\}^{1 / 2} \tag{2.7}
\end{equation*}
$$

Computing the integral in (2.7), we obtain

$$
\begin{align*}
\int_{y^{-1}}^{u(x)}\left[s /\left(s^{2}+2 \varepsilon s+4 k \varepsilon^{2}\right)\right] d s= & \ln \left\{[\varepsilon+u(x)]^{2}+(4 k-1) \varepsilon^{2}\right\}^{1 / 2} \\
& -\ln \left[\left(\varepsilon+y^{-1}\right)^{2}+(4 k-1) \varepsilon^{2}\right]^{1 / 2}+\varepsilon h_{0}(u(x), y) \tag{2.8}
\end{align*}
$$

where

$$
\begin{equation*}
h_{0}(u(x), y)=-\int_{y^{-1}}^{u(x)}\left\{1 /\left[(s+\varepsilon)^{2}+(4 k-1) \varepsilon^{2}\right]\right\} d s \tag{2.9}
\end{equation*}
$$

Denote the right side of (2.8) by $K(\varepsilon, y, u(x)) / 2$. From (2.7) we have

$$
\begin{equation*}
u^{\prime} / \sqrt{K}(\varepsilon, y, u)=1 /(\beta \sqrt{k}) \tag{2.10}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int_{u(1 / 2)}^{1} K^{-1 / 2}(\varepsilon, y, u) d u=\frac{1}{(2 \beta \sqrt{K})} \tag{2.11}
\end{equation*}
$$

For convenience, we make a change of variable as follows:

$$
\varepsilon+u=(\varepsilon+1 / y) e^{t^{2}}, \quad d u=2\left(\varepsilon+y^{-1}\right) t e^{t^{2}} d t
$$

Then (2.11) becomes

$$
\begin{align*}
& 2\left(\varepsilon+y^{-1}\right) \int_{0}^{v(\varepsilon, y)}\left\{\ln \left[(1+\varepsilon y)^{2} e^{2 t^{2}}+(4 k-1)(\varepsilon y)^{2}\right]\right. \\
& \left.\quad-\ln \left[(1+\varepsilon y)^{2}+(4 k-1)(\varepsilon y)^{2}\right]+2 h(\varepsilon, y, t)\right\}^{-1 / 2} t e^{t^{2}} d t  \tag{2.12}\\
& =\frac{1}{(2 \beta \sqrt{k})}
\end{align*}
$$

where

$$
\begin{equation*}
h(\varepsilon, y, t)=-\varepsilon y \int_{1}^{(1+\varepsilon y) e^{t^{2}}-\varepsilon y}\left\{1 /\left[(s+\varepsilon y)^{2}+(4 k-1) \varepsilon^{2} y^{2}\right]\right\} d s \tag{2.13}
\end{equation*}
$$

$y \geqq 1$, and $v(\varepsilon, y)=\sqrt{\left\{\ln (\varepsilon+1)-\ln \left(\varepsilon+y^{-1}\right)\right\}}$. Evidently, it is necessary to prove that, for given $k>0$, if $\varepsilon$ is small enough, then for any $\beta>0$ there are no more than three $y$ 's satisfying (2.12). We denote the function on the left in (2.12) by $f_{\varepsilon}(y)$, which is called the response function, and then (2.12) becomes

$$
\begin{equation*}
f_{\varepsilon}(y)=1 /(2 \beta \sqrt{k}) . \tag{2.14}
\end{equation*}
$$

3. Notation and conventions. Since we only deal with nonnegative solutions of (2.3), we shall always assume that $u(x)>0$. From $\S 2, y \geqq 1$. If we set $\varepsilon=0$ in (2.3),
then we obtain the so-called reduced problem, and the corresponding response function will be denoted by $f_{0}(y)$. In the reduced problem, of course, we have

$$
\begin{equation*}
f_{0}(y)=(2 \beta \sqrt{k})^{-1} . \tag{3.1}
\end{equation*}
$$

Since we always fix $k>0$, we shall omit the words "for given $k>0$ " in all our statements. Let $G$ denote

$$
\begin{align*}
G(\varepsilon, y, t)=\ln [ & \left.(1+\varepsilon y)^{2} e^{2 t^{2}}+(4 k-1)(\varepsilon y)^{2}\right] \\
& -\ln \left[(1+\varepsilon y)^{2}+(4 k-1)(\varepsilon y)^{2}\right]+2 h(\varepsilon, y, t) \tag{3.2}
\end{align*}
$$

where $h(\varepsilon, y, t)$ is given in (2.13).
We shall always denote the derivative of any function with respect to $y$ by "prime," and with respect to $t$ by "dot."

We now list some functions which are repeatedly used in the following sections:

$$
\begin{aligned}
& v=v(\varepsilon, y)=\sqrt{\left\{\ln (1+\varepsilon)-\ln \left(y^{-1}+\varepsilon\right)\right\}}, \\
& f_{\varepsilon}(y)=2\left(\varepsilon+y^{-1}\right) \int_{0}^{v} t e^{t^{2}} G^{-1 / 2} d t, \\
& G_{1}=G_{1}(\varepsilon, y, t)=\frac{\partial G}{\partial y}, \\
& G^{\cdot}=G^{\cdot}(\varepsilon, y, t)=\frac{\partial G}{\partial t}, \\
& G_{1}=G_{1}(\varepsilon, y, t)=\frac{\partial^{2} G}{\partial t \partial y}, \\
& G_{2}=G_{2}(\varepsilon, y, t)=\frac{\partial^{2} G}{\partial y^{2}}, \\
& G^{\cdot \cdot}=G^{\cdot \cdot}(\varepsilon, y, t)=\frac{\partial^{2} G}{\partial t^{2}}, \\
& F_{\varepsilon}(y)=f_{\varepsilon}^{\prime \prime}(y)+\left\{2-\left[\varepsilon y\left(1+8 k \varepsilon y+4 k(\varepsilon y)^{2}\right]\left[2(1+\varepsilon y)\left(1+2 \varepsilon y+4 k \varepsilon^{2} y^{2}\right)\right]^{-1}\right\} y f_{\varepsilon}^{\prime}(y),\right. \\
& T_{1}=T_{1}(\varepsilon, y, t)=(1+\varepsilon y)^{2} e^{2 t^{2}}+(4 k-1)(\varepsilon y)^{2}, \\
& T_{2}=T_{2}(\varepsilon, y, t)=(1+\varepsilon y)^{2} e^{2 t^{2}}+2(4 k-1) \varepsilon y(1+\varepsilon y) e^{t^{2}}-(4 k-1)(\varepsilon y)^{2} .
\end{aligned}
$$

Elementary calculations show that

$$
\begin{aligned}
G_{1}= & 2 \varepsilon\left[(1+\varepsilon y) e^{2 t^{2}}+e^{t^{2}}+(4 k-1) \varepsilon y\right] / T_{1}-4 \varepsilon(1+2 k \varepsilon y) / T_{1}(\varepsilon, y, 0), \\
G_{1}= & -4 \varepsilon t e^{t^{2}} T_{2} / T_{1}^{2}, \\
G^{\cdot}= & 4 t e^{t^{2}}(1+\varepsilon y)\left[(1+\varepsilon y) e^{t^{2}}-\varepsilon y\right] T_{1}^{-1}, \\
G_{2}= & 2 \varepsilon^{2} T_{1}^{-2}\left[-(1+\varepsilon y)^{2} e^{4 t^{2}}-2(1+\varepsilon y) e^{3 t^{2}}\right. \\
& \left.\quad-(4 k-1)\left(2 \varepsilon y+2 \varepsilon^{2} y^{2}-1\right) e^{2 t^{2}}-2(4 k-1) \varepsilon y e^{t^{2}}-(4 k-1)(\varepsilon y)^{2}\right] \\
& \quad-8 \varepsilon^{2} T_{1}^{-2}(\varepsilon, y, 0)\left(k-1-4 k \varepsilon y-4 k^{2} \varepsilon^{2} y^{2}\right), \\
G^{\cdot \cdot}= & 4(1+\varepsilon y) e^{t^{2}}\left[4 t^{2} e^{t^{2}}(1+\varepsilon y)+(1+\varepsilon y) e^{t^{2}}-2 t^{2} \varepsilon y-\varepsilon y\right] \cdot T_{1}^{-1} \\
& \quad-16(1+\varepsilon y)^{3} t^{2} e^{3 t^{2}}\left[(1+\varepsilon y) e^{t^{2}}-\varepsilon y\right] T_{1}^{-2} .
\end{aligned}
$$

For simplicity, we shall only give the details in the case $k=\frac{1}{4}$ in this paper. We do indicate those quantities introduced below which depend on $k$ in the general case. For $k \neq \frac{1}{4}$ the interested reader can refer to [7]. We see that if $k=\frac{1}{4}$, then

$$
\begin{align*}
& G=2 t^{2}+2 \varepsilon y\left(e^{-t^{2}}-1\right) /(1+\varepsilon y),  \tag{3.3}\\
& T_{1}=T_{2}=(1+\varepsilon y)^{2} e^{2 t^{2}}, \\
& G_{1}=-2 \varepsilon\left(1-e^{-t^{2}}\right) /(1+\varepsilon y)^{2}, \\
& G^{\cdot}=4 t\left(1+\varepsilon y-\varepsilon y e^{-t^{2}}\right) /(1+\varepsilon y), \\
& G_{1}=-4 \varepsilon t /\left\{(1+\varepsilon y)^{2} e^{t^{2}}\right\}, \\
& G_{2}=4 \varepsilon^{2}\left(1-e^{-t^{2}}\right) /(1+\varepsilon y)^{3}, \\
& G^{\bullet}=4\left\{(1+\varepsilon y) e^{t^{2}}+2 \varepsilon y t^{2}-\varepsilon y\right\} /\left\{(1+\varepsilon y) e^{t^{2}}\right\}, \\
& f_{\varepsilon}(y)=2\left(\varepsilon+y^{-1}\right) \int_{0}^{v} t e^{t^{2}} G^{-1 / 2} d t,
\end{align*}
$$

$$
\begin{align*}
& f_{\varepsilon}^{\prime}(y)=(1+\varepsilon) /\left[(1+\varepsilon y) G^{1 / 2}(\varepsilon, y, v)\right]  \tag{3.11}\\
& \quad-\left(\frac{2}{y^{2}}\right) \int_{0}^{v} t e^{t^{2}} G^{-1 / 2} d t-\left(\varepsilon+\frac{1}{y}\right) \int_{0}^{v} t e^{t^{2}} G_{1} G^{-3 / 2} d t,
\end{align*}
$$

$$
\begin{equation*}
F_{\varepsilon}(y)=y^{2} f_{\varepsilon}^{\prime \prime}(y)+\{2-\varepsilon y /[2(1+\varepsilon y)]\} y f_{\varepsilon}^{\prime}(y) . \tag{3.12}
\end{equation*}
$$

4. The reduced problem. At $\varepsilon=0, G=G(0, y, t)=2 t^{2}$ and

$$
\begin{align*}
& f_{0}(y)=(\sqrt{2} / y) \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t  \tag{4.1}\\
& f_{0}^{\prime}(y)=1 /[y \delta / \sqrt{(2 \ln y)}]-\left(\sqrt{2} / y^{2}\right) \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t \tag{4.2}
\end{align*}
$$

$$
\begin{align*}
& f_{0}^{\prime \prime}(y)=-2 /\left[y^{2} \sqrt{(2 \ln y)}\right]-1 /\left[y^{2}\{\sqrt{(2 \ln y)}\}^{3}\right]+\left(\frac{2 \sqrt{2}}{y^{3}}\right) \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t,  \tag{4.3}\\
& F_{0}(y)=-1 /[\sqrt{(2 \ln y)}]^{3}<0 \tag{4.4}
\end{align*}
$$

for $y>1$. It follows that $f_{0}(y)$ has at most one critical point, the maximum. Thus the reduced problem admits at most two solutions for any $\beta>0$.
5. Outline of the argument. For our purpose it suffices to prove that there exists an $\varepsilon_{0}=\varepsilon_{0}(k)$ such that for $\varepsilon$ in $\left(0, \varepsilon_{0}\right)$ and for $y>1, f_{\varepsilon}(y)$ has only two critical points; one is a local maximum and the other is a local minimum. In order to do this we shall prove the following.

Theorem 1. There exists an $\varepsilon_{1}=\varepsilon_{1}(k)$ such that for $\varepsilon$ in $\left(0, \varepsilon_{1}\right)$ and $y>1 / \varepsilon^{2}$, $f_{\varepsilon}^{\prime}(y)>0$.

Theorem 2. There exist constants $d=d(k), Y_{0}=Y_{0}(k)$ and $\varepsilon_{2}=\varepsilon_{2}(k)$ such that for $y$ in $\left[Y_{0}, d / \varepsilon\right]$ and $\varepsilon$ in $\left(0, \varepsilon_{2}\right), f_{\varepsilon}^{\prime}(y)<0$.

Theorem 3. There exists an $\varepsilon_{3}=\varepsilon_{3}(k)$ such that for $0<\varepsilon<\varepsilon_{3}$ and $y$ in $\left[d / \varepsilon, 1 / \varepsilon^{2}\right]$, $F_{\varepsilon}(y)>0$, where $d$ is given in Theorem 2 and $F_{\varepsilon}$ is listed in § 2.

It is then clear that $f_{\varepsilon}(y)$ has only one critical point, the local minimum, for $y>Y_{0}$ if $\varepsilon$ is small enough, because if $f_{\varepsilon}^{\prime}=0$, then by Theorem 3 and the expression of $F_{\varepsilon}^{\prime}, f_{\varepsilon}^{\prime \prime}>0$.

Theorem 4. There exists an $\varepsilon_{4}=\varepsilon_{4}(k)$ such that for $0<\varepsilon<\varepsilon_{4}, f_{\varepsilon}(y)$ has exactly one critical point, the local maximum, on $\left[1, Y_{0}\right]$, where $Y_{0}$ is given in Theorem 2.

The technique used in proving Theorems 1-3 is to estimate the integrals which appear in the expressions of $f_{\varepsilon}^{\prime}(y)$ and $F_{\varepsilon}(y)$ carefully. For Theorem 4, however, we shall compare $f_{\varepsilon}(y)$ with $f_{0}(y)$ for small $\varepsilon$.

Now if we set $\varepsilon_{0}=\min \left\{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}\right\}$, then all the conclusions of Theorems 1-4 hold, as desired.
6. The proofs of Theorems 1 and 2 . Let $\delta$ be any constant such that $0<\delta<v=$ $v(\varepsilon, y)$. Then

$$
\begin{equation*}
\int_{0}^{v} t e^{t^{2}} G^{-1 / 2} d t=\int_{0}^{\delta}+\int_{\delta}^{v}, \quad \int_{0}^{v} t e^{t^{2}} G^{-3 / 2} G_{1} d t=\int_{0}^{\delta}+\int_{\delta}^{v} . \tag{6.1}
\end{equation*}
$$

By integration by parts,

$$
\begin{align*}
\int_{\delta}^{v} t e^{t^{2}} G^{-1 / 2} d t= & (1+\varepsilon) y /[2(1+\varepsilon y) \sqrt{G}(\varepsilon, y, \delta)] \\
& -e^{\delta^{2}} /[2 \sqrt{G}(\varepsilon, y, \delta)]+\frac{1}{4} \int_{\delta}^{v} e^{t^{2}} G^{-3 / 2} G^{\cdot} d t . \tag{6.2}
\end{align*}
$$

Substituting (6.1) and (6.2) into (3.11), we obtain

$$
\begin{align*}
f_{\varepsilon}^{\prime}(y)=e^{\delta^{2}} /\left[y^{2} \sqrt{G}(\varepsilon, y, \delta)\right] & -\left(\frac{1}{y^{2}}\right) \int_{0}^{v} t e^{t^{2}} G^{-3 / 2}\left[2 G+(1+\varepsilon y) y G_{1}\right] d t \\
& -\left(\frac{1}{y^{2}}\right) \int_{0}^{v} e^{t^{2}} G^{-3 / 2}\left[G^{\cdot} / 2+(1+\varepsilon y) y t G_{1}\right] d t . \tag{6.3}
\end{align*}
$$

From (3.5) and (3.6),

$$
\begin{equation*}
\frac{G^{\bullet}}{2}+(1+\varepsilon y) y t G_{1}=2 t /(1+\varepsilon y), \tag{6.4}
\end{equation*}
$$

and then (6.3) becomes

$$
\begin{align*}
f_{\varepsilon}^{\prime}(y)=e^{\delta^{2}} /\left[y^{2} \sqrt{G}(\varepsilon, y, \delta)\right]-\left(\frac{1}{y^{2}}\right) & \int_{0}^{\delta} t e^{t^{2}} G^{-3 / 2}\left[2 G+(1+\varepsilon y) y G_{1}\right] d t \\
& -\frac{2}{y^{2}(1+\varepsilon y)} \int_{\delta}^{v} t e^{t^{2}} G^{-3 / 2} d t . \tag{6.5}
\end{align*}
$$

Lemma 6.1. For given $\varepsilon y>0, t G^{-3 / 2}(\varepsilon, y, t)$ is a decreasing function of $t$, where $t>0$.
Proof. $G^{\cdot}>0$ for $t>0$ and for given $\varepsilon y>0$; hence from $G>0$

$$
\begin{equation*}
(1 / G)^{\cdot}<0 . \tag{6.6}
\end{equation*}
$$

All we need is to have $\left(t G^{-1 / 2}\right)^{\cdot}<0$, which is equivalent to

$$
\begin{equation*}
\left(t^{2} / G^{-1}\right)^{\cdot}<0 \quad \text { for } t>0 \tag{6.7}
\end{equation*}
$$

Notice that $\left(t^{2} / G^{-1}\right)^{\cdot}=t\left(2 G-t G^{*}\right) / G^{2}$ and $G=G^{*}=0$ at $t=0$. Since

$$
\left(2 G-t G^{\cdot}\right)^{\cdot}=G^{\cdot}-t G^{\cdot \cdot}=-8 \varepsilon y t^{3} /(1+\varepsilon y)<0
$$

for $t>0$, (6.7) holds. This proves the lemma.
Lemma 6.2. For each $c>0$ there is $a Y(c)$ such that for $0<a<1$ and $Y>Y(c)$,

$$
\begin{equation*}
Y /[2 \sqrt{\ln Y}]<\int_{a}^{\sqrt{\ln Y}} e^{t^{2}} d t<\left(\frac{1}{2}+c\right) Y / \sqrt{\ln Y} . \tag{6.8}
\end{equation*}
$$

Also for each $b>0$ there is $a W(b)$ such that for $W>W(b)$

$$
\begin{equation*}
W /[2 \sqrt{\ln W}]<\int_{b}^{\sqrt{\ln W}} e^{t^{2}} d t \tag{6.9}
\end{equation*}
$$

Proof. By integration by parts,

$$
\begin{align*}
\int_{1}^{\sqrt{\ln y}} e^{t^{2}} d t & =y /[2 \sqrt{\ln y}]-e / 2+\frac{1}{2} \int_{1}^{\sqrt{\ln y}} e^{t^{2}} / t^{2} d t, \\
& \geqq y /[2 \sqrt{\ln y}]-e / 2+\frac{1}{2} \int_{1}^{2} e d t=y /[2 \sqrt{\ln y}] \tag{6.10}
\end{align*}
$$

for $Y \geqq e^{4}$, since $e^{t^{2}} / t^{2} \geqq e$ for $t \geqq 1$. We then see that (6.10) implies the first inequality in (6.8) for $Y>e^{4}$. In the same way one can prove (6.9). The right half of the inequality (6.8) follows from

$$
\begin{equation*}
\lim _{y \rightarrow \infty}\left\{\int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t /[y / \sqrt{\ln y}]\right\}=\frac{1}{2} . \quad \text { Q.E.D. } \tag{6.11}
\end{equation*}
$$

Lemma 6.3. There exist an $\varepsilon_{* 1}=\varepsilon_{* 1}(k)$ and $a \delta_{1}=\delta_{1}(k)$ such that for $t$ in $(0, \delta)$, where $0<\delta<\delta_{1}$, and for $y>1 / \varepsilon^{2}$, where $\varepsilon$ is in $\left(0, \varepsilon_{* 1}\right)$,

$$
2 G+(1+\varepsilon y) y G_{1}<0 .
$$

Proof. Let $g=g(\varepsilon, y, t)=2 G+(1+\varepsilon y) y G_{1}$. Then $g(\varepsilon, y, 0)=0$ for any $y>0$ and $g^{\cdot}=4 t\left(2+2 \varepsilon y-3 \varepsilon y / e^{t^{2}}\right) /(1+\varepsilon y)$. Let $g_{1}(\varepsilon, y, t)=2+2 \varepsilon y-3 \varepsilon y e^{-t^{2}}$. Then for given $\varepsilon y>0_{2} g_{1}(\varepsilon, y, t)=2-\varepsilon y+g_{i}^{i}(\varepsilon, y, \alpha) t$ for some $\alpha=\alpha(\varepsilon, y, t)$, with $0<\alpha<t$. Take $\delta_{1}=\sqrt{2} / 2$ if $k=\frac{1}{4}$; then $g_{1}(\varepsilon, y, \alpha)<6 \varepsilon y t e^{-t^{2}}$ for $0<\alpha<t<\delta<\delta_{1}$. Thus

$$
\begin{aligned}
g_{1}(\varepsilon, y, t) & <2-2 \varepsilon y\left(1-3 t^{2} e^{-t^{2}}\right)<2-2 \varepsilon y\left(1-3 \delta^{2} e^{-\delta^{2}}\right) \\
& <2-2\left(1-3 \delta_{1}^{2} e^{-\delta_{1}^{2}}\right) / \varepsilon
\end{aligned}
$$

for $y>1 / \varepsilon^{2}$. Fix $\delta_{1}$ and let $\varepsilon$ tend to 0 to complete the proof. Q.E.D.
Lemma 6.4. For any $\delta>0$ there is a $r=r(k, \delta)$ such that $G(\varepsilon, y, \delta)>r>0$ for all $\varepsilon y>0$.

Proof. $\partial G(\varepsilon, y, t) / \partial(\varepsilon y)=G_{1} / \varepsilon<0$ and $\lim _{\varepsilon y \rightarrow \infty} G(\varepsilon, y, \delta)=2\left(\delta^{2}-1+e^{-\delta^{2}}\right)>0$.
Q.E.D.

We now proceed with the proof of Theorem 1. First of all we set $\delta<\min \left\{\delta_{1}, 1\right\}$ and $\varepsilon<\varepsilon_{* 1}$ in (6.5), where $\delta_{1}$ and $\varepsilon_{* 1}$ are given in Lemma 6.3. Then by Lemmas 6.1
and 6.3 it follows that

$$
\begin{equation*}
f_{\varepsilon}^{\prime}(y)>e^{\delta^{2}} /\left[y^{2} \sqrt{G}(\varepsilon, y, \delta)\right]-2 /\left[y^{2}(1+\varepsilon y)\right] \int_{\delta}^{v}\left[\max \left(t G^{-3 / 2}\right)\right] e^{t^{2}} d t \tag{6.12}
\end{equation*}
$$

Notice that $\max t G^{-3 / 2}=\delta G^{-3 / 2}(\varepsilon, y, \delta)$ for $t$ in $[\delta, v]$ and $v<\sqrt{[\ln (1+\varepsilon)-\ln \varepsilon]}$ for $y>1$. We then use $1 /(1+\varepsilon y)<3 /(2 \varepsilon y)$ in (6.12) and obtain that, for $\varepsilon<\varepsilon_{* 1}$ and $y \geqq 1 / \varepsilon^{2}$,

$$
\begin{equation*}
y^{2} G^{3 / 2}(\varepsilon, y, \delta) f_{\varepsilon}^{\prime}(y)>e^{\delta^{2}} G(\varepsilon, y, \delta)-(3 \delta / \varepsilon y) \int_{0}^{v_{0}(\varepsilon)} e^{t^{2}} d t \tag{6.13}
\end{equation*}
$$

where $v_{0}(\varepsilon)=\sqrt{\{\ln (1+\varepsilon)-\ln \varepsilon\}}$. Let $\varepsilon_{* 2}$ be a number such that $v_{0}(\varepsilon)>Y\left(\frac{1}{2}\right)$ for $\varepsilon<\varepsilon_{* 2}$, where $Y\left(\frac{1}{2}\right)$ is the value of $Y(c)$ at $c=\frac{1}{2}$ in Lemma 6.2. Denote the function on the left in (6.13) by $n(\varepsilon, y, \delta)$ and apply Lemmas 6.2 and 6.4 to show that

$$
\begin{equation*}
n(\varepsilon, y, \delta)>r(k, \delta)-3 \delta(1+\varepsilon) / v_{0}(\varepsilon) \tag{6.14}
\end{equation*}
$$

Since the choice for $\delta$ does not depend upon $\varepsilon$ and $(1+\varepsilon) / v_{0}(\varepsilon)$ tends to 0 as $\varepsilon \rightarrow 0$, there exists $\varepsilon_{* 3}=\varepsilon_{* 3}(k)$ such that

$$
(1+\varepsilon) / v_{0}(\varepsilon)<r(k, \delta) / 6 \delta
$$

Thus, setting $\varepsilon_{1}=\min \left\{\varepsilon_{* 1}, \varepsilon_{* 2}, \varepsilon_{* 3}\right\}$, we obtain Theorem 1 .
To prove Theorem 2 we require the following lemma which will prove that the second term in the expression for $f_{\varepsilon}^{\prime}(y)$ is negative.

Lemma 6.5. There exists a number $d=d(k)$ such that for $\varepsilon y$ in $(0, d]$ and $t>0$, $2 G+(1+\varepsilon y) y G_{1}>0$.

Proof. We shall use the same notation as in the proof of Lemma 6.3. Since $g_{1}(0,0,0)=2$, there is a number $d=d(k)$ such that $g_{1}(\varepsilon, y, 0) \geqq 0$ for $\varepsilon y$ in $[0, d]$ and $g_{1}(\varepsilon, y, 0)=0$ at $\varepsilon y=d$. Also $g_{1}^{\prime}(\varepsilon, y, t)>0$ for $t>0$ and $\varepsilon y>0$. This implies the lemma.

Remark. In the case of $k=\frac{1}{4}, d=2$.
Proof of Theorem 2. We first take $d$ as in Lemma 6.5, and then set $\delta=1$ in (6.5). Using Lemmas 6.1 and 6.6, we see that for $1<y \leqq d / \varepsilon$,

$$
\begin{equation*}
f_{\varepsilon}^{\prime}(y)<e /\left[y^{2} \sqrt{G}(\varepsilon, y, 1)\right]-\left\{2 v /\left[y^{2}(1+\varepsilon y) G^{3 / 2}(\varepsilon, y, v)\right]\right\} \int_{1}^{v} e^{t^{2}} d t . \tag{6.15}
\end{equation*}
$$

Further, assume that $\varepsilon<1 /\left(2 e^{4}\right)$. Then $v>2$ for $y>2 e^{4}$ and hence from (6.10)

$$
\begin{equation*}
\int_{1}^{v} e^{t^{2}} d t>(1+\varepsilon) y /[2 v(1+\varepsilon y)] . \tag{6.16}
\end{equation*}
$$

This shows that for $\varepsilon<1 /\left(2 e^{4}\right)$ and for $2 e^{4} \leqq y \leqq d / \varepsilon$

$$
\begin{equation*}
f_{\varepsilon}^{\prime}(y)<e /\left[y^{2} \sqrt{G}(\varepsilon, y, 1)\right]-(1+\varepsilon) /\left[y(1+\varepsilon y)^{2} G^{3 / 2}(\varepsilon, y, v)\right] . \tag{6.17}
\end{equation*}
$$

Since $\quad G(\varepsilon, y, 1)=2+2 \varepsilon y(1 / e-1) /(1+\varepsilon y) \geqq m(d)$, where $\quad m(d)=$ $2+2 d(1 / e-1) /(1+d)$, for $y<d / \varepsilon$, and $G(\varepsilon, y, v)<2 v^{2}<2 \ln y$ for $y>1$, it follows that for $y$ in $\left[2 e^{4}, d / \varepsilon\right]$,

$$
\begin{equation*}
y f_{\varepsilon}^{\prime}(y)<e / \sqrt{m}(d)-y /\left[(1+d)^{2}(2 \ln y)^{3 / 2}\right] . \tag{6.18}
\end{equation*}
$$

Thus there exists an $\varepsilon_{2}=\varepsilon_{2}(k)$ and $Y_{0}=Y_{0}(k)$ such that $f_{\varepsilon}^{\prime}(y)<0$ for $0<\varepsilon<\varepsilon_{2}$ and $y$ in $\left[Y_{0}, d / \varepsilon\right.$ ], which is desired.
7. The proof of Theorem 3. To begin with, let $\delta$ be chosen as in the beginning of §6. We start at (6.5). Then

$$
\begin{align*}
& {\left[y^{2} f_{\varepsilon}^{\prime}(y)\right]^{\prime}=2 y f_{\varepsilon}^{\prime}(y)+y^{2} f_{\varepsilon}^{\prime \prime}(y)} \\
& =-e^{\delta^{2}} G_{1}(\varepsilon, y, \delta) /\left[2 G^{3 / 2}(\varepsilon, y, \delta)\right] \\
& -\int_{0}^{\delta} t e^{t^{2}}\left\{G^{-3 / 2}\left[(3+2 \varepsilon y) G_{1}+(1+\varepsilon y) y G_{2}\right]\right. \\
& \left.-\left(\frac{3}{2}\right) G_{1} G^{-5 / 2}\left[2 G+(1+\varepsilon y) y G_{1}\right]\right\} d t  \tag{7.1}\\
& -(1+\varepsilon) /\left[(1+\varepsilon y)^{3} G^{3 / 2}(\varepsilon, y, v)\right] \\
& +\left[1 /(1+\varepsilon y)^{2}\right] \int_{\delta}^{v} t e^{t^{2}} G^{-3 / 2}\left[2 \varepsilon+3(1+\varepsilon y) G_{1} G^{-1}\right] d t, \\
& F_{\varepsilon}(y)=\left[y^{2} f_{\varepsilon}^{\prime}(y)\right]^{\prime}-\varepsilon y^{2} f_{\varepsilon}^{\prime}(y) /[2(1+\varepsilon y)] \\
& =-e^{\delta^{2}} G_{1}(\varepsilon, y, \delta) /\left[2 G^{3 / 2}(\varepsilon, y, \delta)\right] \\
& -\varepsilon e^{\delta^{2}} /\left[2(1+\varepsilon y) \sqrt{G}(\varepsilon, y, \delta)-(1+\varepsilon) /\left[(1+\varepsilon y)^{3} G^{3 / 2}(\varepsilon, y, v)\right]\right.  \tag{7.2}\\
& -\int_{0}^{\delta} t e^{t^{2}}\left\{G ^ { - 3 / 2 } \left[(3+2 \varepsilon y) G_{1}+(1+\varepsilon y) y G_{2}-\varepsilon\left[2 G+y G_{1}(1+\varepsilon y)\right]\right.\right. \\
& \left.\left.\cdot(1+\varepsilon y)^{-1} / 2\right]-\left(\frac{3}{2}\right) G_{1} G^{-5 / 2}\left[2 G+(1+\varepsilon y) y G_{1}\right]\right\} d t \\
& +\left[3 /(1+\varepsilon y)^{2}\right] \int_{\delta}^{v} t e^{t^{2}} G^{-3 / 2}\left[\varepsilon+(1+\varepsilon y) G_{1} G^{-1}\right] d t .
\end{align*}
$$

We now define several functions which will be used in this section as follows:

$$
\begin{aligned}
N=N(\varepsilon, y, t)= & (3+2 \varepsilon y) G_{1} / G+y(1+\varepsilon y) G_{2} / G \\
& -\varepsilon\left[2+(1+\varepsilon y) y G_{1} / G\right] /(1+\varepsilon y) / 2 \\
& -3 G_{1}\left[2+(1+\varepsilon y) G_{1} / G\right] /(2 G), \\
M=M(\varepsilon, y, \delta)= & -e^{\delta^{2}} G_{1}(\varepsilon, y, \delta) /\left[2 G^{3 / 2}(\varepsilon, y, \delta)\right] \\
& -\varepsilon e^{\delta^{2}} /[2(1+\varepsilon y) \sqrt{G}(\varepsilon, y, \delta)], \\
Q=Q(\varepsilon, y, t)=\varepsilon & +(1-\varepsilon y) G_{1} / G .
\end{aligned}
$$

Then rewrite (7.2) as

$$
\begin{align*}
F_{\varepsilon}(y)=M & -(1+\varepsilon) /[(1+\varepsilon y) \sqrt{G}(\varepsilon, y, v)]^{3} \\
& -\int_{0}^{\delta} t e^{t^{2}} N / \sqrt{G} \mathrm{dt}+\left[3 /(1+\varepsilon y)^{2}\right] \int_{\delta}^{v} t e^{t^{2}} Q / G^{3 / 2} d t . \tag{7.4}
\end{align*}
$$

Lemma 7.1. $G_{1} / G$ is an increasing function of $t>0$ for any given $\varepsilon y>0$.
Proof. $\left(G_{1} / G\right)^{\cdot}=\left(G G_{1}^{*}-G_{1} G^{*}\right) / G^{2}=G_{1}^{*}\left(G-G_{1} G^{*} / G_{1}^{*}\right) / G^{2}$. Since $G_{1}^{*}<0$ and $G>0$ for $\varepsilon y>0$ and $t>0$, it suffices to show that $G-G_{1} G^{\bullet} / G_{1}<0$. It is clear that if $k=\frac{1}{4}$, then $G-G_{1} G^{\cdot} / G_{1}^{\cdot}=2\left(1+t^{2}-e^{t^{2}}\right)<0$ for $t>0$. The proof of Lemma 7.1 for $k=\frac{1}{4}$ is complete.

Considering that $Q(\varepsilon, y, 0)=0$ and $Q^{\bullet} \geqq 0$, from Lemma 7.1 we have the following corollary.

Corollary 7.1. $Q(\varepsilon, y, t)>0$ for $t>0$ and for any $\varepsilon y>0$.
Remark. Lemma 7.1 is the hardest lemma to prove if $k \neq \frac{1}{4}$, but it is true for any $k>0$.

Lemma 7.2. There exists a number $b=b(k)>0$ such that for $\varepsilon y \geqq d$, where $d$ is chosen as in Theorem 2, and for $t>b, Q(\varepsilon, y, t)>2 / 3 y$.

Proof. From the remark after the proof of Lemma 6.5, $d=2$ for $k=\frac{1}{4}$; hence $3 \varepsilon y-2>0$ for $\varepsilon y \geqq d$. Define

$$
p(\varepsilon y, t)=3 y Q(\varepsilon, y, t) /[2(1+\varepsilon y)] .
$$

We see that $\lim _{\varepsilon y \rightarrow \infty} p(\varepsilon y, t)=3 / 2$ for fixed $t>0$. From Lemma 7.1, the function $\{p(\varepsilon y, t)-1 /(1+\varepsilon y)\}$ has at most a single zero if $y$ is given. Notice that $p(\varepsilon y, 1)=$ $3 \varepsilon y /[2 e(1+\varepsilon y / e)]>3 /(e+2)>1 /(1+\varepsilon y)$ for $\varepsilon y \geqq d$ and $p(\varepsilon y, 0)=0$, and that $p(\varepsilon y, t)>0$. Then there is a $b=b(k)$ such that $0<b<1$ and $p(\varepsilon y, t)>1 /(1+\varepsilon y)$ for $t>b$ and $\varepsilon y \geqq d$, which implies Lemma 7.2.

Corollary 7.2. There is an $\varepsilon \tilde{\tilde{n}}=\tilde{\varepsilon}(k)$ such that for $\varepsilon y>d$, where $\varepsilon$ is in $\left(0, \varepsilon^{\tilde{\varepsilon}}\right)$ and $d$ is chosen as in Theorem 2,

$$
\begin{equation*}
-[(1+\varepsilon) /(1+\varepsilon y)] G^{-3 / 2}(\varepsilon, y, v)+3 \int_{b}^{v} t e^{t^{2}} Q G^{-3 / 2} d t>0, \tag{7.5}
\end{equation*}
$$

where $b$ is given as in Lemma 7.2.
Proof. Let $W=(\varepsilon+1) /(\varepsilon+1 / y)$ in Lemma 6.2. Since $W(b)$ depends on $b=b(k)$, and $W>(1+\varepsilon) /[\varepsilon(1 / d+1)]$ for $\varepsilon y \geqq d$, there is an $\tilde{\varepsilon} \tilde{=} \tilde{\varepsilon}(k)$ such that $W>$ $(1+\varepsilon) /[\varepsilon(1 / d+1)]>W(b)$ for all $\varepsilon y \geqq d$, where $\varepsilon$ is in $\left(0, \varepsilon^{\tilde{2}}\right)$. Hence by Lemma 6.2,

$$
\begin{equation*}
\int_{b}^{v} e^{t^{2}} d t>(1+\varepsilon) /[2 v(1+\varepsilon y)] . \tag{7.6}
\end{equation*}
$$

Using Lemmas 7.2 and 6.1, we obtain

$$
\begin{equation*}
3 \int_{b}^{v} t G^{-3 / 2} Q e^{t^{2}} d t>2 v /\left[y G^{3 / 2}(\varepsilon, y, v)\right] \int_{b}^{v} e^{t^{2}} d t . \tag{7.7}
\end{equation*}
$$

From (7.6), the corollary is proved.
Lemma 7.3. For given $\varepsilon y>0$, there exists a $\delta_{1}=\delta_{1}(\varepsilon, y, k)$ such that for $0<t<\delta_{1}$, where $\delta$ is in $\left(0, \delta_{1}\right), N(\varepsilon, y, t)<0$.

Proof. Let $c_{1}(\varepsilon, y)=\lim _{t \rightarrow 0} G_{1} / G$ and $c_{2}(\varepsilon, y)=\lim _{t \rightarrow 0} G_{2} / G$. From (7.3),

$$
N(\varepsilon, y, 0)=(1+2 \varepsilon y) c_{1}(\varepsilon, y)+y(1+\varepsilon y)\left[c_{2}(\varepsilon, y)-c_{1}^{2}(\varepsilon, y)\right]<0 .
$$

In fact $c_{1}(\varepsilon, y)=-\varepsilon /(1+\varepsilon y), c_{2}(\varepsilon, y)=2 \varepsilon^{2} /(1+\varepsilon y)^{2}$ and hence $N(\varepsilon, y, 0)=-\varepsilon$ for $k=\frac{1}{4}$. For $k \neq \frac{1}{4}$ a tedious calculation shows that the lemma also holds.

Lemma 7.4. For given $\varepsilon y>0$, there exists a $\delta_{2}=\delta_{2}(\varepsilon, y, k)$ such that for $\delta$ in $\left(0, \delta_{2}\right)$

$$
\begin{equation*}
M(\varepsilon, y, \delta)+\left[3 /(1+\varepsilon y)^{2}\right] \int_{b / 2}^{b} t e^{t^{2}} G^{-3 / 2} Q d t>0 \tag{7.8}
\end{equation*}
$$

where $b>0$ is any constant.
Proof. Let $q(\varepsilon, y, k)$ be the second term on the left side of (7.8). By Corollary 7.1, $q(\varepsilon, y, k)>0$. From (7.3),

$$
\begin{equation*}
2 M(\varepsilon, y, \delta) e^{-\delta^{2}}=\left[-G_{1}(\varepsilon, y, \delta) / G(\varepsilon, y, \delta)+c_{1}(\varepsilon, y)\right] / \sqrt{G}(\varepsilon, y, \delta) \tag{7.9}
\end{equation*}
$$

where $c_{1}(\varepsilon, y)$ is in the proof of Lemma 7.3. By L'Hôpital's rule, $\lim _{\delta \rightarrow 0} M(\varepsilon, y, \delta)=0$. This completes the proof of Lemma 7.4.

We can now proceed to prove Theorem 3. First fix an $\varepsilon$ in $(0, \tilde{\varepsilon})$, where $\tilde{\varepsilon}$ is chosen in Corollary 7.2. Second, for any given $y>d / \varepsilon$, where $d$ is in Theorem 2, take $b$ as in Lemma 7.2 (note that $b$ is independent of $\varepsilon$ ). Then let $\delta=\min \left\{\delta_{1}, \delta_{2}\right\} / 2$, where
$\delta_{1}$ and $\delta_{2}$ are given in Lemmas 7.3 and 7.4 respectively. By Corollaries 7.1 and 7.2 and Lemmas 7.3 and 7.4, we prove the theorem immediately, if we rewrite (7.4) as follows:

$$
\begin{align*}
F_{\varepsilon}(y)=M(\varepsilon, & y, \delta)+\left[3 /(1+\varepsilon y)^{2}\right] \int_{b / 2}^{b} t e^{t^{2}} G^{-3 / 2} Q d t \\
& -(1+\varepsilon) /\left[(1+\varepsilon y)^{3} G^{3 / 2}(\varepsilon, y, v)\right]  \tag{7.10}\\
& +\left[3 /(1+\varepsilon y)^{2}\right] \int_{b}^{v} t e^{t^{2}} G^{-3 / 2} Q d t \\
& +\int_{0}^{\delta} t e^{t^{2}}(-N) / \sqrt{G} d t+\left[3 /(1+\varepsilon y)^{2}\right] \int_{0}^{b / 2} t e^{t^{2}} G^{-3 / 2} Q d t .
\end{align*}
$$

8. The proof of Theorem 4. From (3.11) and $v^{\prime}=1 /[2 v y(1+\varepsilon y)]$,

$$
\begin{aligned}
f_{\varepsilon}^{\prime \prime}(y)=- & 2(1+\varepsilon) /\left[y^{2}(1+\varepsilon y) \sqrt{G}(\varepsilon, y, v)\right] \\
& -(1+\varepsilon) G_{1}(\varepsilon, y, v) /\left[y(1+\varepsilon y) G^{3 / 2}(\varepsilon, y, v)\right] \\
& -1 /\left[y^{2}(1+\varepsilon y)^{2} G^{3 / 2}(\varepsilon, y, v)\right] \\
& +\left(\frac{4}{y^{3}}\right) \int_{0}^{v} t e^{t^{2}} / \sqrt{G} d t+\left(\frac{2}{y^{2}}\right) \int_{0}^{v} t e^{t^{2}} G_{1} G^{-3 / 2} d t \\
& -\left(\varepsilon+\frac{1}{y}\right) \int_{0}^{v}\left[3 G_{1}^{2} /\left(2 G^{5 / 2}\right)-G_{2} / G^{3 / 2}\right] t e^{t^{2}} d t .
\end{aligned}
$$

Lemma 8.1. As e tends to 0 ,

$$
\begin{align*}
& \int_{0}^{v} t e^{t^{2}} / \sqrt{G} d t \rightarrow \frac{\sqrt{2}}{2} \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t  \tag{8.2}\\
& \int_{0}^{v} t e^{t^{2}} G_{1} G^{-3 / 2} d t \rightarrow 0  \tag{8.3}\\
& \int_{0}^{v} t e^{t^{2}}\left(G_{1}^{2} G^{-5 / 2}-G_{2} G^{-3 / 2}\right) d t \rightarrow 0 \tag{8.4}
\end{align*}
$$

uniformly on $[1, E]$, where $E>1$ is any constant.
Proof. From (3.1) or (3.3), we see that

$$
\begin{equation*}
\frac{\partial G}{\partial \varepsilon}=\left(\frac{\partial G}{\partial y}\right) y / \varepsilon=\frac{G_{1} y}{\varepsilon}<0 \tag{8.5}
\end{equation*}
$$

for $t, \varepsilon, y>0$. Thus $t e^{t^{2}} / \sqrt{G}$ monotonely increases as $\varepsilon$ decreases for given $t>0$ and for given $t \geqq 1$. By Dini's theorem,

$$
\begin{equation*}
t e^{t^{2}} / \sqrt{G} \rightarrow \sqrt{2} e^{t^{2}} / 2 \tag{8.6}
\end{equation*}
$$

uniformly on any compact set of $(y, t)$ in $R^{2}$. In addition, $v \rightarrow \ln y$ uniformly on [1, $E$ ], so that (8.2) holds. From (3.5) and (3.8), both $G_{1} / t^{2}$ and $G_{2} / t^{2}$ converge to 0 as $\varepsilon$ tends to 0 uniformly on any compact set of ( $y, t$ ) in $R^{2}$. Then considering that $t e^{t^{2}} G_{1} / G^{3 / 2}=\left(t e^{t^{2}} / \sqrt{G}\right)\left(G_{1} / t^{2}\right)\left(t^{2} / G\right)$, we get (8.3). Similarly, one can prove (8.4). Q.E.D.

We then see that in order to determine the sign of $f_{\varepsilon}^{\prime}(y)$ when $y$ is near to $y=1$ the integral terms in (3.11) are not important for small $\varepsilon$. For the first term in (3.11) we need the following lemma.

Lemma 8.2. $1 / G(\varepsilon, y, v)$ decreases as $\varepsilon$ decreases, and hence for $\varepsilon>0$,

$$
\begin{equation*}
1 / \sqrt{G}(\varepsilon, y, v)>1 / \sqrt{(2 \ln y)} \tag{8.7}
\end{equation*}
$$

Proof. We see that

$$
\begin{align*}
\frac{\partial G(\varepsilon, y, v(\varepsilon))}{\partial \varepsilon} & =G_{1}(\varepsilon, y, v) y / \varepsilon+\frac{\partial G(\varepsilon, y, v)}{\partial v} \cdot \frac{\partial v}{\partial \varepsilon} \\
& =G_{1}(\varepsilon, y, v) y / \varepsilon+G \cdot(\varepsilon, y, v) /(2 v)[1 /(1+\varepsilon)-y /(1+\varepsilon y)]  \tag{8.8}\\
& =2(1-y)(2+\varepsilon+\varepsilon y) /\left[(1+\varepsilon y)^{2}(1+\varepsilon)^{2}\right]<0 .
\end{align*}
$$

At $\varepsilon=0, G(\varepsilon, y, v)=2 \ln y$, which implies the lemma.
Lemma 8.3. There exist two numbers $E_{1}$ and $\alpha_{1}$ such that for $y$ in $\left(1, E_{1}\right]$ and for $\alpha$ in ( $0, \alpha_{1}$ ]

$$
\begin{equation*}
1 /[y(1+\alpha) \sqrt{(2 \ln y)}]-\left(2 / y^{2}\right) \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t-2 \alpha>0 \tag{8.9}
\end{equation*}
$$

Proof. Denote the left side of (8.9) by $j(y, \alpha)$. Obviously, $j(y, \alpha)$ is continuous in $(1, E) \times(0, D)$ where $E>1$ and $D>0$ are constants. Because $\lim _{y \rightarrow 1} j(y, 0)=+\infty$ as $y$ approaches 0 , such an $\alpha_{1}$ and $E_{1}$ exist. The lemma is proved.

Lemma 8.4. There exists an $\varepsilon_{-1}=\varepsilon_{-1}(k)$ such that for $\varepsilon$ in $\left(0, \varepsilon_{-1}\right)$ and $y$ in $\left(1, E_{1}\right]$, where $E_{1}$ is chosen as in Lemma 8.3, $f_{\varepsilon}^{\prime}(y)>0$.

Proof. By Lemma 8.1, there exists an $\varepsilon_{-1}=\varepsilon_{-1}\left(E_{1}, k\right)$ such that

$$
\begin{gather*}
\left(\frac{2}{y^{2}}\right) \int_{0}^{v} t e^{t^{2}} / \sqrt{G} d t<\alpha_{1}+\left(\frac{\sqrt{2}}{y^{2}}\right) \int_{0}^{\sqrt{\ln y}} e^{t^{2}} d t,  \tag{8.10}\\
\left(\varepsilon+\frac{1}{y}\right) \int_{0}^{v} t e^{t^{2}} G_{1} G^{-3 / 2} d t<\alpha_{1} \tag{8.11}
\end{gather*}
$$

and $(1+\varepsilon) /[y(1+\varepsilon y)]>1 /\left[y\left(1+\alpha_{1}\right)\right]$ for $\varepsilon$ in $\left(0, \varepsilon_{-1}\right)$ and $y$ in $\left(1, E_{1}\right]$, where $\alpha_{1}$ is chosen as in Lemma 8.3. Then from (3.11), (8.10) and (8.9), we obtain the lemma.

Lemma 8.5. $f_{\varepsilon}^{\prime}(y)$ and $f_{\varepsilon}^{\prime \prime}(y)$ converge to $f_{0}^{\prime}(y)$ and $f_{0}^{\prime \prime}(y)$ respectively as $\varepsilon$ tends to 0 uniformly on $\left[E_{1}, Y_{0}\right]$, where $E_{1}$ is given as in Lemma 8.4 and $Y_{0}$ in Theorem 2.

Proof. We see that $(1+\varepsilon) /[y(1+\varepsilon y) \sqrt{G}(\varepsilon, y, v)]$ converges to $y / \sqrt{(2 \ln y)}$ uniformly on $\left[E_{1}, Y_{0}\right]$ as $\varepsilon$ tends to 0 ; the rest follows by Lemma 8.1. Q.E.D.

Corollary 8.1. As $\varepsilon$ approaches $0, F_{\varepsilon}(y)$ converges to $F_{0}(y)$ uniformly on $\left[E_{1}, Y_{0}\right]$.
From Corollary 8.1 , there is an $\varepsilon_{-2}=\varepsilon_{-2}(k)$ such that for $(\varepsilon, y)$ in $\left(0, \varepsilon_{-2}\right) \times$ [ $E_{1}, Y_{0}$ ], $F_{\varepsilon}(y)>0$. To see this we take $\delta=\left(2 \ln Y_{0}\right)^{-3 / 2} / 2$ in the definition of uniform convergence. Then such an $\varepsilon_{-2}$ exists and for $(\varepsilon, y)$ in $\left(0, \varepsilon_{-2}\right) \times\left[E_{1}, Y_{0}\right]$,

$$
\begin{aligned}
F_{\varepsilon}(y) & <F_{0}(y)+\delta=-(2 \ln y)^{-3 / 2}+\left(2 \ln Y_{0}\right)^{-3 / 2} / 2 \\
& <-\left(2 \ln Y_{0}\right)^{-3 / 2} / 2 .
\end{aligned}
$$

Now, combining this fact and Lemma 8.4 and taking $\varepsilon_{4}=\min \left\{\varepsilon_{-1}, \varepsilon_{-2}\right\}$, we have proved Theorem 4.
9. Comments. (i) If $k$ is not equal to $\frac{1}{4}$, most calculations are very tedious. For example, the proof of Lemma 7.1 takes about 15 pages of computation! Nevertheless, the functions which appear in the above proofs for general $k>0$ still have all the same properties as for $k=\frac{1}{4}$. Much of this has been checked using the symbolic manipulator Macsyma [7].
(ii) If we make a change of parameters as in [1], i.e., define $\beta=s_{0} / \sqrt{\sigma}, \varepsilon=1 / \sqrt{\sigma}$, then the corresponding problem becomes (1.3) with $u(0)=u(1)=1$. The response
function $f_{\varepsilon}(y, \beta)$ is a function of both $y$ and $\beta$. In this case we need to determine the number of solutions of the equation

$$
\begin{equation*}
f_{\varepsilon}(y, \beta)=\frac{\sqrt{2}}{(4 \beta \sqrt{k})} \tag{9.1}
\end{equation*}
$$

We may apply the same ideas to prove that, for given $k>0$ and for given $\beta>0$, there is an $\varepsilon_{0}=\varepsilon_{0}(k, \beta)$ such that $f_{\varepsilon}(y, \beta)$ has exactly two critical points for $\varepsilon$ in $\left(0, \varepsilon_{0}\right)$. Hence (1.3) admits no more than three solutions. This is to say that for $\sigma$ large enough and $s_{0}$ conveniently chosen, problem (1.2) admits at most three solutions.
(iii) We can also study the stability of the steady states associated with problem (1.1) in the case where $s_{0}$ is large by using the Conley Index Theory or Morse Index Theorem. The conclusion is that if there exist three steady state solutions, then two of them are stable and the other is unstable (cf. [7]).
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# WEAK SOLUTIONS TO STEFAN PROBLEMS WITH PRESCRIBED CONVECTION* 

JIM RULLA $\dagger$

$$
\begin{aligned}
& \text { Abstract. This paper deals with the equation } \\
& \qquad w_{t}+\operatorname{div}(\mathrm{v} w-\nabla \alpha(w))=g,
\end{aligned}
$$

which is to hold in a smooth, bounded domain $G \subset \mathbb{R}^{n}$. The function $\alpha: \mathbb{R} \rightarrow \mathbb{R}$ is uniformly Lipschitz and nondecreasing, but may be identically zero. For certain smooth functions $\mathbf{v}: \overline{\boldsymbol{G}} \rightarrow \mathbb{R}^{n}$ satisfying $\operatorname{div}(\mathbf{v}) \geqq 0$, there are integral solutions to the Cauchy problem associated with this equation, provided the boundary conditions on $w$ are chosen appropriately. We prove that these integral solutions are weak solutions in the usual sense. Moreover, these weak solutions are unique; hence the notion of a weak solution is adequate for problems of this type.

Key words. Stefan problem, free boundary, convection, uniqueness
AMS(MOS) subject classifications. 35D05, 35K65, 35R35

1. Introduction and notation. Consider a mixture of crude oil and melted paraffin flowing through a pipe. As the temperature of the mixture falls, the paraffin solidifies, thus changing the thermal properties of the mixture. We shall develop a heat equation modeling this problem, and we shall prove existence and uniqueness of solutions (in an appropriate sense) to the evolution equation. In [5], Fasano, Primicerio and Rubenstein address this problem classically and obtain solutions if the free boundary is assumed to satisfy a simplifying assumption. Visintin, in [12], considers a similar class of equations and obtains existence results for weak solutions. His solutions are weaker than ours, however. In particular, we prove that solutions are bounded and Lipschitz continuous: $[0, T] \rightarrow L^{1}(G)$ (so the notion of an initial value makes sense in $L^{1}(G)$ ) while the similar class of problems yields solutions which are only measurable into $L^{\infty}$ (hence the notion of initial value must be weakened). By interpolation, we prove that solutions are weak solutions in an $L^{2}$ sense. Moreover, these weak solutions are unique provided the data in the problem are appropriately regular; consequently, the notion of a weak solution is appropriate for this problem.

In § 2 of this paper, we present a brief derivation of the Stefan problem. In § 3, we find solutions to an appropriate stationary problem. The operator involved is a degenerate elliptic operator, and existence of solutions depends strongly on our making a suitable choice of boundary conditions. The properties of the solutions which we shall need follow from the uniqueness of solutions, which must be proven independently from the existence argument. In $\S 4$, we prove the existence of integral solutions to the evolution equation and we show that these integral solutions are actually weak solutions. Finally, we prove in § 5 the uniqueness of these weak solutions. This proof mimics the uniqueness proof from § 3 .

Let $G \subseteq \mathbb{R}^{n}$ be a bounded domain with smooth ( $C^{2}$ ) boundary, $\partial G$, which we denote by $S$. We let $L^{p}(G)$ and $H^{m}(G)$ denote the usual Lebesgue and Hilbert spaces of measurable functions on $G$, and we omit the reference to the set $G$ when such reference is unnecessary. We use the notation $C\left([0, T] ; L^{p}\right)$ to denote the space of continuous functions from $[0, T]$ into $L^{p}$.

[^146]We denote the spatial divergence and gradient operators, respectively, by div $(\cdot)$ and $\boldsymbol{\nabla}$. The spatial Laplace operator is denoted by $\Delta$. A natural domain for the divergence operator is the space $\mathscr{E}$ defined by

$$
\mathscr{E}=\left\{\mathbf{v} \in\left(L^{2}\right)^{n} \mid \operatorname{div}(\mathbf{v}) \in L^{2}\right\} .
$$

The space $\left(L^{2}\right)^{n}$ here is the $n$-fold product of $L^{2}(G)$. The trace operators $\gamma_{0}$ and $\gamma_{\nu}$, which represent restricting scalar and normal components of vector valued functions, on $G$ to $S$, respectively, are then related by

$$
\int_{G}[\operatorname{div}(\mathbf{v}) u+\mathbf{v} \cdot \boldsymbol{\nabla} u]=\left\langle\gamma_{\nu}(\mathbf{v}), \gamma_{0}(u)\right\rangle
$$

for all $\mathbf{v} \in \mathscr{E}$ and $u \in H^{1}$. The duality on the right takes place between $H^{1 / 2}(S)$ and its dual (cf. [11]). If $\boldsymbol{v}: S \rightarrow \mathbb{R}^{n}$ is the unit outward normal on $S$, then

$$
\left\langle\gamma_{\nu}(\mathbf{v}), \gamma_{0}(u)\right\rangle=\int_{S}(\boldsymbol{v} \cdot \mathbf{v}) u
$$

provided $\mathbf{v}$ and $u$ are smooth enough. In addition, $C^{\infty}(\bar{G})$ is dense in $\mathscr{E}$ (when $\mathscr{E}$ is supplied with its natural topology).

We shall split $S$ into disjoint measurable subsets $S_{1}$ and $S_{2}$. If $S_{1}$ has positive (surface) measure, then the space

$$
V \equiv\left\{v \in H^{1}(G) \mid \gamma_{0}(v)=0 \text { a.e. (w.r.t. surface measure) on } S_{1}\right\}
$$

is a Hilbert space with inner product

$$
(u, v)_{v} \equiv \int_{G} \nabla u \cdot \nabla v
$$

We shall make use of the notation

$$
\langle u, v\rangle \equiv \int_{G} u v
$$

whenever the product $u v \in L^{1}$. We use the same notation if $\mathbf{u} \cdot \mathbf{v} \in L^{1}$, i.e.,

$$
\langle\mathbf{u}, \mathbf{v}\rangle=\int_{G} \mathbf{u} \cdot \mathbf{v} .
$$

We conclude this section by recalling that a subset $\mathscr{A}$ of $L^{1} \times L^{1}$ is accretive provided

$$
\left\|x_{1}-x_{2}\right\|_{L^{1}} \leqq\left\|\left(x_{1}+\lambda y_{1}\right)-\left(x_{2}+\lambda y_{2}\right)\right\|_{L^{1}}
$$

for all pairs $\left[x_{i}, y_{i}\right] \in \mathscr{A}(i=1,2)$ and all (sufficiently small) $\lambda>0$. This is equivalent to having

$$
\int_{G}\left(y_{1}-y_{2}\right) \sigma \geqq 0,
$$

where $\sigma$ is some measurable function on $G$ chosen so that

$$
\sigma \in \operatorname{sgn}\left(x_{1}-x_{2}\right) \quad \text { a.e. in } G .
$$

The signum relation is given by

$$
\operatorname{sgn}(s)= \begin{cases}\{1\}, & s>0, \\ {[-1,1],} & s=0, \\ \{-1\}, & s<0\end{cases}
$$

We view the set $\mathscr{A}$ as the graph of an operator, which we denote by $\mathscr{A}$. The operator $\mathscr{A}$ is $m$-accretive if, for every $\lambda>0$ and every $f \in L^{1}$, there is a solution $u$ to

$$
u+\lambda \mathscr{A}(u) \ni f .
$$

For a thorough treatment of $m$-accretive operators and the semigroups they generate, see [1, Chaps. 2 and 3]. We denote the zero section of a graph by a subscripted zero. If $\beta$ is a graph, then $\beta_{0}(s)$ is the element of the set $\beta(s)$ which is closest to zero. For example,

$$
\operatorname{sgn}_{0}(s)=\left\{\begin{aligned}
1, & s>0 \\
0, & s=0 \\
-1, & s<0
\end{aligned}\right.
$$

2. The formulation of the Stefan problem. We consider a fluid flowing through a bounded domain, $G \subseteq \mathbb{R}^{n}$, with a prescribed velocity $\mathbf{v} \in C^{1}\left(\bar{G} ; \mathbb{R}^{n}\right)$. We shall make further restrictions on the velocity in § 3. Let $u(x)$ denote the temperature and $w(x)$ the enthalpy or heat energy of the fluid at the point $x \in G$. When the fluid changes phase, the enthalpy increases by an amount $L$ per unit mass, while the temperature remains constant. The quantity $L$ is the latent heat of the material. This fact suggests that the enthalpy, not the temperature, is the natural function to consider in problems of heat transfer (cf. [10]). If $c=c(u)$ is the heat capacity of the material (which depends on the phase and may be discontinuous) and $\xi \in[0,1]$ is the fraction of the material in the more energetic phase, then a unit mass of the material has enthalpy

$$
w=c(u) u+\xi L .
$$

If the phase change occurs when $u=u_{0}$, then $\xi \in H\left(u-u_{0}\right)$, where $H(x)=\operatorname{sgn}^{+}(x)$ is the Heaviside graph. We may then write

$$
w \in c(u) u+L H\left(u-u_{0}\right)
$$

so $w$ is given as a nondecreasing relation of $u$. In fact, we may invert this relation to obtain the temperature as a nondecreasing function of the enthalpy:

$$
u=\theta(w)
$$

If $k=k(u)$ denotes the conductivity of the material (which again depends on the phase and may be discontinuous), then the flux or flow of energy at any point in $G$ is given by

$$
\begin{aligned}
\text { flux } & =\mathbf{v} w-k(u) \nabla u \\
& =\mathbf{v} w-\nabla \alpha(w),
\end{aligned}
$$

where $\alpha: \mathbb{R} \rightarrow \mathbb{R}$ is the antiderivative of $k \circ \theta$ with $\alpha(0)=0$. We remark that $\alpha$ is nondecreasing and satisfies $\alpha^{\prime}(s)=0$ for $s \in\left[\theta_{0}^{-1}\left(u_{0}\right), \theta_{0}^{-1}\left(u_{0}\right)+L\right]$. The temperature $u$ and $\alpha(w)$ are related by a one-to-one correspondence and we abuse the distinction by referring to $\alpha(w)$ as the temperature. We shall, naturally, require that $\alpha(w) \in H^{1}$. Notice that this requirement may force $\alpha(w) \notin H^{2}$ and $w \notin H^{1}$. In fact, since energy is conserved, the free boundary (where the two phases of material meet) advances at a speed proportional to the jump in the normal component of the flux across the boundary. In [8], Rubenstein comments on the adequacy of this model.

Let $\Omega=G \times(0, T)$ and divide $\Omega$ into three regions:

$$
\begin{aligned}
& \Omega_{0}=\left\{\alpha(w(x, t))=u_{0}\right\}, \\
& \Omega_{1}=\left\{\alpha(w(x, t))<u_{0}\right\}, \\
& \Omega_{2}=\left\{\alpha(w(x, t))>u_{0}\right\} .
\end{aligned}
$$

In each of these regions, energy is conserved, so

$$
\frac{\partial w}{\partial t}+\operatorname{div}(\mathrm{v} w-\nabla \alpha(w))=g \quad \text { in } \Omega_{j}, \quad j=0,1,2,
$$

where $g$ represents any external heat sources or sinks. If we multiply by a smooth function $\varphi \in C^{\infty}(\bar{\Omega})$ and formally integrate by parts over each of the three regions, we get

$$
\begin{aligned}
\int_{\Omega_{0}}+ & \int_{\Omega_{1}}+\int_{\Omega_{2}}\left[\frac{\partial w}{\partial t}+\operatorname{div}(\mathbf{v} w-\nabla \alpha(w))\right] \varphi \\
= & -\int_{\Omega}\left[w \frac{\partial \varphi}{\partial t}+\mathbf{v} w \cdot \nabla \varphi-\nabla \alpha(w) \cdot \nabla \varphi\right] \\
& +\int_{\partial \Omega_{1}}+\int_{\partial \Omega_{2}}+\int_{\partial \Omega_{3}} \mathbf{N} \cdot(\mathbf{v} w-\nabla \alpha(w), w) \varphi .
\end{aligned}
$$

The vector $N$ is the unit normal out of each of the regions $\Omega_{j}, j=0,1,2$, and $(\cdot, \cdot)$ denotes vectors in $\mathbb{R}^{n} \times \mathbb{R}$. The jump condition on the flux is equivalent to having the boundary integrals make a nonzero contribution only on $\partial \Omega$, not on any of the interior interfaces. We conclude that

$$
\begin{align*}
\int_{\Omega} g \varphi & +w \frac{\partial \varphi}{\partial t}+\mathbf{v} w \cdot \nabla \varphi-\nabla \alpha(w) \cdot \nabla \varphi \\
& =\int_{0}^{T} \int_{\partial G}(\mathbf{v} w-\nabla \alpha(w)) \cdot \nu \varphi+\int_{G}[\varphi(\cdot, T) w(\cdot, T)-\varphi(\cdot, 0) w(\cdot, 0)] . \tag{2.1}
\end{align*}
$$

If $\varphi \in C_{0}^{\infty}(\Omega)$, then we are led to the differential equation

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\operatorname{div}(\mathbf{v} w-\nabla \alpha(w))=g . \tag{2.2a}
\end{equation*}
$$

It is important to choose the boundary conditions on $w$ carefully in order to be able to solve this problem. We let $S=S_{1} \cup S_{2}$, where $S_{1}$ and $S_{2}$ are disjoint, measurable subsets of $S=\partial G$. We require that

$$
S_{1} \subseteq\{s \in S \mid \boldsymbol{v}(s) \cdot \mathbf{v}(s) \geqq 0\}
$$

and

$$
S_{2} \subseteq\{s \in S \mid \boldsymbol{v}(s) \cdot \mathbf{v}(s) \leqq 0\}
$$

and that the measure of $S_{1}$ be nonzero. For a specified $g_{1} \in H^{1}$ and $g_{2} \in \mathscr{E}$, we shall require that

$$
\begin{align*}
& \gamma_{0}(\alpha(w))=\gamma_{0}\left(g_{1}\right) \quad \text { a.e. on } S_{1},  \tag{2.2b}\\
& \left\langle\gamma_{\nu}\left(\mathbf{g}_{2}-(\mathbf{v} w-\nabla \alpha(w))\right), \gamma_{0}(v)\right\rangle=0 \quad \text { for all } v \in V .
\end{align*}
$$

(Recall that $V=\left\{v \in H^{1} \mid \gamma_{0}(v)=0\right.$ a.e. on $\left.S_{1}\right\}$.) Notice that we specify the temperature on $S_{1}$ and the normal component of the flux on $S_{2}$.

The last piece of data which we need to make the Cauchy problem well posed is the initial enthalpy

$$
\begin{equation*}
w(x, 0)=w_{0}(x) . \tag{2.2c}
\end{equation*}
$$

3. The stationary problem. A standard approach to solving the Cauchy problem (2.2) is to define an operator $\mathscr{A}$ corresponding to the spatial derivatives $\operatorname{div}(\mathbf{v}(\cdot)-$ $\boldsymbol{\nabla} \alpha(\cdot)$ ) on an appropriate domain $D(\mathscr{A})$ of functions in some Banach space $X$ which satisfy the boundary conditions (2.2b). One then proves that $\mathscr{A}$ is $m$-accretive on $X$ and then applies the generation theorems of Crandall and Liggett [4] or Benilan [2], [1] to obtain "solutions" $w:[0, T] \rightarrow X$ to

$$
\begin{align*}
& \frac{d w(t)}{d t}+\mathscr{A}(w(t)) \ni g(t),  \tag{3.1}\\
& w(0)=w_{0} .
\end{align*}
$$

If $X$ is reflexive and the data $g(t)$ and $w_{0}$ are sufficiently well behaved, then $w(t) \in D(\mathscr{A})$ a.e. on $[0, T]$ and $w$ satisfies (3.1) a.e. in [0,T] (cf. [1]). It is easy to see by a formal computation, however, that $\mathscr{A}$ cannot be accretive on $L^{p}$ for $p>1$. Since $L^{1}$ is not reflexive, the above regularity result fails, and "solutions" to (3.1) may satisfy $w(t) \notin$ $D(\mathscr{A})$ for all $t \in[0, T]$. In addition, it is difficult to identify $D(\mathscr{A})$ if $G \subseteq \mathbb{R}^{n}$ with $n>1$. These observations motivate our search for weak solutions to (2.1), i.e., functions $w \in C\left([0, T] ; L^{2}\right)$ satisfying $\alpha(w)-g_{1} \in L^{2}([0, T] ; V)$ and

$$
\begin{align*}
& \int_{0}^{T}\langle g, \varphi\rangle+\left\langle w, \frac{d \varphi}{d t}+\mathbf{v} \cdot \nabla \varphi\right\rangle-\langle\nabla \alpha(w), \nabla \varphi\rangle d t \\
& \quad=\langle w(T), \varphi(T)\rangle-\langle w(0), \varphi(0)\rangle+\int_{0}^{T}\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \gamma_{0}(\varphi)\right\rangle d t \tag{3.2}
\end{align*}
$$

for all appropriately smooth testing functions $\varphi:[0, T] \rightarrow V$.
In order to prove the existence of solutions to (3.2) we employ the following plan:
(1) Define an operator in $L^{2} \times L^{2}$ and prove that this operator is accretive when considered as a subset of $L^{1} \times L^{1}$.
(2) Prove that the closure of the operator in (1) is $m$-accretive in $L^{1} \times L^{1}$.
(3) Prove that the integral solutions generated by the operator in (2) are weak solutions (solutions to (3.2)).

Step (1) is similar in nature to the technique used in [3]. The uniqueness proof used in Step (1) contains the idea of the proof of uniqueness of weak solutions. Steps (2) and (3) consist primarily of applying the estimates found in Theorem 1 in an obvious way to obtain the necessary estimates.

Throughout the remainder of this discussion, we shall assume that the following "regularity" conditions are met:

The function $\alpha: \mathbb{R} \rightarrow \mathbb{R}$ is uniformly Lipschitz continuous with a derivative at all but finitely many points.

The functions $g_{1}, \mathbf{g}_{2}$ and $g$ satisfy $g_{1} \in H^{1}(G), \mathbf{g}_{2} \in \mathscr{E}$ and $g \in L^{1}\left([0, T] ; L^{\infty}(G)\right)$. We shall assume that $\gamma_{0}\left(g_{1}\right) \in L^{\infty}\left(S_{1}\right)$, that $\gamma_{0}\left(g_{1}\right) \in$ Range of $(\alpha)$ a.e. on $S_{1}$ and that $\gamma_{0}\left(g_{1}\right)$ satisfies $\left\|\alpha_{0}^{-1}\left(\gamma_{0}\left(g_{1}\right)\right)\right\|_{L^{\infty}\left(S_{1}\right)}<\infty$, where $\alpha_{0}^{-1}$ is the zero section of the graph of $\alpha^{-1}$. We also suppose that there is a constant $M$ chosen so that

$$
\begin{equation*}
\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \gamma_{0}(v)\right\rangle \leqq M\left|\left\langle\gamma_{\nu}(\mathbf{v}), \gamma_{0}(v)\right\rangle\right| \quad \forall v \in V . \tag{3.3}
\end{equation*}
$$

In particular, if $\mathbf{g}_{2}$ is smooth, this means that

$$
\left|\boldsymbol{v} \cdot \mathbf{g}_{2}\right| \leqq M|\boldsymbol{v} \cdot \boldsymbol{v}| \quad \text { a.e. on } S_{2} .
$$

The function $\mathbf{v} \in C^{1}\left(\bar{G} ; \mathbb{R}^{n}\right)$ satisfies $\operatorname{div}(\mathbf{v}) \geqq 0$ in $G$. This means that the fluid may be incompressible $(\operatorname{div}(\mathbf{v})=0)$ or that there may be sources of flow $(\operatorname{div}(\mathbf{v}) \geqq 0)$. Since the fluid will adhere to the sides of the pipe, we expect that $\mathbf{v}=\mathbf{0}$ on that portion of
$S$ corresponding to the pipe. In fact, we shall only require that $\mathbf{v}=\mathbf{0}$ on the set $\partial S_{1}=\partial S_{2}$. We define the operator

$$
\mathscr{A}_{2}(w)=\operatorname{div}(\mathbf{v} w-\nabla \alpha(w))
$$

on the set

$$
\begin{aligned}
& D\left(\mathscr{A}_{2}\right)=\left\{w \in L^{2} \mid \alpha(w)-g_{1} \in V, \mathscr{A}_{2}(w) \in L^{2},\right. \text { and } \\
&\left.\left\langle\gamma_{\nu}\left(v w-\nabla \alpha(w)-\mathbf{g}_{2}\right), \gamma_{0}(v)\right\rangle=0 \quad \forall v \in V\right\} .
\end{aligned}
$$

Theorem 1. There is a constant $\delta=\delta(\mathbf{v})$ so that if $\lambda \leqq \delta$ and $f \in L^{\infty}$, then there is a unique $w \in D\left(\mathscr{A}_{2}\right)$ satisfying

$$
\begin{equation*}
w+\lambda \mathscr{A}_{2}(w)=f \tag{3.4}
\end{equation*}
$$

(notice that $\mathscr{A}_{2}$ is single valued; hence equality holds rather than containment). If $w_{1}$ and $w_{2}$ satisfy (3.4) with $f$ replaced by $f_{1}$ and $f_{2}$, respectively, then

$$
\begin{equation*}
\left\|\left(w_{1}-w_{2}\right)^{+}\right\|_{L^{1}} \leqq\left\|\left(f_{1}-f_{2}\right)^{+}\right\|_{L^{1}} . \tag{3.5}
\end{equation*}
$$

In particular, $\mathscr{A}_{2}$ is accretive in $L^{1} \times L^{1}$ and the resolvent $\left(I+\lambda \mathscr{A}_{2}\right)^{-1}$ is order preserving. Finally, if $\beta=\alpha^{-1}$,

$$
K_{1} \equiv \min \left\{\beta_{0}\left(\underset{S_{1}}{\operatorname{ess} \inf }\left(\gamma_{0}\left(g_{1}\right)\right)\right),-M\right\} \leqq 0
$$

and

$$
K_{2} \equiv \max \left\{\beta_{0}\left(\underset{S_{1}}{\text { ess } \sup }\left(\gamma_{0}\left(g_{1}\right)\right)\right), M\right\} \geqq 0,
$$

then

$$
\begin{equation*}
\min \left\{\underset{G}{\operatorname{ess} \inf }(f), K_{1}\right\} \leqq w \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }(f), K_{2}\right\} \tag{3.6}
\end{equation*}
$$

a.e. in $G$.

Proof. We prove uniqueness of solutions first. Uniqueness of solutions to (3.4) follows from (3.5), but estimate (3.5) is established assuming that solutions to (3.4) are unique; therefore, we require an independent uniqueness proof.

Let $w_{1}$ and $w_{2} \in D\left(\mathscr{A}_{2}\right)$ satisfy (3.4). Then

$$
\left(w_{1}-w_{2}\right)+\lambda \operatorname{div}\left(\mathbf{v}\left(w_{1}-w_{2}\right)-\nabla\left(\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right)\right)\right)=0
$$

and $\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right) \in V$. For any testing function $\varphi \in V$ we have

$$
\begin{equation*}
0=\int_{G}\left(w_{1}-w_{2}\right) \varphi-\lambda\left[\mathbf{v}\left(w_{1}-w_{2}\right)-\nabla\left(\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right)\right)\right] \cdot \nabla \varphi \tag{3.7}
\end{equation*}
$$

since the boundary term in the integration by parts formula is zero. The proof of uniqueness follows by choosing an appropriate testing function $\varphi$. Readers familiar with the duality between $H_{0}^{1}$ and $H^{-1}$ will recognize the similarity between the techniques used there and here.

Let $\varphi \in V$ be the solution to the mixed boundary value problem

$$
-\Delta \varphi=w_{1}-w_{2} \in L^{2}, \quad \frac{\partial \varphi}{\partial \nu}=0 \quad \text { a.e. on } S_{2} .
$$

Then $\varphi \in V$ and for all $v \in V$,

$$
\int_{G} \nabla \varphi \cdot \nabla v=\int_{G}\left(w_{1}-w_{2}\right) v .
$$

This problem is well posed (cf. [9]) and so $w_{1}=w_{2}$ if and only if $\varphi \equiv 0$.
With this choice of $\varphi$, (3.7) becomes

$$
\begin{equation*}
0=\int_{G}|\nabla \varphi|^{2}+\lambda(\Delta \varphi \mathbf{v}) \cdot \nabla \varphi+\lambda\left(\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right)\right)\left(w_{1}-w_{2}\right) \tag{3.8}
\end{equation*}
$$

since $\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right) \in V$. The last term is nonnegative a.e. because $\alpha$ is nondecreasing. By the regularity theory for elliptic operators (cf. [9]), $\varphi \in H^{2}\left(G^{\prime}\right)$ for any $G^{\prime} \subset G$ whose intersection with a neighborhood of $\partial S_{1}$ is void. If $\psi$ is a smooth function in $G$ with support $\subset \bar{G}^{\prime}$, then $\psi \mathbf{v} \cdot \nabla \varphi \in H^{1}(G)$ and

$$
\int_{G} \Delta \varphi(\psi \mathbf{v} \cdot \nabla \varphi)=\left\langle\gamma_{\nu}(\nabla \varphi), \gamma_{0}(\psi \mathbf{v} \cdot \nabla \varphi)\right\rangle-\int_{G} \nabla \varphi \cdot \nabla(\psi \mathbf{v} \cdot \nabla \varphi) .
$$

The boundary term is

$$
\int_{S}(\boldsymbol{v} \cdot \nabla \varphi) \psi \mathbf{v} \cdot \nabla \varphi=\int_{S_{1}}(\boldsymbol{v} \cdot \nabla \varphi) \psi \mathbf{v} \cdot \nabla \varphi
$$

because $\nu \cdot \nabla \varphi=0$ on $S_{2} \cap \bar{G}^{\prime}$. Suppose for the moment that $\varphi$ is smooth in a neighborhood of $S_{1} \cap \bar{G}^{\prime}$. Then $\nabla \varphi$ lies in the direction of $\pm \boldsymbol{v}$ on $\left\{s \in S_{1} \mid \nabla \varphi(s) \neq \mathbf{0}\right\}$ because $\varphi=0$ on $S_{1}$. In this case,

$$
\int_{S}(v \cdot \nabla \varphi) \psi \mathbf{v} \cdot \nabla \varphi=\int_{S_{1}} v \cdot \mathbf{v}|\nabla \varphi|^{2} \psi
$$

This equality remains valid for $\varphi \in V \cap H^{2}\left(G^{\prime}\right)$ with $\partial \varphi / \partial \nu=0$ on $S_{2}$ by a simple approximation argument.

From the above computation, we have

$$
\int_{G} \Delta \varphi(\psi \mathbf{v} \cdot \nabla \varphi)=\int_{S_{1}} \boldsymbol{v} \cdot \mathbf{v}|\nabla \varphi|^{2} \psi-\int_{G} \varphi_{j}\left[\left(\psi \mathbf{v}^{i}\right)_{j} \varphi_{i}+\psi \mathbf{v}^{i} \varphi_{i j}\right],
$$

where $\mathbf{v}=\left(v^{1}, \cdots, v^{n}\right), \varphi_{j}=\partial \varphi / \partial x_{j}$, and the summation over $1 \leqq i, j \leqq n$ is implicit. The last integrand is

$$
\varphi_{j} \varphi_{i j} \psi \mathbf{v}^{i}=\varphi_{j} \varphi_{j i} \psi \mathbf{v}^{i}=\frac{1}{2} \psi \mathbf{v}^{i} \partial_{i}\left(\varphi_{j}\right)^{2}=\frac{1}{2} \psi \mathbf{v} \cdot \nabla|\nabla \varphi|^{2} .
$$

We integrate by parts to get

$$
\begin{aligned}
\int_{G} \varphi_{j} \psi \mathbf{v}^{i} \varphi_{i j} & =\int_{S} \frac{1}{2} \psi \mathbf{v} \cdot \boldsymbol{v}|\boldsymbol{\nabla} \varphi|^{2}-\int_{G} \frac{1}{2} \operatorname{div}(\psi \mathbf{v})|\boldsymbol{\nabla} \varphi|^{2} \\
& \leqq \int_{S_{1}} \frac{1}{2} \psi \mathbf{v} \cdot \boldsymbol{v}|\boldsymbol{\nabla} \varphi|^{2}-\int_{G} \frac{1}{2} \operatorname{div}(\psi \mathbf{v})|\nabla \varphi|^{2}
\end{aligned}
$$

provided $\psi \geqq 0$, since $\mathbf{v} \cdot \boldsymbol{v} \leqq 0$ on $S_{2}$. With this estimate, we have

$$
\begin{aligned}
\int_{G} \Delta \varphi(\psi \mathbf{v} \cdot \nabla \varphi) & \geqq \int_{G} \frac{1}{2} \operatorname{div}(\psi \mathbf{v})|\nabla \varphi|^{2}-\left(\psi \mathbf{v}^{i}\right)_{j} \varphi_{j} \varphi_{i}+\int_{S_{1}} \frac{1}{2} \boldsymbol{v} \cdot \mathbf{v}|\nabla \varphi|^{2} \psi \\
& \geqq \int_{G} \frac{1}{2} \operatorname{div}(\psi \mathbf{v})|\nabla \varphi|^{2}-\left(\psi \mathbf{v}^{i}\right)_{j} \varphi_{j} \varphi_{i},
\end{aligned}
$$

provided $\psi \geqq 0$, because $\boldsymbol{v} \cdot \mathbf{v} \geqq 0$ on $S_{1}$.

Let $\varepsilon>0$ and define

$$
\sigma_{\varepsilon}^{+}(s)= \begin{cases}1, & s>\varepsilon \\ s / \varepsilon, & 0 \leqq s \leqq \varepsilon \\ 0, & s<0\end{cases}
$$

If we let $\psi \in \sigma_{\varepsilon}^{+}\left(|\mathbf{v}|^{2}-\varepsilon\right)$, then the above calculations are valid, and $\psi \mathbf{v} \rightarrow \mathbf{v}$ boundedly in $\bar{G}$ as $\varepsilon \downarrow 0$. We calculate

$$
\partial_{j}\left(\psi \mathbf{v}^{i}\right)=\frac{2 \mathbf{v} \cdot \mathbf{v}_{j} \mathbf{v}^{i}}{\varepsilon} \chi_{\left\{0 \leqq \mid \mathbf{v}^{2}-\varepsilon \leqq \varepsilon\right\}}+\psi \mathbf{v}_{j}^{i} .
$$

Both terms remain bounded and the sum tends to $\mathbf{v}_{j}^{i}$ a.e. as $\varepsilon \downarrow 0$. We apply the dominated convergence theorem to verify

$$
\begin{align*}
\int_{G} \Delta \varphi(\mathbf{v} \cdot \boldsymbol{\nabla} \varphi) & \geqq \int_{G} \frac{1}{2} \operatorname{div}(\mathbf{v})|\nabla \varphi|^{2}-\mathbf{v}_{j}^{i} \varphi_{i} \varphi_{j} \\
& \geqq-K(\mathbf{v}) \int_{G}|\boldsymbol{\nabla} \varphi|^{2} . \tag{3.9}
\end{align*}
$$

We return now to estimate (3.8). Using (3.9), we have

$$
0 \geqq \int_{G}|\nabla \varphi|^{2}-\lambda K(\mathbf{v})|\nabla \varphi|^{2} \geqq \frac{1}{2}\|\varphi\|_{V}^{2}
$$

provided $\lambda K(\mathbf{v}) \leqq \frac{1}{2}$. We conclude that $\varphi \equiv 0$; hence $w_{1}=w_{2}$.
Proof of existence. It is convenient to work with temperature rather than with enthalpy when proving existence of solutions. Let $\beta=\alpha^{-1}$ and assume for the moment that $\beta$ is Lipschitz with Lipschitz constant $\mu$. We begin by establishing estimates which are independent of $\mu$.

Let $u=\alpha(w)$, so $w=\beta(u)$. Then $w \in D\left(\mathscr{A}_{2}\right)$ is a solution to (3.4) if and only if

$$
\begin{gather*}
u-g_{1} \in V,  \tag{3.10a}\\
\mathbf{v} \beta(u)-\nabla u \in \mathscr{E}, \tag{3.10b}
\end{gather*}
$$

and

$$
\begin{equation*}
b(u, v)=\langle f, v\rangle \quad \text { for all } v \in V, \tag{3.10c}
\end{equation*}
$$

where $b(u, v) \equiv \int_{G}[\beta(u)(v-\lambda \mathbf{v} \cdot \nabla v)+\lambda \nabla u \cdot \nabla v]+\lambda\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \gamma_{0}(v)\right\rangle$.
Lemma. If $f \in L^{\infty}$ and $u$ satisfies (3.10), then

$$
\min \left\{\underset{G}{\operatorname{ess} \inf }(f), K_{1}\right\} \leqq \beta(u) \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }(f), K_{2}\right\} \quad \text { a.e. in } G .
$$

Proof. We shall establish the right inequality; the left inequality is proved in a similar manner.

Let $K$ be chosen so that $\beta(K) \geqq K_{2}$, and set $v=\sigma_{\varepsilon}^{+}(u-K)$. Then $v \in V$ (cf. [6, p. 54]) and

$$
\begin{aligned}
\int_{G}(f-\beta(K)) v=\int_{G} & {[(\beta(u)-\beta(K)) v-\lambda \mathbf{v}[\beta(u)-\beta(K)] \cdot \nabla v+\lambda \nabla(u-K) \cdot \nabla v] } \\
& -\lambda \int_{G}[\mathbf{v} \beta(K) \cdot \nabla v]+\lambda\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \gamma_{0}(v)\right\rangle .
\end{aligned}
$$

We calculate

$$
\nabla v=(\nabla(u-K) / \varepsilon) \chi_{E_{\varepsilon}} \quad \text { a.e. in } G,
$$

where $\chi_{E_{\varepsilon}}$ is the characteristic function of the set $E_{\varepsilon}=\{x \in G \mid 0<u(x)-K<\varepsilon\}$. If we integrate the term in the second integral on the right by parts, we get

$$
\begin{aligned}
\left\|(f-\beta(K))^{+}\right\|_{L^{1}} & \geqq \int_{G}(f-\beta(K)) \sigma_{\varepsilon}^{+}(u-K) \\
\geqq & \int_{G}\left[(\beta(u)-\beta(K)) v-\lambda \mathbf{v}\left[\frac{\beta(u)-\beta(K)}{\varepsilon}\right] \nabla(u-K) \chi_{E_{\varepsilon}}\right. \\
& +\lambda \beta(K) \operatorname{div}(\mathbf{v}) v]
\end{aligned}
$$

The boundary term is nonnegative since $v \in V, v \geqq 0, \beta(K) \geqq M, \mathbf{v} \cdot \nu \beta(K) \leqq 0$ on $S_{2}$, and condition (3.3) holds. We let $\varepsilon \downarrow 0$. Since $\beta$ is Lipschitz, the second term on the right is dominated by a constant times a function which goes to zero boundedly on $G$. Hence this term tends to zero. The third term on the right is nonnegative since $v \geqq 0, \beta(K) \geqq 0$ and $\operatorname{div}(v) \geqq 0$ a.e. in $G$. Finally, as $\varepsilon \downarrow 0, v$ tends to $\operatorname{sgn}_{0}^{+}(u-K)=$ $\operatorname{sgn}_{0}^{+}(\beta(u)-\beta(K))$ boundedly a.e. in $G$, so

$$
\left\|(f-\beta(K))^{+}\right\|_{L^{1}} \geqq\left\|(\beta(u)-\beta(K))^{+}\right\|_{L^{1}} .
$$

The lemma now follows by choosing $\beta(K)=\max \left\{\operatorname{ess} \sup _{G}(f), K_{2}\right\}$.
Let $\mathscr{B}: V \rightarrow V^{*}$, the dual of $V$, be the operator defined by

$$
(\mathscr{B} y, v)_{V^{*}, v}=b\left(y+g_{1}, v\right) .
$$

If we prove that $\mathscr{B}$ is bounded, coercive, and Type- $M$, then there is a solution $y \in V$ to

$$
(\mathscr{B} y, v)_{V^{*}, v}=\langle f, v\rangle \quad \text { for all } v \in V
$$

(cf. [7]). The function $y+g_{1} \equiv u$ is then the solution to (3.10).
We begin by estimating

$$
\begin{array}{r}
\left|(\mathscr{B} y, v)_{V^{*}, V}\right|=\left|b\left(y+g_{1}, v\right)\right| \leqq\left\|\beta\left(y+g_{1}\right)\right\|_{L^{2}} \cdot K\|v\|_{V} \\
+\lambda\left\|y+g_{1}\right\|_{V} \cdot\|v\|_{V}+\lambda\left\|\mathbf{g}_{2}\right\|_{\mathscr{E}} \cdot\|v\|_{v},
\end{array}
$$

where $1+\lambda\|\mathbf{v}\|_{L^{\infty}}=K$. Since $\beta$ is Lipschitz and $\beta(0)=0$,

$$
\left\|\beta\left(y+g_{1}\right)\right\|_{L^{2}} \leqq \mu\left\|y+g_{1}\right\|_{L^{2}} \leqq \mu C\left\|y+g_{1}\right\|_{V},
$$

where $C$ depends only on $G$ (by Poincare's lemma). We conclude that $\mathscr{B}$ is bounded.
Next, we observe that if $y_{n} \rightarrow y$ (converges weakly) in $V$, then $y_{n} \rightarrow y$ in $L^{2}$ and $\beta\left(y_{n}+g_{1}\right) \rightarrow \beta\left(y+g_{1}\right)$ in $L^{2}$ since $\beta$ is Lipschitz. We conclude from the definition of $\mathscr{B}$ that $\mathscr{B}$ is weakly continuous, hence Type- $M$.

Finally, we want to prove that $\mathscr{B}$ is coercive. For $v \in V$, we have

$$
\begin{aligned}
(\mathscr{B}(v), v)_{v^{*}, v}=\int_{G} & {\left[\beta\left(v+g_{1}\right)\left(v+g_{1}-\lambda \mathbf{v} \cdot \nabla\left(v+g_{1}\right)\right)+\lambda \nabla\left(v+g_{1}\right) \cdot \nabla v\right] } \\
& -\int_{G}\left[\beta\left(v+g_{1}\right)\left(g_{1}-\lambda \mathbf{v} \cdot \nabla g_{1}\right)\right]+\lambda\left\langle\gamma_{\nu}\left(g_{2}\right), \gamma_{0}(v)\right\rangle .
\end{aligned}
$$

Let $B: \mathbb{R} \rightarrow \mathbb{R}$ be the antiderivative of $\beta$ with $B(0)=0$. Then $B(s) \geqq 0$ for all $s$ since $\beta$
is nondecreasing and $\beta(0)=0$. Also,

$$
\begin{aligned}
-\lambda \int_{V} \mathbf{v} \beta\left(v+g_{1}\right) \cdot \nabla\left(v+g_{1}\right) & =-\lambda \int_{G} \mathbf{v} \cdot \nabla B\left(v+g_{1}\right) \\
& =-\lambda\left\langle\gamma_{\nu}(\mathbf{v}), \gamma_{0}\left(B\left(v+g_{1}\right)\right)\right\rangle+\lambda \int_{G} \operatorname{div}(\mathbf{v}) B\left(v+g_{1}\right)
\end{aligned}
$$

provided $\beta\left(v+g_{1}\right) \in L^{\infty}(G)$ (so that $B\left(v+g_{1}\right) \in H^{1}$ ). In this case, the rightmost side is given by

$$
-\lambda \int_{S} \mathbf{v} \cdot v B\left(v+g_{1}\right)+\lambda \int_{G} \operatorname{div}(\mathbf{v}) B\left(v+g_{1}\right) \geqq-\lambda \int_{S_{1}} \mathbf{v} \cdot v B\left(g_{1}\right)
$$

since $\mathbf{v} \cdot v \leqq 0$ on $S_{2}$ and $\operatorname{div}(\mathbf{v}), B\left(v+g_{1}\right) \geqq 0$. This estimate now follows for all $v \in V$ by approximation.

With this estimate we have

$$
\begin{equation*}
(\mathscr{B}(v), v)_{v^{*}, v} \geqq c\left\|v+g_{1}\right\|_{L^{2}}^{2}+\frac{\lambda}{2}\|v\|_{v}^{2}-K\left(\left\|\beta\left(v+g_{1}\right)\right\|_{L^{2}}+1\right), \tag{3.11}
\end{equation*}
$$

where $\beta(s) s \geqq c s^{2}$ (since $\alpha=\beta^{-1}$ is Lipschitz) and $K$ is independent of $\mu$. From this estimate, it is easy to see that $(\mathscr{B}(v), v)_{v^{*}, v} /\|v\|_{v} \rightarrow \infty$ as $\|v\|_{V} \rightarrow \infty$; hence $\mathscr{B}$ is coercive.

We require one further estimate before we consider the case of non-Lipschitz $\beta$. Suppose $u_{1}$ and $u_{2}$ satisfy (3.10) with $f$ replaced, respectively, with $f_{1}$ and $f_{2}$. Then

$$
\int_{G}\left(f_{1}-f_{2}\right) v=\int_{G}\left[\beta\left(u_{1}\right)-\beta\left(u_{2}\right)\right][v-\lambda v \cdot \nabla v]+\lambda \nabla\left(u_{1}-u_{2}\right) \cdot \nabla v
$$

for all $v \in V$. We take $v=\sigma_{\varepsilon}^{+}\left(u_{1}-u_{2}\right)$, let $\varepsilon \downarrow 0$ and argue as in the previous lemma to get

$$
\begin{equation*}
\left\|\left(f_{1}-f_{2}\right)^{+}\right\|_{L^{1}} \geqq\left\|\left(\beta\left(u_{1}\right)-\beta\left(u_{2}\right)\right)^{+}\right\|_{L^{1}}, \tag{3.12}
\end{equation*}
$$

since $\left[\beta\left(u_{1}\right)-\beta\left(u_{2}\right)\right] \operatorname{sgn}_{0}^{+}\left(u_{1}-u_{2}\right)=\left(\beta\left(u_{1}\right)-\beta\left(u_{2}\right)\right)^{+}$.
Theorem 1 is now proved in the case of Lipschitz $\beta=\alpha^{-1}$. Notice that we have not made use of the uniqueness of solutions to (3.4) yet; uniqueness in this case follows from (3.5), which we have obtained independently from the uniqueness proof. Our development in $\S 2$, however, indicates that $\beta=\alpha^{-1}$ is not a function, since $\alpha^{\prime}(s)=0$ for $s$ belonging to the interval corresponding to the energy during a phase change. We suppose now, therefore, that $\beta$ is not Lipschitz and set

$$
\alpha_{\mu}(s)=\alpha(s)+\frac{s}{\mu}
$$

and

$$
\beta_{\mu}(s)=\alpha_{\mu}^{-1}(s) .
$$

Then $\beta_{\mu}$ is Lipschitz with Lipschitz constant $\leqq \mu$ and $\left|\beta_{\mu}(s)\right| \leqq\left|\beta_{0}(s)\right|$ for all $s$. Let $u_{\mu}$ denote the solution to (3.10) with $\beta$ replaced by $\beta_{\mu}$. Then

$$
\left\|\beta_{\mu}\left(u_{\mu}\right)\right\|_{L^{\infty}} \leqq \max \left\{-K_{1}, K_{2},\|f\|_{L^{\infty}}\right\}
$$

uniformly in $\mu$ by our lemma, and from our calculation (3.11) we see that $\left\|u_{\mu}\right\|_{V}$ must
also be uniformly bounded. Choose a sequence $\left\{\mu_{k}\right\}$ tending to $+\infty$ so that

$$
\begin{aligned}
& u_{\mu_{k}} \rightarrow u \text { in } V, \\
& u_{\mu_{k}} \rightarrow u \text { in } L^{2},
\end{aligned}
$$

and

$$
\beta_{u_{k}}\left(u_{\mu_{k}}\right) \rightharpoonup w \text { in } L^{2} .
$$

To prove that $\alpha(w)=u$, let $w_{k}=\beta_{\mu_{k}}\left(u_{\mu_{k}}\right)$. Then

$$
\alpha\left(w_{k}\right)=\alpha_{\mu_{k}}\left(w_{k}\right)-\frac{\left(w_{k}\right)}{\mu_{k}}=u_{\mu_{k}}-\frac{w_{k}}{\mu_{k}},
$$

which tends to $u$ as $k \rightarrow \infty$ since $\left\|w_{k}\right\|_{L^{\infty}}$ is bounded. We have

$$
\begin{aligned}
\|\alpha(w)-u\|_{L^{2}} & \leqq\left\|\alpha(w)-\alpha\left(w_{k}\right)\right\|_{L^{2}}+\left\|\alpha\left(w_{k}\right)-u_{\mu_{k}}\right\|_{L^{2}}+\left\|u_{\mu_{k}}-u\right\|_{L^{2}} \\
& =\left\|\alpha(w)-\alpha\left(w_{k}\right)\right\|_{L^{2}}+1 / \mu_{k}\left\|w_{k}\right\|_{L^{2}}+\left\|u_{\mu_{k}}-u\right\|_{L^{2}} .
\end{aligned}
$$

The last two terms tend to zero as $k \rightarrow \infty$. Since $\alpha$ is nondecreasing and Lipschitz, there is a constant $c>0$ so that

$$
\left\|\alpha(w)-\alpha\left(w_{k}\right)\right\|_{L^{2}}^{2} \leqq c \int\left(w-w_{k}\right)\left(\alpha(w)-\alpha\left(w_{k}\right)\right)
$$

Since $w_{k} \rightharpoonup w$ and $\alpha\left(w_{k}\right) \rightarrow u$ in $L^{2}$, this term tends to zero as well. The function $w$ is the solution to (3.4) since $u$ is the solution to (3.10). We know that the solution $w$ is unique (!); hence every subsequence $\left\{u_{\mu_{k}}\right\}$ converges to $u$ weakly in $V$ and every subsequence $\left\{\beta_{\mu_{k}}\left(u_{u_{k}}\right)\right\}$ converges to $w$ weakly in $L^{2}$. This convergence is enough to guarantee that estimate (3.12) and the result of the lemma remain valid upon passage to the limit; hence (3.5) and (3.6) follow, and the theorem is proved.

Corollary. The operator $\mathscr{A} \equiv \overline{\mathscr{A}}_{2}^{L^{1} \times L^{1}}$ (the closure in $L^{1} \times L^{1}$ of the graph of $\mathscr{A}_{2}$ ) is m-accretive.

Proof. The closure of an accretive operator is accretive, so we need only prove the existence of solutions $w \in D(\mathscr{A})$ to

$$
w+\lambda \mathscr{A}(w) \ni f
$$

for any choice of $f \in L^{1}$ and $\lambda>0$. Define

$$
f_{n}(x)= \begin{cases}n, & f(x)>n \\ f(x), & -n \leqq f(x) \leqq n \\ -n, & f(x)<-n\end{cases}
$$

Then $f_{n} \in L^{\infty}, f_{n} \rightarrow f$ in $L^{1}$ and there is a solution $w_{n} \in D\left(\mathscr{A}_{2}\right)$ to (3.4) with $f$ replaced by $f_{n}$. Since

$$
\left\|w_{n}-w_{m}\right\|_{L^{1}} \leqq\left\|f_{n}-f_{m}\right\|_{L^{1}}
$$

the sequence $\left\{w_{n}\right\}$ is Cauchy in $L^{1}$. If $w_{n} \rightarrow w$, then the pairs [ $\left.w_{n},\left(f_{n}-w_{n}\right) / \lambda\right] \in \mathscr{A}_{2}$ converge in $L^{1} \times L^{1}$ to $[w,(f-w) / \lambda] \in \mathscr{A}$, and we have our solution.
4. Weak solutions. There is a unique integral solution $w \in C\left([0, T] ; L^{1}\right)$ to the Cauchy problem (3.1) by Benilan's theorem. We shall now prove that $w$ satisfies (3.2) for all appropriate testing functions $\varphi$.

Theorem 2. Let $w(t) \in C\left([0, T] ; L^{1}\right)$ be the solution to (3.1) and assume $w_{0} \in$ $L^{\infty} \cap D(\mathscr{A})$. Then $w(t)$ satisfies

$$
\begin{aligned}
\min \left\{\underset{G}{\operatorname{ess} \inf }\left(w_{0}\right), K_{1}\right\}+\int_{0}^{t} \operatorname{essinf}\left(g^{-}(s)\right) d s & \leqq w(t) \\
& \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }\left(w_{0}\right), K_{2}\right\} \\
& +\int_{0}^{t} \underset{G}{\operatorname{ess} \sup }\left(g^{+}(s)\right) d s \text { a.e. in } G .
\end{aligned}
$$

By interpolation, $w(t)$ is continuous into $L^{p}$ for $1 \leqq p<\infty$. If $g(t) \equiv g \in L^{\infty}$, then $\alpha(w)-$ $g_{1} \in L^{2}(0, T ; V)$, and $w(t)$ satisfies (3.2) for all $\varphi \in C^{1}\left([0, T] ; L^{2}\right) \cap L^{2}((0, T) ; V)$. If $g(t) \in L^{1}\left((0, T) ; L^{\infty}\right)$, then $\alpha(w)$ may fail to belong to $L^{2}\left(0, T ; H^{1}\right)$, but $w(t)$ satisfies

$$
\begin{align*}
& \int_{0}^{T}\langle g, \varphi\rangle+\left\langle w, \frac{d \varphi}{d t}+\mathbf{v} \cdot \nabla \varphi\right\rangle+\langle\alpha(w), \Delta \varphi\rangle d t \\
& \quad=\langle w(T), \varphi(T)\rangle-\langle w(0), \varphi(0)\rangle+\int_{0}^{T}\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \nu_{0}(\varphi)\right\rangle+\left\langle\gamma_{\nu}(\nabla \varphi), \gamma_{0}\left(g_{1}\right)\right\rangle \tag{4.2}
\end{align*}
$$

for all $\varphi \in C^{1}\left([0, T] ; L^{2}\right) \cap L^{2}\left((0, T) ; V \cap H^{2}\right)$ with $\partial \varphi(t) / \partial \nu=0$ on $S_{2}$.
Proof. We consider first the case $g(t) \equiv g \in L^{\infty}$. The operator $\mathscr{A}_{g}$ defined on $D(\mathscr{A})$ by

$$
\mathscr{A}_{g}(w)=\mathscr{A}(w)-g
$$

is $m$-accretive in $L^{1} \times L^{1}$. The integral solution to (3.1) in this case is obtained using the Crandall-Liggett generation theorem for the operator $\mathscr{A}_{g}$ (cf. [1, Chap. 3]). Let $I: L^{1} \rightarrow L^{1}$ be the identity and for $\lambda>0$ let $J_{\lambda} \equiv\left(I+\lambda \mathscr{A}_{g}\right)^{-1}$ be the resolvent of $\mathscr{A}_{g}$. Since $\mathscr{A}_{g}$ is $m$-accretive, $J_{\lambda}$ is a contraction on $L^{1}$. If $[t]$ denotes the greatest integer less than or equal to $t$,

$$
w(t)=\lim _{n \rightarrow \infty} J_{1 / n}^{[n]}\left(w_{0}\right),
$$

where convergence is uniform in $L^{1}$ for $0 \leqq t \leqq T$. We calculate

$$
f=J_{\lambda}(w) \Leftrightarrow f+\lambda \mathscr{A}(f)-\lambda g \ni w \Leftrightarrow f+\lambda \mathscr{A}(f) \ni w+\lambda g .
$$

By (3.6),

$$
\min \left\{\underset{G}{\operatorname{ess} \inf }\left(w_{0}+\lambda g\right), K_{1}\right\} \leqq J_{\lambda}\left(w_{0}\right) \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }\left(w_{0}+\lambda g\right), K_{2}\right\}
$$

a.e. in $G$. We iterate this estimate and use

$$
\max \left\{\operatorname{ess} \sup \left(w_{0}+\lambda g\right), K_{2}\right\} \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }\left(w_{0}\right), K_{2}\right\}+\lambda \text { ess sup }\left(g^{+}\right)
$$

to get

$$
\begin{aligned}
\min & \left\{\underset{G}{\operatorname{ess} \inf }\left(w_{0}\right), K_{1}\right\}+\lambda[t n] \underset{G}{\operatorname{ess} \inf }\left(g^{-}\right) \\
& \leqq J_{\lambda}^{[t n]}\left(w_{0}\right) \leqq \max \left\{\underset{G}{\operatorname{ess} \sup }\left(w_{0}\right), K_{2}\right\}+\lambda[t n] \underset{G}{\operatorname{ess} \sup }\left(g^{+}\right) .
\end{aligned}
$$

Let $\lambda=1 / n$ and let $n \rightarrow \infty$ to obtain (4.1).

Since $w_{0} \in L^{\infty}, J_{\lambda}\left(w_{0}\right) \in D\left(\mathscr{A}_{2}\right)$, the domain of our original operator in $L^{2}$. Let us define

$$
w_{n}(t)=J_{1 / n}^{[t n]}\left(w_{0}\right) \in D\left(\mathscr{A}_{2}\right) .
$$

Then $w_{n}(t)$ converges uniformly in $L^{1}$ (and in $L^{2}$ by interpolation) to the solution $w(t)$. Notice that since $\alpha$ is Lipschitz, $\alpha\left(w_{n}(t)\right)$ converges uniformly in $L^{2}$ to $\alpha(w(t))$. Moreover,

$$
w_{n}\left(t+\frac{1}{n}\right)=J_{1 / n}^{[t n]+1}\left(w_{0}\right)=J_{1 / n} J_{1 / n}^{[t n]}\left(w_{0}\right)=J_{1 / n}\left(w_{n}(t)\right),
$$

and consequently,

$$
\begin{equation*}
n\left(w_{n}\left(t+\frac{1}{n}\right)-w_{n}(t)\right)=-\left(\mathscr{A}_{2}\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g\right) . \tag{4.3}
\end{equation*}
$$

The function $\alpha\left(w_{n}(t+1 / n)\right)-g_{1} \in V$, so

$$
\begin{aligned}
\left\langle\mathscr{A}_{2}\right. & \left.\left(w_{n}\left(t+\frac{1}{n}\right)\right), \alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right\rangle \\
= & \left\|\alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right\|_{V}^{2}+\left\langle\nabla g_{1}, \nabla\left(\alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right)\right\rangle \\
& -\left\langle v w_{n}\left(t+\frac{1}{n}\right), \nabla\left(\alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right)\right\rangle \\
= & -\left\langle n\left(w_{n}\left(t+\frac{1}{n}\right)-w_{n}(t)\right)-g, \alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right\rangle .
\end{aligned}
$$

It is a consequence of the Crandall-Liggett generation theorem that

$$
\begin{equation*}
n\left\|w_{n}\left(t+\frac{1}{n}\right)-w_{n}(t)\right\|_{L^{1}} \leqq \sqrt{2}\left\|\mathscr{A}_{g} w_{0}\right\|_{L^{1}} . \tag{4.4}
\end{equation*}
$$

Since $g_{1} \in L^{\infty} \cap H^{1}$, it follows from the uniform boundedness of $\alpha\left(w_{n}\right)$ that

$$
\left\|\alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right)-g_{1}\right\|_{V}^{2} \leqq K\left(\left\|\mathscr{A}_{g} w_{0}\right\|_{L^{1}}+1\right)
$$

by an application of Hölder's inequality. The constant $K$ is independent of $n$. We let $n \rightarrow \infty$. Then some (indeed, every) subsequence of $\alpha\left(w_{n}(t+1 / n)\right)$ converges weakly in $H^{1}$ to $\alpha(w(t))$, so $\alpha(w) \in L^{\infty}\left([0, T] ; H^{1}\right)$ and $\alpha(w(t))-g_{1} \in V$ for almost every $t \in$ $[0, T]$. We conclude that $\alpha\left(w_{n}(t+1 / n)\right)-g_{1}$ converges weakly to $\alpha(w(t))-g_{1}$ in $L^{2}([0, T] ; V)$.

From (4.3) and the definition of $\mathscr{A}_{2}$, we have

$$
\begin{array}{rl}
\int_{0}^{T-1 / n} & n\left\langle w_{n}\left(t+\frac{1}{n}\right)-w_{n}(t), \varphi(t)\right\rangle d t \\
= & \int_{0}^{T-1 / n}\left[-\left\langle\gamma_{\nu},\left(\mathbf{g}_{2}\right), \gamma_{0}(\varphi(t))\right\rangle\right.  \tag{4.5}\\
& \left.\quad+\left\langle\mathbf{v} w_{n}\left(t+\frac{1}{n}\right)-\nabla \alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right), \nabla \varphi(t)\right\rangle+\langle g, \varphi(t)\rangle\right] d t .
\end{array}
$$

We perform the standard change of variables on the right so that the difference quotients are on $\varphi$ rather than $w_{n}$, take the limit as $n \rightarrow \infty$ and use the convergence properties of $w_{n}, \alpha\left(w_{n}\right)$ and the smoothness of $\varphi$ to obtain (3.2).

If $g(t)$ is a step function, then we obtain the integral solution $w(t)$ to (3.1) by successively solving

$$
\frac{d w(t)}{d t}+\mathscr{A}(w(t)) \ni g(t), \quad T_{j}<t \leqq T_{j+1}
$$

where $g$ is constant on the interval $\left(T_{j}, T_{j+1}\right)$ and $w(0)=w_{0}$. It is obvious that equation (4.1) continues to hold in this case. If the test function $\varphi(t)$ satisfies $\partial \varphi(t) / \partial \nu=0$ on $S_{2}$ for all $t \in[0, T]$, then (4.5) is equivalent to

$$
\begin{aligned}
& \int_{0}^{T-1 / n} n\left\langle w_{n}\left(t+\frac{1}{n}\right)-w_{n}(t), \varphi(t)\right\rangle d t \\
&=-\int_{0}^{T-1 / n} {\left[\left\langle\gamma_{\nu}\left(\mathbf{g}_{2}\right), \gamma_{0}(\varphi(t))\right\rangle+\left\langle\gamma_{\nu}(\nabla \varphi(t)), \gamma_{0}\left(g_{1}\right)\right\rangle\right.} \\
&\left.\quad-\left\langle v w_{n}\left(t+\frac{1}{n}\right), \nabla \varphi(t)\right\rangle-\left\langle\alpha\left(w_{n}\left(t+\frac{1}{n}\right)\right), \Delta \varphi(t)\right\rangle-\langle g, \varphi(t)\rangle\right] d t .
\end{aligned}
$$

Letting $n \rightarrow \infty$ and arguing as in the previous case, we obtain (4.2).
Finally, if $g \in L^{1}\left([0, T] ; L^{\infty}\right)$ is arbitrary, then we obtain our results by approximating $g$ by step functions and noting that the approximating solutions satisfy (4.1) and (4.2). These solutions converge uniformly in $L^{1}\left([0, T] ; L^{1}\right)$ and are uniformly bounded in $L^{\infty}$; hence they converge weakly in $L^{2}\left([0, T] ; L^{2}\right)$ by the dominated convergence theorem. Under these conditions, (4.1) and (4.2) continue to hold for the solution to (3.1)
5. Uniqueness of weak solutions. If the solution $w(t)$ to (3.2) is Lipschitz into $L^{1}$ and bounded into $L^{\infty}$, then by interpolation it is Hölder continuous into $L^{p}, 1 \leqq p<\infty$, with Hölder exponent $1 / p$. A sufficient condition for $w(t)$ to be Lipschitz is to have $g(t) \in W^{1,1}\left([0, T] ; L^{1}\right)$ and $w_{0} \in D(\mathscr{A})(c f .[1, \mathrm{p} .131]$; the relevant part of the theorem is true in any Banach space). We now prove the uniqueness of Hölder continuous solutions to (3.2).

Theorem 3. Let $T_{0} \in \mathbb{R}$ be any point for which both $w_{1}$ and $w_{2}$ are Hölder continuous from $\left[0, T_{0}\right]$ into $L^{2}$ and assume that $w_{1}(0)=w_{2}(0)$ a.e. in $G$ and both $w_{1}$ and $w_{2}$ satisfy (3.2) for all $\varphi \in C^{1}\left(\left[0, T_{0}\right] ; L^{2}\right) \cap L^{2}\left(\left[0, T_{0}\right] ; V\right)$. Then

$$
w_{1}\left(T_{0}\right)=w_{2}\left(T_{0}\right) \quad \text { a.e. in } G .
$$

Proof. For all $T \leqq T_{0}$ and $\varphi \in C^{1}\left([0, T] ; L^{2}\right) \cap L^{2}([0, T] ; V)$,

$$
\begin{aligned}
\left\langle w_{1}(T)\right. & \left.-w_{2}(T), \varphi(T)\right\rangle \\
\quad & =\int_{0}^{T}\left\langle w_{1}-w_{2}, \frac{d \varphi}{d t}+\mathbf{v} \cdot \nabla \varphi\right\rangle-\left\langle\nabla\left(\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right)\right), \nabla \varphi\right\rangle \\
\quad & \int_{0}^{T} 2 K\left\langle w_{1}-w_{2}, \varphi\right\rangle+\left\langle w_{1}-w_{2}, \frac{d \varphi}{d t}+\mathbf{v} \cdot \nabla \varphi-2 K \varphi\right\rangle-\left\langle\nabla\left(\alpha\left(w_{1}\right)-\alpha\left(w_{2}\right)\right), \nabla \varphi\right\rangle,
\end{aligned}
$$

where $K \geqq K(v)$, the constant defined in (3.9). This equation is equivalent to

$$
\begin{aligned}
& \left\langle w_{1}(T)-w_{2}(T), \varphi(T)\right\rangle \\
& =\int_{0}^{T} e^{2 K(T-t)}\left[\left\langle w_{1}(t)-w_{2}(t), \frac{d \varphi(t)}{d t}+\mathbf{v} \cdot \nabla \varphi(t)-2 K \varphi(t)\right\rangle\right. \\
& \left.-\left\langle\nabla\left(\alpha\left(w_{1}\right)(t)-\alpha\left(w_{2}\right)(t)\right), \nabla \varphi(t)\right\rangle\right] d t .
\end{aligned}
$$

In fact, this second equation follows from the first by the usual variation of parameters formula for solutions of nonhomogeneous, first order ordinary differential equations. Theorem 3 follows by choosing an appropriate testing function $\varphi(t)$.

Let $c=\|\alpha\|_{\text {Lip }}^{-1}$ and define the linear operator $\mathscr{L}$ by

$$
D(\mathscr{L})=\left\{v \in V \mid \Delta v \in L^{2},\left\langle\gamma_{\nu}(\nabla v), \gamma_{0}(\psi)\right\rangle=0 \quad \text { for all } \psi \in V\right\}
$$

and

$$
\mathscr{L}(v)=-2 K v+\mathbf{v} \cdot \nabla v+\Delta v / c
$$

Then $-\mathscr{L}$ is elliptic, and for all $v \in D(\mathscr{L})$ and $\psi \in V$,

$$
\langle-\mathscr{L} v, \psi\rangle=\int_{G} \nabla v \cdot \nabla \psi / c-\mathrm{v} \cdot \nabla v \psi+2 K v \psi .
$$

Notice that $-\mathscr{L}$ is $V$-coercive since

$$
\begin{aligned}
\langle-\mathscr{L} v, v\rangle & =\frac{\|v\|_{V}^{2}}{c}+\int_{G} 2 K(v)^{2}-\frac{1}{2} \mathbf{v} \cdot \nabla\left(v^{2}\right) \\
& =\frac{\|v\|_{V}^{2}}{c}+\int_{G} 2 K(v)^{2}+\frac{1}{2} \operatorname{div}(\mathbf{v})\left(v^{2}\right)-\frac{1}{2} \int_{S} \mathbf{v} \cdot \nu\left(v^{2}\right) \\
& \geqq \frac{\|v\|_{V}^{2}}{c}
\end{aligned}
$$

by the choice of boundary conditions on $v$.
Since $w_{1}, w_{2}, \alpha\left(w_{1}\right)$ and $\alpha\left(w_{2}\right)$ are Hölder continuous into $L^{2}$, the backward heat equation

$$
\begin{aligned}
& \frac{d \varphi(t)}{d t}+\mathscr{L}_{\varphi}(t)=\left(w_{1}(t)-w_{2}(t)\right)-c\left(\alpha\left(w_{1}(t)\right)-\alpha\left(w_{2}(t)\right)\right), \quad 0 \leqq t \leqq T, \\
& \varphi(T)=\varphi_{T}
\end{aligned}
$$

with $\varphi_{T} \in D(\mathscr{L})$, is well posed. In fact, the theory of analytic semigroups provides a strong solution $\varphi(t) \in C^{1}\left([0, T] ; L^{2}\right) \cap D(\mathscr{L})$ for all $t \in[0, T]$ (cf. [9]). We observe that

$$
\begin{array}{r}
\|\varphi(t)\|_{V}^{2}=c\left[\left\langle\frac{d \varphi(t)}{d t}+\mathbf{v} \cdot \nabla \varphi(t)+c\left(\alpha\left(w_{1}(t)\right)-\alpha\left(w_{2}(t)\right)\right)-\left(w_{1}(t)-w_{2}(t)\right), \varphi(t)\right\rangle\right. \\
\left.-2 K\|\varphi(t)\|_{L^{2}}^{2}\right] .
\end{array}
$$

Since $\varphi \in C^{1}\left([0, T] ; L^{2}\right)$ and $w_{1}, w_{2}, \alpha\left(w_{1}\right)$ and $\alpha\left(w_{2}\right)$ are continuous into $L^{2}$, we conclude, using Hölder's inequality, that $\|\varphi(\cdot)\|_{V}$ is uniformly bounded on [0, T]; hence $\varphi \in L^{2}([0, T] ; V)$.

With this testing function, we have

$$
\begin{aligned}
& \left\langle w_{1}(T)-w_{2}(T), \varphi_{T}\right\rangle \\
& \begin{aligned}
&=\int_{0}^{T} e^{2 K(T-t)}\left[\left\langlew_{1}(t)-w_{2}(t)-c\left(\alpha\left(w_{1}(t)\right)\right.\right.\right.\left.\left.-\alpha\left(w_{2}(t)\right)\right), \frac{d \varphi(t)}{d t}+\mathbf{v} \cdot \nabla \varphi(t)-2 K \varphi(t)\right\rangle \\
&\left.+c\left\langle\alpha\left(w_{1}(t)\right)-\alpha\left(w_{2}(t)\right), \frac{d \varphi(t)}{d t}+\mathscr{L}(\varphi(t))\right\rangle\right] \\
&=\int_{0}^{T} e^{2 K(T-t)}\left[\left\langle\frac{d \varphi(t)}{d t}+\frac{\Delta \varphi(t)}{c}+\mathbf{v} \cdot \nabla \varphi(t)-2 K \varphi(t), \frac{d \varphi(t)}{d t}+\mathbf{v} \cdot \nabla \varphi(t)-2 K \varphi(t)\right\rangle\right. \\
&\left.+c\left\langle\alpha\left(w_{1}(t)\right)-\alpha\left(w_{2}(t)\right), w_{1}(t)-w_{2}(t)-c\left(\alpha\left(w_{1}(t)\right)-\alpha\left(w_{2}(t)\right)\right)\right\rangle\right] d t .
\end{aligned}
\end{aligned}
$$

The last term on the right is nonnegative since $c=\|\alpha\|_{\text {Lip }}^{-1}$. We conclude that

$$
\begin{aligned}
c\left\langle w_{1}(T)-w_{2}(T), \varphi(T)\right\rangle & \geqq \int_{0}^{T} e^{2 K(T-t)}\left\langle\Delta \varphi(t), \frac{d \varphi(t)}{d t}+\mathbf{v} \cdot \nabla \varphi(t)-2 K \varphi(t)\right\rangle d t \\
& \geqq \int_{0}^{T} e^{2 K(T-t)}\left[\left\langle\Delta \varphi(t), \frac{d \varphi(t)}{d t}\right\rangle+K\|\varphi(t)\|_{V}^{2}\right] d t
\end{aligned}
$$

by (3.9) and the identity $\langle\Delta \varphi,-\varphi\rangle=\|\varphi\|_{V}^{2}$. If we formally integrate the first term by parts, we obtain the identity

$$
\begin{aligned}
\int_{0}^{T} e^{2 K(T-t)}\left\langle\Delta \varphi(t), \frac{d \varphi(t)}{d t}\right\rangle d t= & -\int_{0}^{T} e^{2 K(T-t)} \frac{d}{d t}\|\varphi(t)\|_{V}^{2} / 2 d t \\
= & \frac{e^{2 K(T)}}{2}\|\varphi(0)\|_{V}^{2}-\frac{1}{2}\left\|\varphi_{T}\right\|_{V}^{2} \\
& +\int_{0}^{T} e^{2 K(T-t)}\left(-K\|\varphi(t)\|_{V}^{2}\right) d t .
\end{aligned}
$$

In fact, this formal calculation yields a valid identity as may be verified by considering Riemann sums of the (continuous) integrand. Hence, we may estimate

$$
2 c\left\langle w_{1}(T)-w_{2}(T), \varphi_{T}\right\rangle \geqq-\left\|\varphi_{T}\right\|_{V}^{2}
$$

or

$$
\left\langle w_{1}(T)-w_{2}(T),(-2 c) \varphi_{T}\right\rangle \leqq\left\|\varphi_{T}\right\|_{V}^{2}
$$

for any choice of $\varphi_{T} \in D(\mathscr{L})$. But $D(\mathscr{L})$ is a subspace of $L^{2}(G)$, so if we take $\varepsilon \varphi_{T}$ in place of $\varphi_{T}$, divide by $\varepsilon$ and let $\varepsilon \rightarrow 0$, we get

$$
\left\langle w_{1}(T)-w_{2}(T), \varphi_{T}\right\rangle=0
$$

for all $\varphi_{T} \in D(\mathscr{L})$. Finally, $D(\mathscr{L})$ is dense in $L^{2}$, and we conclude that

$$
w_{1}(T)=w_{2}(T) \quad \text { a.e. in } G
$$
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#### Abstract

In this paper we determine the form of an unknown forcing term $f$ in the equation $\Delta u=\gamma(x, y, u)+f(u)$ from overprescribed boundary data on a domain in $R^{2}$ by reformulating the problem as a fixed point problem in an appropriate function space. Given suitable restrictions on the growth of $f$ and the boundary data we recover a unique $f$.
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1. Introduction. This paper considers the elliptic differential equation

$$
\begin{equation*}
-\Delta u=\gamma(x, y)+f(u) \tag{1.1}
\end{equation*}
$$

defined on bounded open domain $\Omega$ of $\mathbf{R}^{2}$, with smooth boundary $\partial \Omega$. The function $\gamma(x, y)$ is known, but $f(u)$ as well as $u(x, y)$ has to be determined. We shall assume that $\partial \Omega$ can be decomposed into two connected components, $\partial \Omega=\partial \Omega_{1} \cup \partial \Omega_{2}$, and on $\partial \Omega_{1}$ we impose the boundary condition

$$
\begin{equation*}
\alpha \frac{\partial u}{\partial \nu}+\beta u=g_{1}, \quad(x, y) \in \partial \Omega_{1} \tag{1.2}
\end{equation*}
$$

while on $\partial \Omega_{2}$ we give both Dirichlet and Neumann boundary data

$$
\begin{align*}
\frac{\partial u}{\partial \nu} & =g_{2},  \tag{1.3}\\
u & =\theta,
\end{align*} \quad(x, y) \in \partial \Omega_{2} .
$$

Here $\nu$ is the inner normal to the curve $\partial \Omega$.
By this overposing of the data on part of the boundary we hope to recover the pair of functions $\langle u(x, y), f(u)\rangle$. Our result is to show that conditions can be given on the boundary data and the known forcing function $\gamma(x, y)$ in order to obtain a unique function $f(u)$, provided $f(u)$ is, in a sense to be defined, "sufficiently small."

We are thus able to obtain the exact nature of a nonlinear forcing function in Poisson's equation that is subject to a small but unknown perturbation depending only on the function $u(x, y)$. The maximum allowable size of the perturbation will depend on the data and the region $\Omega$. Our method will lead to a construction of the function $f(u)$.

Problems such as the above have received recent attention, and we mention some related work. First however we note that there is an inherent limitation on the form of any right-hand side of (1.1) that can be recovered by measurements made only on the boundary. If $-\Delta u=f(x, y)$, where $f$ depends on $x$ and $y$, then even in this case of a linear equation the function $f$ cannot be determined uniquely no matter what the imposed boundary data. To see this, suppose ( $u_{1}, f_{1}$ ) is a solution of $-\Delta u_{1}=f_{1}$ where both $u_{1}$ and $\partial u_{1} / \partial \nu$ are prescribed on the boundary $\partial \Omega$. Then if $\phi$ is any

[^147]smooth function of compact support in $\Omega$, set $u_{2}=u_{1}+\phi$ and $f_{2}=f_{1}+\Delta \phi$, so that $u_{1}$ and $u_{2}$ agree with all their derivatives on $\partial \Omega$. If the pair $\left(u_{1}, f_{1}\right)$ is a solution, so also is $\left(u_{2}, f_{2}\right)$. Thus one cannot expect uniqueness regardless of how many derivatives of the function $u$ are imposed on the boundary. If, however, one restricts the allowed dependence of the forcing function $f$ in advance then uniqueness results are possible. For example if $\Omega$ is a square and $f=f(x)$ only, then $f$ can be recovered by overposing both Dirichlet and Neumann data on one side. If the function $f$ has a linear dependence on $u$ with proportionality coefficient depending only on one of the space variables, $f=a(x) u$ say, then again $f$ or in this case $a(x)$ can be recovered by conditions of the form (1.2), (1.3) (see [4]). The authors in [7] considered the parabolic equation $u_{t}-\Delta u=f(u)$, and conditions were given on the initialboundary data to guarantee the existence of a unique function $f$, locally in time, but with no restrictions on size. In fact $f(u)$ was restricted only by the requirements of uniqueness for the forwards or direct problem, that is the problem of finding $u$ if the operator and the forcing function were known. The techniques of the present paper will have considerable overlap with those of [7], in that we shall set up a mapping from the space of admissible functions $f(u)$ to the overposed data using an evaluation of (1.1) on the arc $\partial \Omega_{2}$. We shall show that a solution of our problem is equivalent to this map having a fixed point, and accomplish this by showing it to be a contraction on a suitable function space.

We remark that the related inverse problem of finding the unknown function $f(u)$ in $u_{t}-\Delta u=f(u)$, or of finding the conductivity $a(u)$ in $u_{t}-\nabla \cdot a(u) \nabla u=f(u)$ has an extensive literature but the techniques of these papers are different from the ones proposed here; cf. [1], [2], [3], [5], [9].

The plan of this paper is as follows. The next section describes our notation and gives the assumptions on the data. The third section constitutes the main body of the paper and contains the existence and uniqueness result.
2. Notation and assumptions. Denote by $C^{k, \alpha}(D)$ the usual Schauder space of functions whose $k$ th order partial derivatives are Hölder continuous of order $\alpha$, $0<\alpha \leq 1$ on the set $D$. The usual norm on this space we shall denote by $\|\cdots\|_{k, \alpha}$, the set $D$ being usually understood by the context.

We shall assume that the boundary $\partial \Omega$ of $\Omega \subset R_{2}$ is the union of two simply connected arcs $\partial \Omega_{1}$ and $\partial \Omega_{2}$, each of which lie in $C^{2,1}$. It will be convenient to paramerize the segment $\partial \Omega_{2}$ on which both Dirichlet and Neumann data is prescribed, by the variable $t, 0 \leq t \leq 1$. We denote by ( $x_{0}, y_{0}$ ) and ( $x_{1}, y_{1}$ ) the corresponding endpoints of the arc $\partial \Omega_{2}$.

Our assumptions on the data shall be for two purposes. First, to guarantee the existence of a sufficiently smooth solution $u$ to the direct problem, that is a function $u(x, y ; f)$ satisfying

$$
\begin{equation*}
-\Delta u=\gamma(x, y)+f(u) \tag{2.1}
\end{equation*}
$$

for a given $f(u)$ and subject to the primary boundary conditions

$$
\begin{align*}
\alpha(x, y) \frac{\partial u}{\partial \nu}+\beta(x, y) u & =g_{1}(x, y), & & (x, y) \in \partial \Omega_{1}  \tag{2.2}\\
\frac{\partial u}{\partial \nu} & =g_{2}(x, y), & & (x, y) \in \partial \Omega_{2} \tag{2.3}
\end{align*}
$$

Second, to ensure that our mapping from $f$ to the overposed data

$$
\begin{equation*}
u=\theta(x, y), \quad(x, y) \in \partial \Omega_{2} \tag{2.4}
\end{equation*}
$$

is well defined we need to guarantee that $u(x, y ; f)$ attains both its minimum and maximum on $\partial \Omega_{2}$, and is a monotone function of the parameter $t$ on $\partial \Omega_{2}$.

We shall denote by $\Lambda_{0}$ the smallest eigenvalue for the problem $-\Delta \phi=\lambda \phi$ on $\Omega$, where $\phi$ is subject to the homogeneous primary boundary conditions (2.2) and (2.3). Since $\Omega$ is bounded it follows that $\Lambda_{0}>0$ provided that $\beta$ not identically zero on $\partial \Omega_{1}$.

We shall assume that the boundary data satisfies:
A1. $\alpha(x, y)$ and $\beta(x, y)$ lie in $C^{2,1}\left(\partial \Omega_{1}\right)$. In addition, $\alpha \geq 0, \beta>0$ on $\partial \Omega_{1}$, and $\alpha=0$ in a neighborhood of $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$. (That is, we have Dirichlet boundary conditions in a neighborhood of the endpoints of $\partial \Omega_{1}$.)
A2. $g_{1} \in C^{2,1}\left(\partial \Omega_{1}\right)$,
$g_{2} \in C^{2,1}\left(\partial \Omega_{2}\right)$,
$\theta \in C^{3,1}\left(\partial \Omega_{2}\right)$.
A3. For $(x, y) \in \Omega$ the function $\gamma(x, y) \in C^{\mathbf{1 , 1}}(\Omega)$.
For a given $E>0$ denote by $S_{E}$ the ball in $C^{(1,1)}$ centered at the origin, that is

$$
\begin{equation*}
S_{E}:=\left\{f \mid f(0)=0, \quad\|f\|_{1,1} \leq E\right\} \tag{2.5}
\end{equation*}
$$

With some restrictions on the value of $E$ this set will form the admissible class of functions $f$. By a solution pair $(u, f)$ to (2.1) - (2.4) we shall mean that,
(a) $f \in S_{E}$.
(b) $u \in C^{2,1}(\bar{\Omega})$.
(c) (2.1) - (2.4) hold.

We note that conditions A1 - A3 are sufficient to guarantee the existence of a unique solution to the direct problem (2.1) - (2.3) for any $f \in S_{E}$, provided $E<\Lambda_{0}$. This ensures that we avoid any eigenvalues of the linearized problem.

If $\sigma$ and $\nu$ denote unit vectors in the tangential and normal directions on the boundary $\partial \Omega$, then for some functions $a(s)$ and $b(s)$ of the arc length $s$, and with $a^{2}+b^{2}=1$,

$$
\frac{\partial}{\partial x}=a \frac{\partial}{\partial \sigma}+b \frac{\partial}{\partial \nu,} \quad \frac{\partial}{\partial y}=b \frac{\partial}{\partial \sigma}-a \frac{\partial}{\partial \nu}
$$

Thus in this coordinate system the Laplacian has principal part $\frac{\partial^{2}}{\partial \sigma^{2}}+\frac{\partial^{2}}{\partial \nu^{2}}$.
Let $D_{\nu}$ and $D_{\sigma}$ denote the normal and tangential components of the Laplacian on the boundary $\partial \Omega$, that is

$$
D_{\nu}=\frac{\partial^{2}}{\partial \nu^{2}}+c(s) \frac{\partial}{\partial \nu}
$$

and

$$
D_{\sigma}=\frac{\partial^{2}}{\partial \sigma^{2}}+d(s) \frac{\partial}{\partial \sigma}
$$

where $c(s)$ and $d(s)$ are coefficients that depend only on the boundary $\partial \Omega$. For example if $\Omega$ is the unit circle then $D_{\nu}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}$ and $D_{\sigma}=\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}$. For $f \in S_{E}$,
and $u(x, y ; f)$ the corresponding solution of the direct problem, (2.1)-(2.3), define the mapping $\mathbf{T}_{\theta}[f]$ by

$$
\begin{equation*}
\mathbf{T}_{\theta}[f]=\tilde{f}(\theta)=-\tilde{\gamma}(t)+D_{\sigma} \theta+D_{\nu}\{u(x, y ; f)\} \tag{2.6}
\end{equation*}
$$

where $\tilde{v}$ denotes the restriction of a function $v$ to the boundary $\partial \Omega_{2}$. Equation (2.6) is precisely the projection of (1.1) onto the boundary $\partial \Omega_{2}$.

We shall say that the mapping $\mathbf{T}_{\theta}[f]$ has a theta fixed point $f$ in $S_{E}$ if for some $f$ in this space

$$
\mathbf{T}_{\theta}[f]=f(\theta) .
$$

Let the functions $\psi(x, y), \psi_{+}(x, y)$ and $\psi_{-}(x, y)$ satisfy

$$
\begin{align*}
-\Delta \psi & =\gamma(x, y),  \tag{2.7}\\
-\Delta \psi_{+} & =\gamma(x, y)+E \psi_{+},  \tag{2.8}\\
-\Delta \psi_{-} & =\gamma(x, y)-E \psi_{-}, \tag{2.9}
\end{align*}
$$

and be subject to the primary boundary conditions (2.2), (2.3).
In order to develop the properties we need of the mapping $\mathrm{T}_{\theta}[$ ], we will require that,

A4. The functions $\psi_{ \pm}(x, y)$ satisfy,
$g_{1}(0) / \beta(0)=\psi_{ \pm}\left( \pm_{0}, y_{0}\right) \leq \psi_{ \pm}(x, y) \leq \psi_{ \pm}\left(x_{1}, y_{1}\right)=g_{1}(1) / \beta(1) \quad$ for all $(x, y) \in \bar{\Omega}$.
The overposed boundary data $\theta(t)=\left.u\right|_{\partial \Omega_{2}}$ will be assumed to satisfy,
A5. $\left\|D_{\sigma}\{\theta-\psi\}\right\|_{1,1}<C_{2}$, for some constant $C_{2}$ to be defined later.
In addition, $\theta(0)=g_{1}(0) / \beta(0), \theta(1)=g_{1}(1) / \beta(1)$, and $\theta(t)$ is an increasing function of the parameter $t$ on $\partial \Omega_{2}$. Furthermore, $\theta(0) \leq \theta(t) \leq \theta(1)$.
The monotonicity assumption on $\theta(t)$ is necessary to recover $\tilde{f}$ from $\tilde{f}(\theta(t))$ in $\mathbf{T}_{\theta}[f]$. By $G=G(x, y, \xi, \eta)$ we denote the Green's function for the Laplacian on $\Omega$ subject to the primary boundary conditions (2.2) and (2.3).

We define the following quantitities, for $f \in S_{E}$ and $\|u\|_{1,1}<\infty$

$$
\begin{equation*}
C(\Omega, u):=\sup _{f \neq 0} \frac{\left\|\iint_{\Omega} D_{\nu} G f(u)\right\|_{1,1}}{\|f\|_{1,1}} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{4}(\Omega):=\sup _{h \neq 0} \frac{\left\|\iint_{\Omega} D_{\nu} G h(\xi, \eta)\right\|_{1,1}}{\|h\|_{1,1}} \tag{2.11}
\end{equation*}
$$

We can make the following observations:
First, let $K$ be defined by

$$
\begin{equation*}
K[h]=\iint_{\Omega} D_{\nu} G h(\xi, \eta) d \xi d \eta \tag{2.12}
\end{equation*}
$$

By standard elliptic estimates [6], we have

$$
\begin{equation*}
\|K[h]\|_{1,1} \leq C\|h\|_{1,1} \tag{2.13}
\end{equation*}
$$

where $C$ is a constant depending only on the domain $\Omega . C_{4}$ is therefore the smallest such constant.

Secondly, from inequality (2.13) we have

$$
\left\|\iint D_{\nu} G f(u)\right\|_{1,1} \leq C_{4}(\Omega)\|f(u)\|_{1,1} \leq C_{4}(\Omega)\|f\|_{1,1}\|u\|_{1,1}^{2}
$$

which implies that

$$
\begin{equation*}
C(\Omega, u) \leq C_{4}(\Omega)\|u\|_{1,1}^{2} \tag{2.14}
\end{equation*}
$$

and that (2.10) is therefore well defined.
Thirdly, $K[h]=\iint D_{\nu} G h$ may have a nontrivial kernel. To see this, consider the following example.

Let $\Omega$ be the unit square, and let $u(x, y)$ satisfy (2.1) with $\gamma=\gamma(y)$ together with the primary boundary conditions

$$
\begin{aligned}
\frac{\partial u(1, y)}{\partial x}=0, & \frac{\partial u(0, y)}{\partial x}=0 \\
u(x, 0)=0, & u(x, 1)=1
\end{aligned}
$$

along with the overposed condition

$$
u(0, y)=\theta(y)
$$

For this case note that

$$
\begin{equation*}
u_{x x}(0, y)=\iint_{\Omega} D_{\nu} G h(\eta) d \xi d \eta=0 \tag{2.15}
\end{equation*}
$$

for any $h \in \operatorname{Lip}$. This leads to the following inequality (where $u_{0}=u_{0}(y)$ ):

$$
\begin{align*}
C(\Omega, u)=\sup _{f \neq 0} \frac{\|K f(u)\|_{1,1}}{\|f\|_{1,1}} & =\sup _{f \neq 0}\left\{\frac{\left\|K f(u)-K f\left(u_{0}\right)\right\|_{1,1}}{\left\|f(u)-f\left(u_{0}\right)\right\|_{1,1}} . \frac{\left\|f(u)-f\left(u_{0}\right)\right\|_{1,1}}{\|f\|_{1,1}}\right\} \\
& \leq C_{4}(\Omega) \sup _{f \neq 0} \frac{\left\|f(u)-f\left(u_{0}\right)\right\|_{1,1}}{\|f\|_{1,1}} \tag{2.16}
\end{align*}
$$

We have, in this case, $C\left(\Omega, u_{0}\right)=0$.
We shall require that the constant $C(\Omega, u)$ satisfy :
A6. $C(\Omega, u)$ defined in (2.10), is a continuous function of $u$, for $\|u\|_{2,1}<\infty$. Note that from the above, there exists domains and primary boundary conditions on this domain for which $\mathrm{T}_{\theta}[$ ] reduces to the trivial mapping

$$
\mathbf{T}_{\theta}[f]=-\tilde{\gamma}(t)+\theta^{\prime \prime}(t)=f(\theta(t))
$$

from (2.6) and (2.15), and thus gives a direct determination of the function $f$ without any iteration. The above conditions essentially restrict the allowable class of unknown functions $f(u)$ and the primary boundary data to be sufficiently small perturbations
of such problems. Here sufficiently small means that the operator defined by (2.13) have norm less than one in a suitable space.
3. Existence and uniqueness. We shall prove the following result:

THEOREM. If assumptions A1-A6 hold, then for E sufficiently small, there exists a unique solution pair $\langle u, f\rangle$ of (2.1) - (2.4).

We shall need some lemmas, the first shows that the mapping $\mathbf{T}_{\theta}[]$ is well defined, while the second shows the inverse problem of finding the function $f(u)$ is equivalent to finding a theta fixed point of $\mathbf{T}_{\theta}[f]$.

Lemma 1. If $u(x, y ; f)$ denotes the solution of the direct problem then it takes its minimum and maximum at the points $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ on the boundary $\partial \Omega$.

Proof. From A4, A5 and the maximum principle, [6, Chap. 9] applied to the functions $u, \psi_{+}$and $\psi_{-}$we have that

$$
\theta(0) \leq \psi_{-}(x, y) \leq u(x, y) \leq \psi_{+}(x, y) \leq \theta(1) \quad \text { for }(x, y) \in \bar{\Omega} .
$$

Lemma 2. Given $f \in S$ then $\langle u(x, y), f\rangle$ is a solution of (2.1)-(2.4) if and only if $f$ is a theta fixed point of $\mathbf{T}_{\theta}[f]$.

Proof. Let $\tilde{u}(t ; f)$ and $\tilde{\gamma}(t)$ denote the restrictions of these functions to $\partial \Omega_{2}$. If $\langle f, u\rangle$ is a solution to (2.1)-(2.4), then for $t \in \partial \Omega_{2}$

$$
\begin{aligned}
f(\theta) & =f(\tilde{u}(t ; f)) \\
& =D_{\nu}\{u\}+D_{\sigma}\{\tilde{u}\}-\tilde{\gamma}(t) \\
& =D_{\nu}\{u\}+D_{\sigma}\{\theta\}-\tilde{\gamma}(t) \\
& =\mathbf{T}_{\theta}[f]
\end{aligned}
$$

so that $f$ is a theta fixed point of $\mathbf{T}_{\theta}[]$.
Since

$$
\mathbf{T}_{\theta}[f]=-\tilde{\gamma}(t)+D_{\sigma}\{\theta\}+D_{\nu}\{u\}
$$

where $u$ is a solution of the direct problem, by evaluating (2.1) on $\partial \Omega_{2}$ we obtain $D_{\nu}\{u\}+D_{\sigma}\{\tilde{u}\}=\gamma+f(\tilde{u})$ and hence $D_{\nu}\{u\}=\tilde{\gamma}(t)+f(\tilde{u})-D_{\sigma}\{\tilde{u}\}$. Combining this with the above equation in the case that $f$ is a theta fixed point of $\mathbf{T}_{\theta}[f]$,

$$
\mathbf{T}_{\theta}[f]=f(\theta)=D_{\sigma}\{\theta\}-D_{\sigma}\{\tilde{u}\}+f(\tilde{u})
$$

for $t \in \partial \Omega_{2}$.
Setting $\sigma(t)=\tilde{u}(t ; f)-\theta(t)$ for $t \in \partial \Omega_{2}$, we have

$$
\begin{aligned}
D_{\sigma}\{\sigma(t)\} & =D_{\sigma}\{\tilde{u}(t ; f)-\theta(t)\} \\
& =f(\tilde{u}(t ; f))-f(\theta(t)) .
\end{aligned}
$$

From A3, since $f \in S_{E}$, it follows that $D_{\sigma}\{\sigma\}=\xi_{f}(t) \sigma$ for some Lip $_{1}$ function $\xi_{f}(t)$ satisfying $\left|\xi_{f}\right| \leq E$. From assumption A5 it follows that $\sigma(0)=\sigma(1)=0$. If we let $\Lambda_{1}$ be the lowest eigenvalue for the operator $D_{\sigma}$ on $\partial \Omega_{2}$ acting on functions that vanish at the endpoints $\left(x_{0}, y_{0}\right)$ and ( $x_{1}, y_{1}$ ), then if $E$ is restricted to be less than $\Lambda_{1}$ it follows by comparison arguments from Sturm-Liouville theory that $\sigma(t)=0$. Hence $u$ satisfies (2.4).

Lemma 3. $\mathrm{T}_{\theta}[]$ maps a ball into itself in $C^{1,1}$.
Proof. By definition

$$
\begin{aligned}
\tilde{f}(\theta(t)) & =\mathbf{T}_{\theta}[f](t)=-\gamma+D_{\sigma}[\theta]+D_{\nu} u(x, y ; f) \\
& =D_{\sigma}[\theta-\psi]+D_{\nu} \iint_{\Omega} G f(u) \\
& =D_{\sigma}[\theta-\psi]+\iint_{\Omega} K f(u)
\end{aligned}
$$

Assume that $f(0)=0$ and $\|f\|_{1,1} \leq E$. With respect to the $\left\|\|_{1,1}\right.$ norm, on $[0, T]$, we have

$$
\left\|\iint K f(u)\right\|_{1,1} \leq C(\Omega, u)\|f\|_{1,1}
$$

The domain of $\tilde{f}$ is not $[0, T]$, but $[\theta(0), \theta(T)]=[0, \theta(T)]$. We have the bound, which results from a transformation of variables:

$$
\|f\|_{1,1,[\theta(0), \theta(1)]} \leq C(T ; \theta)\|f\|_{1,1,[0,1]}
$$

where we have indicated the intervals over which the norms are taken. This immediately implies

$$
\begin{aligned}
\|\tilde{f}\|_{1,1} & \leq C(T ; \theta)\left\|\mathbf{T}_{\theta}[f]\right\|_{1,1} \\
& \leq C(T ; \theta)\left[\left\|D_{\sigma}(\theta-\psi)\right\|_{1,1}+C(\Omega, u)\|f\|_{1,1}\right]
\end{aligned}
$$

If $C\left(\Omega, u_{0}\right)=0$ then if $\left\|u-u_{0}\right\|_{1,1}$ is sufficiently small, we can satisfy

$$
C(T, \theta) . C(\Omega, u)<1 / 2
$$

If $\left\|D_{\sigma}(\theta-\psi)\right\|_{1,1}$ is sufficiently small then

$$
C(T, \theta)\left\|D_{\sigma}(\theta-\psi)\right\|_{1,1}<E / 2
$$

and consequently

$$
\|\tilde{f}\|_{1,1}<E
$$

and the Lemma is proved.
LEmma 4. If $\left\|D_{\sigma}(\theta-\psi)\right\|_{1,1}$ is sufficiently small, then $\mathbf{T}_{\theta}[]$ is a contraction on $L_{i p}$.

Proof. Under the hypotheses, $\mathbf{T}_{\theta}[]$ maps a ball into itself in $C^{1,1}$. Consequently, $\left\|f^{\prime}\right\|_{0,1}$ is uniformly bounded. We therefore have the following:

$$
\begin{aligned}
\left\|\tilde{f}_{1}-\tilde{f}_{2}\right\|_{1,1} & =\left\|\mathbf{T}_{\theta}\left[f_{1}\right]-\mathbf{T}_{\theta}\left[f_{2}\right]\right\|_{1,1} \\
& \leq C(T, \theta)\left\|\iint D_{\nu} G\left(f_{1}\left(u_{1}\right)-f_{2}\left(u_{2}\right)\right)\right\|_{1,1} \\
& \leq C(T, \theta)\left\|K\left[f_{1}\left(u_{1}\right)-f_{1}\left(u_{2}\right)\right]\right\|_{1,1}+C\left(\Omega, u_{2}\right)\left\|f_{1}-f_{2}\right\|_{1,1} \\
& \leq C(T, \theta) C_{4}(\Omega) E\left\|u_{1}-u_{2}\right\|_{1,1}+C\left(\Omega, u_{2}\right)\left\|f_{1}-f_{2}\right\|_{1,1}
\end{aligned}
$$

The inequality

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{1,1} \leq C(\Omega)\left\|f_{1}-f_{2}\right\|_{1,1} \tag{3.1}
\end{equation*}
$$

with $C(\Omega) \rightarrow 0$ as $\operatorname{Vol}(\Omega) \rightarrow 0$ follows easily from estimates on lower norms of $u$. Consequently, if $\left\|u_{2}-u_{0}\right\|_{1,1}$ is sufficiently small, and if the region is sufficiently small we conclude that

$$
\begin{equation*}
\left\|\tilde{f}_{1}-\tilde{f}_{2}\right\|_{1,1} \leq \delta\left\|f_{1}-f_{2}\right\|_{1,1} \tag{3.2}
\end{equation*}
$$

and the lemma is proved.
The crucial estimate is that

$$
\begin{equation*}
C(T, \theta) . C\left(\Omega, u_{2}\right)<1 \tag{3.3}
\end{equation*}
$$

This is essentially the requirement that $C(\Omega, u) \ll 1$ for some ball about $u_{0}$. This is guaranteed by the presence of a nontrivial kernel for the mapping $K=D_{\nu} G$ and continuity.

We now compute an a priori bound on the iterates of $\mathbf{T}_{\theta}[f]$ by the following argument. With $f_{0}=0$, and using (2.7)

$$
\begin{aligned}
\left\|f_{0}-\mathbf{T}_{\theta}\left[f_{0}\right]\right\|_{1,1} & =\left\|\mathbf{T}_{\theta}\left[f_{0}\right]\right\|_{1,1} \\
& =\left\|-\tilde{\gamma}(t)+D_{\sigma}\{\theta\}+D_{\nu}\{\psi\}\right\|_{1,1} \\
& =\left\|D_{\sigma}\{\theta-\psi\}\right\|_{1,1} \\
& \leq C_{2} .
\end{aligned}
$$

Define the sequence $\left\{f_{n}\right\}$ for $n \geq 1$ by

$$
\begin{equation*}
f_{n+1}=\mathbf{T}_{\theta}\left[f_{n}\right], \quad f_{0}=0 \tag{3.4}
\end{equation*}
$$

From (3.2) we have since $\delta<1$, and $f_{0}=0$

$$
\begin{align*}
\left\|f_{n+1}\right\|_{1,1}=\left\|f_{n+1}-f_{0}\right\|_{1,1} & \leq\left\|f_{n+1}-f_{n}\right\|_{1,1}+\left\|f_{n}-f_{n-1}\right\|_{1,1}+\ldots+\left\|f_{1}-f_{0}\right\|_{1,1} \\
& \leq\left(\delta^{n}+\delta^{n-1}+\ldots+\delta+1\right)\left\|\mathbf{T}_{\theta}\left[f_{0}\right]-f_{0}\right\|_{1,1} \\
& \leq \frac{1}{1-\delta}\left\|\mathbf{T}_{\theta}[0]\right\|_{1,1} \\
& \leq \frac{C_{2}}{1-\delta} \equiv R . \tag{3.5}
\end{align*}
$$

We require that the constant $C_{2}$ (appearing in A5), satisfy $C_{2}<E(1-\delta)$ where $\delta$ is defined in equation (3.2). Therefore all the iterates lie in a ball of radius $R<E$ in $L i p_{1}$.

Since $\mathbf{T}_{\theta}$ [] is a contraction on $S_{E}$, the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges to a unique theta fixed point in $C^{1,1}$ with $\|f\|_{1,1} \leq R$. This completes the proof of the theorem.

Some remarks on the assumptions should be made.
First on the specification of boundary conditions and the assumption A4. In order for the functions $\psi_{ \pm}$to achieve their maximum on the boundary $\partial \Omega$ at the ends of the arc $\partial \Omega_{2}$, for a given forcing function $\gamma(x, y)$ and error bound $E$, we require that the contribution from the boundary conditions (2.2) - (2.3) overcome the tendency for the forcing functions to create internal maxima or minima.

Second, other than for clarity of exposition, there is no reason to restrict ourselves to the Laplacian in equation (2.1). We could replace this equation by $L u=\gamma(x, y)+$ $f(u)$ where $L$ is any uniformly elliptic operator with smooth coefficients on $\Omega$. It is probable that extension could be made to the case where the unperturbed problem is quasilinear, by for example taking $\gamma=\gamma(x, y, u, \nabla u)$. We have performed a numerical simulation of the algorithm defined by (3.3) including the case of $\gamma$ depending on $u$ and $\nabla u$, and found it to be quite robust and rapidly convergent. Some of the numerical implementations for this fixed point method may be found in [8].

Finally the extension to $R^{n}$ can easily be made. The section of the boundary where the overposed data is specified would still have to be a one dimensional arc on the surface $\partial \Omega$ and contain the entire range of values of $u(\vec{x} ; f)$.
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[^95]:    ${ }^{4}$ Assuming $B y_{b a}-A y_{a b} \neq 0$. Otherwise, $A y_{b a}-B y_{a b}$ is nonzero and it suffices to exchange the roles of $\alpha$ and $\beta$.
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[^122]:    ${ }^{1}$ See also Novick-Cohen and Segel [NS].

[^123]:    ${ }^{2}$ The stronger estimate $\int\left|u_{\varepsilon}^{\prime}\right|^{2} \leqq C / \varepsilon$ holds. See [AS].

[^124]:    * Received by the editors November 27, 1983; accepted for publication (in revised form) September 17, 1986.
    $\dagger$ Tata Institute of Fundamental Research, Bangalore 560012, India.

[^125]:    * Received by the editors May 5, 1986; accepted for publication July 30, 1986.
    $\dagger$ Department of Mathematics, University of Wyoming, Laramie, Wyoming 82071.
    $\ddagger$ Institute for Physical Science and Technology, University of Maryland, College Park, Maryland 20742.

[^126]:    * Received by the editors December 16, 1985; accepted for publication December 1, 1986.
    $\dagger$ Department of Mathematics, University of North Carolina, Chapel Hill, North Carolina 27514. It is with great regret that SIAM learned of the untimely death of Peter Henrici in March 1987. The editorial staff of the SIAM Journal on Mathematical Analysis feel especially his absence, as Peter was an active member of the Editorial Board for many years.-J.B.

[^127]:    ${ }^{1}$ According to an observation by a referee, the cases $n \equiv 0 \bmod 3$ of formulas (12), (13), and (15) are special cases of the following easily derived summation formula:

    If $N$ is an integer greater than one, $\omega_{N}=\exp (2 \pi i / N)$, and if $a_{0}, a_{1}, a_{2}, \cdots$ is a sequence of complex numbers, then
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